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Stability of a numerical scheme for methane transport in hydrate zone under
equilibrium and non-equilibrium conditions

Malgorzata Peszynska and Choah Shin

ABSTRACT. In this paper we carry out numerical analysis for a family of simplified gas
transport models with hydrate formation and dissociation in subsurface, in equilibrium and
non-equilibrium conditions. These models are adequate for simulation of hydrate phase
change at basin and at shorter time scales, but the analysis does not account directly for
the related effects of evolving hydraulic properties.

To our knowledge this is the first analysis of such a model. It is carried out for the
transport steps while keeping the pressure solution fixed. We frame the transport model
as conservation law with a non-smooth space-dependent flux function; the kinetic model
approximates this equilibrium. We prove weak stability of the upwind scheme applied to
the regularized conservation law. We illustrate the model, confirm convergence with nu-
merical simulations, and illustrate its use for some relevant equilibrium and non-equilibrium
scenarios.

Keywords: Methane hydrate and transport and numerical analysis and stability and conser-
vation law and kinetic and equilibrium model

1. INTRODUCTION

In this paper we analyze a computational model for transport of methane in hydrate zone
at the equilibrium and kinetic time scales. Our interest in methane hydrate comes from
collaborations with geophysicists who aim to explain and predict hydrate deposits found in
nature. The simulations of hydrate evolution have been carried out by many researchers
including in [10, 11, 34, 35, 36, 39, 44, 49, 50, 71, 70]; however, our paper appears to be the
first one to analyze the numerical schemes.

Methane hydrate, also known as “Ice That Burns” is an ice-like crystalline substance
made of methane molecules enclosed in a cage made by water molecules. Methane hydrate
is abundant in deep sub-sea sediments whenever favorable conditions of high pressure, low
temperature, and large supply of methane hold. Methane hydrate is also found in the Arctic
below permafrost.

To explain the presence and shape of hydrate deposits found in nature, as well as to
understand the methane fluxes as a response to the climate change, various simulations were
carried out; see, e.g., [15, 20, 35, 49, 50, 62, 65, 70, 71]. These simulations are typically
carried out at the basin time scales of several kilo-years or at least years or months. The

presence of hydrate is explained with a postulate of supply of gas from deep Earth sources or
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by existence of biogenic sources of methane such as microbial species; see [35, 49, 62]. Recent
studies focus also on the dissociation of hydrate deposits in response to the environmental
conditions such as an increase in average 9 temperatures and address the impact of hydrate
on the balance of greenhouse gases [4, 10, 13, 22, 58] at the time scale of years or decades.

Hydrate has also been evaluated as a potential energy source [1, 42, 54]. In particular,
in the pilot projects in Japan and Alaska [2, 42, 60|, the recovery of methane is enabled by
lowering the pressure in the wells which triggers hydrate dissociation and release of large
amounts of gas. A similar mechanism contributes to hazard while drilling [8, 19, 57|, with
the characteristic time scale of days.

Overview: In this paper we analyze a discrete model of hydrate formation and dissocia-
tion which describes methane transport by advection and diffusion coupled to phase behavior
in equilibrium and non-equilibrium conditions and two-phase liquid-hydrate conditions, and
which treats phase behavior in a sequential way with macro-time steps. The equilibrium
model is a simplified version of the comprehensive model [35] presented earlier in [49, 50].
Kinetic models from the literature [14, 17, 18, 26, 65] are formulated for the general context
of three-phase equilibria; our model resembles these but covers both unsaturated as well as
saturated conditions in liquid-hydrate conditions. The scheme combines finite volume spatial
discretization with implicit-explicit time discretization, and uses the formal mathematical
framework of multivalued graphs. This framework for the equilibrium model is equivalent
to variable switching as we demonstrated in [16]. Our analysis of the kinetic model with
this framework supports the understanding of the equilibrium as the limit of kinetic model
under fast reaction rates.

Our main contribution is the analysis of numerical stability of the advective model in
equilibrium and non-equilibrium, as well as demonstration of the convergence of the scheme
at the rate O(\/E) common for generic scalar conservation laws. The analysis applies to the
transport in liquid-hydrate zone under various simplifying assumptions including long time
range, close to geothermal temperature distribution, close to hydrostatic pressure distribu-
tion, modest gas supply, and constant salinity. We make a-priori assumptions on the data
and illustrate the sensitivity of the model to data as guided by the analysis. In particu-
lar; our analyses explain the feature of discontinuous hydrate lenses observed in nature and
exacerbated in heterogeneous sediments. The scheme for the kinetic model is shown to be
robust across the saturated and unsaturated conditions.

To our knowledge, our analysis is the first of this kind for advective transport in either
the equilibrium and kinetic setting for hydrate models. Our analysis applies only to the
simplified model with which we simulate hydrate phase change, but does not directly apply
to the possibly strongly coupled effects like evolving hydraulic properties which are critical
for simulation of hydrate evolution and recycling. Our results are therefore the first step
towards future work on the analysis of schemes for more comprehensive models. The paper
also includes auxiliary supporting results which can be used in a more general context.

Plan of the paper: We start with auxiliary notation on evolution with multivalued
monotone graphs in Sec. 2. In Sec. 3 we provide details of the transport model, starting
with the equilibria, and in Sec. 4 we describe the kinetic models. In Sec. 5 we define the
numerical schemes. In Sec. 6 we analyze the numerical scheme for the equilibrium model and
in Sec. 7 we analyze the scheme for the kinetic model. Finally, in Sec. 8 we present numerical

results: we present convergence studies in the case covered by the theory as well as simulation
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results in realistic examples including the comparison of equilibrium and kinetic models. We
conclude in Sec. 9. The Appendix in Sec. 10 provides extensive auxiliary results.

2. NOTATION AND BACKGROUND FOR ODES WITH MONOTONE GRAPHS.

We recall here the notation and a few elements of the mathematical framework of evolution
equations with monotone multivalued graphs on R to extend what is known for the initial
value problem % + G(a) = f,a(0) = a® when G : R — R is a monotone increasing function.
These extensions are useful for modeling phase equilibria and kinetic schemes. We refer
to the comprehensive details on the general abstract Hilbert space setting and monotone
multivalued operators provided, e.g., in [5, 56]. We need the notation and basic properties
in our estimates and analyses.

We recall that for a relation (graph) G C R xR, its domain(G) = {a : 3b :(a,b) € G} C R,
and the inverse G~! = {(b,a) : (a,b) € G}. The graph G is monotone if V(ay, by), (az, b)) € G
we have (by — by)(ag —ay) > 0. If (a,b) € G, and G is monotone multivalued, we will write
b € G(a) to denote some selection b out of the set G(a). This selection is not unique, hence

the symbol “€”.  Further, G is maximal monotone if I + G is onto R. For a maximal
monotone GG and A > 0, the resolvent
RS = (I +2\G)™! (1)

is a contractive function, and the solution to a+AG(a) 3 f is unique and given by a = R (f).
Evolution ODE with graph: The resolvent RY helps to define the solution to an
evolution problem

da 0
E—FG(@)Bf; a(0) = a”, (2)

where f € L'(0,T) is some given input and where a° € domain(G) C R is some initial
data. The C? solution a(t) to (2) is defined as the limit as 7 — 0 of the fully implicit finite
difference step function solutions a™ ~ a(t"), with t* = n7, to the inclusion

n_ ,n—1

a a

+Ga") > f", n>1. (3)
In spite of the symbol €, the step solution a” € domain(G) to (3) is uniquely defined
a” = RE(a" "t 4+ 7fm). Once we know a", the actual selection G(a”) = f" — “n_q‘f%l is given
uniquely from (3).

In this paper we use various single-valued approximations G, ~ G which are maximal
monotone when G is. One is the Yosida approximation Gy = %(I — RS) which provides
another way to define the solution a(t) to (2) as the limit as A — 0 of a,(t), the family of
solutions to the ODE %* + Gi(ay) = f.

Evolution system with graphs: In addition to (2), we consider the following system
on R x R

d d

%a =Q, %b =—0Q; a(0) = a’, b(0) = b (4)
We are interested in the case when Q(a,b) € b — G(a) is multivalued with G(-) is monotone.
Here the first and the second equations have similar properties to (2) but are coupled. Adding
the two equations leads to a(t) + b(t) = const = a® +b°. With the abstract theory from [56],

it is easy to show that the system (4) is well-posed in R x R. We also see that the solutions
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(a(t),b(t)) evolve towards some (a>,b>) which is at the intersection of G with the manifold
a+b=a+10"

Special graphs used in this paper: The graph sgn(x) assigns —1 tox < 0, 1 to z > 0,
and the set [—1,1] to x = 0, and we write sgn(z) = (—o00,0) x {—-1} U {0} x [-1,1] U
(0,00) x {1}. This graph sgn(x) is distinct from the single valued discontinuous function
sgny(z) which agrees with sgn(z) for z # 0 but assigns 0 to x = 0. The Heaviside graph
H(x) = (1 +sgn(z)) assigns 0 to z < 0, 1 to z > 0, and the set [0,1] to z = 0. We also use
x4 = max(0, z).

3. TRANSPORT MODEL UNDER EQUILIBRIUM AND KINETIC PHASE CONSTRAINTS

Methane is present in sub-ocean sediments and Arctic regions due to biogenic sources and
from upward fluxes from the deeper Earth layers [35]. It is transported by diffusion and
advective fluxes, and can be present in liquid, gas or solid phases. The partition of methane
component between phases depends on the pressure and temperature and on the amount
of methane component. With small amounts of methane and at large depths (i.e., large
pressures), methane is dissolved in the aqueous (liquid) brine phase denoted by [. With
larger amounts of methane and at low temperatures, the solid phase made of methane and
water in fixed proportions precipitates; this solid phase denoted by h is called methane
hydrate (clathrate or methane ice). At higher temperatures, the hydrate phase is not stable
and free gas phase forms. A typical distribution of phases in sub-ocean sediments is that the
solid hydrate phase is stable and present at low temperatures; specifically, this occurs above
the so-called Bottom Hydrate Stability Zone (BHSZ). In turn, below BHSZ, only the gas
phase is stable. Phase equilibria represent the tendency of a system to maintain low energy,
and correspond to the most stable distribution of components between phases.

The phase distributions may not always follow equilibria; this is common at short time
scales, e.g., after seismic events which alter the distribution of gases and sediments, or during
production of gas from subsurface. Our work in this paper addresses equilibrium models as
well as certain selected scenario of non-equilibria. In this paper we do not account for the
presence of free gas such as ex-solved gas or from buoyant gas travelling upwards. The
analysis of a model involving gas is the subject of current work.

In this section we describe a model accounting for methane transport above BHSZ in a
porous reservoir 2 C RY, over time ¢, either under the assumption of phase equilibria or
allowing non-equilibria. For phase equilibria we follow closely the comprehensive model in
[35] in the hydrate zone which we simplified in [49, 50] for the purposes of efficient simulations;
we used real reservoir data and experimental observations to motivated the reduced model;
see also our well-posedness analysis of the reduced model in [16, 48].

Our objectives in this paper are to (i) provide an analysis of the finite volume discretization
of the reduced equilibrium model from [49, 50], which we accomplish for a regularization of
the original model. Our analysis also (ii) explains the shape of hydrate deposits observed in
nature as well as the hydrate saturation profiles found in computational simulations. Our
main result is (iii) the study of a new non-equilibrium model for hydrate in under-saturated
and over-saturated conditions above BHSZ which extends literature, and for which we are

able to prove rigorous numerical stability.
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Below we briefly recall the equilibrium model from [48]; it is the same as that in [49, 50]
under the assumption of constant salinity. We also motivate and explain the non-equilibrium
models which we compare to other kinetic models in the literature.

3.1. Assumptions. We make the following assumptions in the model development.

(A1) The reservoir 2 is in the hydrate stability zone, i.e., only the liquid and hydrate
phases are stable.

(A2) Free gas is not present in €, i.e., there is abundant water present for hydrate forma-
tion; see [35]
In addition, the following assumptions are made for the sake of presentation and analysis,
but are not needed for the computational model or for simulations.

(A3) Liquid and hydrate phases are incompressible.

(A4) The sediment is rigid, and the porosity ¢(z,t) =~ ¢(x) is fixed.

(A5) Salinity xs(z,t) = x;& = const equals seawater salinity X7 .

3.2. Mass conservation equations. Consider (z,t) at a point z € Q and time ¢t > 0. We
denote the mass fraction of methane in the liquid phase by x(z,¢) and the volume fraction
of hydrate by S(x,t). With (Al) and (A2), the total mass density of methane at (z,t)
is pru = (1 = S)pix + Sprxmn with py, p, denoting mass density of brine and of hydrate,
respectively, and xs, denoting the mass fraction of methane in the hydrate phase, which is
a known fixed constant. The mass conservation equation for methane component in porous
sediment of porosity ¢ is thus

O (ppru) + V- (gpx) — V - (mdnVX) = Fur. (5a)

Here d,, is diffusivity and ¢ is the Darcy flux defined below. Also, F); accounts for methane
sources, e.g., biogenic production of methane by microbes, or sink terms relevant for the
production scenarios. We also rewrite

u = (1=8)x+RS=x+5R—-x). (5b)

Here R = ph’;lM Lo xyp since pn, & p;. In practice, with the values reported in [49];
R = 0.1203 kg/kg, we have p; = 1030 kg/m?, p;, = 925 kg/m3, while max, xy*(r) ~ 2.4x 1073
kg/kg for the case of UBGH2-7 as given in [49]. From now on we will assume

0<x*<R. (6)

With the single equation (5) involving two variables u and S or x and S, we close the system
by either assuming equilibrium conditions binding y and .S, or setting up a non-equilibrium
model which evolves towards the equilibrium. We describe the equilibrium model in Sec. 3.4
and the non-equilibrium models in Sec. 4.

The model (5) is complemented with the mass conservation equation for water component
whose concentration is 1 — y in liquid phase and 1 — x5, in the hydrate phase. The model
for water mass conservation is

9 (@ [(1—=S)p(1 = x) + Spa(1 —5><Mh)]) + V- (gn(1—x)) =0. (7)



3.3. Pressure equation. The pressure equation follows by adding (5a) with (5b) and (7);
with Darcy’s law we obtain

O (@1 —=S)p+ Spw]) +V - (qp) =V - (mdVX) = Fur, (8a)
¢= —f(vzﬂ  pGVd), (sb)
1

with Darcy flux ¢, pressure P(z,t), permeability K, liquid phase viscosity j;, and depth d(x).
Here K = K(x; S) depends on the presence of hydrate in the pore-space, with empirical data,
e.g., in [35]. Typically K(+;S) decreases with S, and the porous matrix is plugged up when
hydrate saturation is close to 1.

At large time scales such as in basin modeling the pressure follows distribution close to
hydrostatic with ¢ = 0. Otherwise there can be gas fluxes with ¢ # 0, e.g., from deep in
the Earth’s crust upwards, and we must solve (8) under given boundary conditions. One
practical scenario is when ¢ is given at the bottom of the reservoir, and a fixed pressure is
known at the top, e.g., from the known height of water column. Rewriting (8) as

F A

V-q:p—M+V'(diX)+8t<¢Sp—p), Ap=pi— pn, (9)
! !

allows to study contributions to local variations of q. We see that the magnitude of the first

and second terms on the right hand side is modest in realistic settings [49]. However, the

third term may contributes to the local increase of velocity due to the density difference Ap

whenever S 1 increases rapidly.

3.4. Phase equilibria for hydrate crystal formation. The formation of a hydrate crys-
tal out of liquid phase usually involves the processes of nucleation, diffusion of molecules
towards the existing cages, and the adsorption of new crystals, see, e.g., molecular dynamics
simulations in [57, 66] at time scales of 107%[s]. At the reservoir time scales of transport the
hydrate formation or dissociation is modeled by an aggregate of the microscopic processes;
one assumes either an equilibrium presented here or a kinetic model discussed in Sec. 4.

In equilibrium, the hydrate forms only if the methane concentration y in water has reached
its maximum solubility denoted by x*. When the hydrate crystals form, we have that S > 0
and xy = x*, the saturated case. When y < x*, no hydrate exists, and S = 0. This is

expressed by the constraint
< v* =
{X_X7S 0, (10)

x=x% S>0.

Next we write an explicit formula for the dependence of the total amount of methane u on
(x,S). At a given (x,t) with x*(z,t) known, we have

_ X u<x",5=0,
“—{(1—5)X*+SR, w> vt S >0 (11)
Conversely, given u, the equilibrium values y and S on FE, are given uniquely
(u—x")+

X = min{x*,u} and S = (12)

R —x*

The relationship (12) can be used at any (x,t) to get the unique values x(x,t) and S(x,t)

from u(z,t). The quantity x* = x*(P, T, x;s) depends on the pressure P and temperature T,
6



T
— E,(20) |
11— =E.(40) |
I
|
§ 05 1
1
1
I
0 |
0 x'(20) x'(30)

X

FicGure 1. Hlustration of graph FE, with data from Ulleung Basin case
UBGH2-7 [49], where x*(z) & 0.0024e~9012% Left: the portion of E, = E,.(z)
for a fixed . Right: multivariate view of (x, S) € E.(x).

and salinity x;s. This dependence is resolved sequentially in our computational model: over
some macro time step P, T are kept constant and x* depends on x only. This is discussed
in detail later in Sec. 5.2.

3.4.1. Equilibrium model with multivalued graphs. The formulas (10)—(12) are simple and
explicit. For the needs of the kinetic model to be defined, we note that the variables (x, .S)
“live” on the graph E, = E, U E} defined as

(X, 5) € Ex = (=00, x"] x {0} U{x"} x [0, 00), (13)

with E = (—o0,x*] x {0}, E} ={x*} x[0,00), as illustrated in Fig. 1.
The inverse graph W, = E ! is

W.(S) 2 x=(S,x) € W, ={0} x (—o0, x"]U[0,00) x {x*}.

It is easy to see that both E, and W, are maximal monotone. In what follows we write
S € E.(x)or x € W,(S). These graphs are set-valued, but in evolution models, the particular
selection out of these graphs is actually unique, as discussed in Sec. 2.

Remark 1. Not all the points on the graph E, (13) are physically meaningful. In particular,
any reasonable calculated values of concentrations and saturations should satisfy x > 0 and
0 < S <1 Wedenote by E° = {(x,S) € E, : x > 0;S < 1} the physically meaningful
portion of E,. In addition, from (6) and (11) we see that if (x,S) € E?, then u satisfies

0 <u(x,S) <R. (14)

Conversely, for any u which satisfies (14), we have from (6) that (x, S) given by (12) satisfies
0<x<x*and 0 < S <1.

4. TRANSPORT MODEL WITH KINETIC PHASE CONSTRAINTS

Kinetic models are common in geochemistry and chemical engineering [30, 75] and describe
the evolution of a system towards thermodynamic equilibrium from some initial conditions
out of equilibrium, e.g., in the processes of adsorption, phase transitions, and crystal precip-

itation and dissolution.
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The time scale of hydrate formation or dissociation is on the order of hours or days
O([h]) — O([days]) [57, 73]. In production scenarios [23, 33, 42, 43, 72| this time scale is
comparable to that of the transport processes. Comprehensive subsurface transport simula-
tors including STOMP, TOUGH, PFLOTRAN, GEOS, Geo-COUS implement the complex
kinetic exchange model in the applications using depressurization or thermal stimulation
to aid methane recovery from hydrate; see e.g., the recent international code comparison
studies [68, 69] led by DOE/NETL.

For modeling methane in the environment at large spatial scales, e.g., methane flux re-
sponse to environmental temperature variations or abrupt geological events, some authors
use kinetic models [6, 17, 18, 62, 65]. Finally, some computational models use kinetics rather
than equilibria to implement or to approximate phase behavior regardless of the time scale
considered [10, 53, 62].

A general kinetic model must predict the evolution of all relevant variables towards an equi-
librium from some out-of equilibrium state, and is complemented by other equations which
describe the evolution of all of (7, P, x,S) towards some equilibrium (7°°°, P>, x>, S%),
starting from some initial (7°, P x°, S°). The kinetics is coupled to the transport and
constitutive equations, and would account for the presence of gas phase and capillary effects.

In the framework of our reduced model for liquid-hydrate zone we assume (P,T') are
fixed over some time interval (24, ¢"%) with "% = t°/d 4 At. In equilibrium the variables
(x(x,t),S(z,t)) € Ei(x) at every t. If the (P,T) conditions change at t"**, and a new
Xbew = X*(z,t"") is given, the variables (x,.S) are out of the equilibrium with respect to
the new graph E7¢". If At is really large we can assume they immediately adjust to the new
equilibrium. Otherwise we need a kinetic model to describe the evolution of (x,.S) towards
ETev,

Below we discuss kinetic models for hydrate, starting with literature review and a homo-
geneous “batch reactor” model, which we couple later with a transport model.

4.1. Kinetic models of hydrate formation: literature background. Following [7, 14,
17, 18, 26, 74], the kinetics of gas-liquid-hydrate phase system involves an exchange term @
proportional to the driving force in the three phase conditions,

d

ES:Q:k(fg_feq)a (15)
where £ > 0 is the hydrate formation or the dissociation rate, and where f,, f., are the local
gas fugacity, and the equilibrium fugacity at the given pressure and temperature, respectively.
This expression (15) predicts that the hydrate forms when f, > f.,, and dissociates when
fg < feq- In [17, 18] the authors propose ) « (P — P.,), with P,, equal the equilibrium
pressure for a given fixed T, and this approach models a response to the increase or decrease
in pressure. A physically grounded expression for k is complex [61]. The rate k o As,
the surface area available for the reaction to occur which is proportional to the effective
porosity ¢(1 — S). In a three phase system the hydrate formation rate k also depends on
the availability of water and methane (thus on the gas and aqueous phase saturations .S,
and S,,); but for hydrate dissociation the rate k depends on availability of hydrate (thus on
S =1-.8,—5S,). Therefore (15) is in general hysteretic; see also [73]. From mathematical
point of view the presence of S or (1 —.5) in k keeps the variable S in physically meaningful
domain S € [0,1]. Model (15) is designed to work in the saturated case when S* > 0, and
X =Xx"
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Our focus in this paper is on liquid-hydrate systems. For these, according to [6, 10], the
driving force f, — f., in (15) can be expressed by the difference of methane concentration at
the liquid-gas equilibrium and maximum methane solubility x* at three-phase equilibrium
state for the given P and T'. With no free gas, () becomes

Q=Fk(x —Xx"), (16)
similar to that for crystal formation from saturated or oversaturated mixtures in geochem-
istry [75, 30]. In this paper we extend (16) so it can work well across the two-phase saturated
as well as in single phase unsaturated conditions when S*° = 0, and x> < x*. We explain
this extension in Sec. 4.2 with further details given in Sec. 10.2. Our model is robust, also
when coupled to the transport model. In the future we hope to extend it to the three phase
equilibria extending (15).

4.2. Kinetic batch reactor model model for hydrate evolution in liquid-hydrate
conditions. Consider an isolated system, with P, T fixed and a fixed amount u(y, S) = u°
of methane, and ignore any transport contributions or sources to focus on the distribution
of methane between liquid and hydrate phases. The values (x(¢), S(¢)) live on a fixed curve

u(x,S) = x(1—5)+ RS = u’ = u(x’, S, (17)

in the (x,S) plane. With some given y*, and a corresponding fixed multi-valued graph E,,
for a given u", the equilibrium point lies at the intersection of the curve (17) with the graph
E., and can be found from (12). The graph E, and the curves (17) are illustrated in Fig. 2,
with point (A) corresponding to an equilibrium case.

The case out of equilibrium (points (B) and (C) in Fig. 2) is when the pair (x, S) on (17)
is away from F,. For example we can have x(t) > x* (B), or S(t) > 0 with x(t) < x* (C).
As t 1 oo, the points (x(t),S(t)) evolve from some (x°,S%) towards some (x>, S>) on FE,
along the curve (17) according to some kinetic model with exchange rate Q.

We postulate now some conditions on (x?, S°) and u° to guarantee that the kinetics leads
to physically meaningful (x>, 5%) on E,. In particular, from Remark 1 we see that u™ =
u(x>, 5%) should satisfy 0 < u® < R, thus we must have 0 < u® = u(x°,S") < R.
Also, non-negativity must be imposed on (x,S). In summary, we consider the physically
meaningful region (y,5) € D° = [0, R) x [0,1).

Next, we aim to predict whether a given v’ = u(x? S°) leads to (x*,S%) € E, or
to (x>°,5%) € E}. In the latter saturated case we have x* = x* and S™ € [0,1), and
u? = u® = x* + (R — x*°)S>® > x* by (6). In the former case we have u® < x*. It is thus
convenient to decompose D = D% U DY as follows

D} = {(x.9) € D":u(x,S) = X"}

DY = {(x,5) €D’ u(x.9) <x*}.
Fig. 2 provides illustration of these definitions, and motivates our subsequent analyses.
4.2.1. Three batch kinetic models. Our objective is to construct a model which works well
in all of D°. We start with (16) dubbed (KIN1) which works in DY. We include S in ks in
a simpler model (KIN2) which works well also in D} only. Finally to allow the evolution

towards a possible equilibrium on E, or on E we combine these two possible equilibria in
(KIN3) using an abstract setting with the graph E,. Each (KINj) has some rate k;. In DY
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F1GURE 2. Illustration of typical x(z,t), S(x,t)) at some ¢ in hydrate reservoir
(top) = € . For this illustration we choose R = 2x*. Top: plot of x,.S) in
equilibrium, with x(z,t) < x*(z),S(z,t) > 0 and (x(z,t),S(z,t)) € E.(x)
as in (10). Middle: illustration of the graph (x,S) € E, at the point A
(equilibrium), and at the points B and C out of equilibrium (not on F,) but
within the physically meaningful region (x,S) € D° = [0, R) x [0,1]. The
contours u(y, S) = u’ of (17) in DY for ;—0 equal 0.4,0.6, ..,1.8, with the curve
u(x, S) = u® = x* separating the “saturated” region DY shaded in gray from
the “un-saturated” region D° which is in white. The parts £ and E_ of
E, are in green and magenta. Bottom: an example of x*(x), x(z), S(z) in a
reservoir in out of equilibrium conditions when (B) x}., < x*, and (C) when

Xnew > X
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and under some assumptions all three models are equivalent to one another. Only (KIN3)
is coupled later with the transport model.

(KIN1). The model (16) from [30, 75] splits u(t) as a sum of the methane amount in the h
phase and of the amount in the [ phase, and prescribes the evolution

KN (-9 = @0 BE =@ @ =k~ ) (x(0).5(0)) = (5. (18)
This model is very intuitive: in particular, we see that S 1 when y > x*. However, (KIN1)
works well only in DY when u® > x*, i.e., when the equilibrium point S* > 0. When
u® < x* since k; does not involve S, the model leads to an equilibrium outside D° with
S < 0. Moreover, the corresponding numerical scheme requires solution of a nonlinear
algebraic equation which must be done with some care; see Sec. 10.2.

(KIN2). Next we aim to improve (KIN1). We split u = x+S(R—x) = x+ ¢, with S = %'
The variable v interpreted as the “amount of methane stored in the hydrate phase over the
saturated amount in liquid”. Given initial data (x°, S°), we calculate ° = S°(R — x°), and
postulate the evolution

(KIN2) X =@ SW)=@ Q=h{—x) KO.00) =0 (9

Now (KIN2) model is linear in x and 1, and @ is monotone in y: the curves x + ¢ = u°

are simply the lines in the (x, ) plane. These properties simplify the implementation and
analysis. However, similarly as in (KIN1) @ involves properly only the equilibria on E, and
thus (KIN2) works well only in DY.

(KIN3). We modify (KIN2) so that when u® < x*, @ leads to some equilibrium on E;, but
when u® > y*, the model works identically to (KIN2) and leads correctly to some equilibrium
on Ef. An elegant way to do it is to replace x* in the definition of @ in (KIN2) by a selection
w € w,(¢) which defaults to x* on E}. Here w, = e, ! and e, = r,E, is a rescaled version
of E,, with a fixed ., = R — x*. When ¢) > 0, we have w = x*, but when ¢) = 0, w € [0, x*].
Also, S € E.(x) is equivalent to ¢ € e.(x) and x € w,(¥). The (KIN3) model we implement
and analyze reads

KIN3) =g Ly =0 Q= klx—w) wew (@) (x(0).(0) = (O u0).(20)

dt dt
The solution (, ) and the selection w are unique. The exchange term () is monotone in x
while —@) is monotone in ¢ which make the analysis and implementation easy. Asin (KIN2),
at any point of time one can calculate S from ¢ and x.
We provide details on (KIN1), (KIN2) and (KIN3) in Sec. 10.2. These inform our analysis
of methane transport coupled to (KIN3).

5. APPROXIMATION SCHEMES FOR METHANE TRANSPORT MODEL UNDER EQUILIBRIUM
OR KINETIC CLOSURE

We summarize now the methane transport model in a form amenable to discretization and

analyses. First we outline how the thermodynamic conditions on (P,T") and x* are handled.
11



Assume known T'(z,t), or solve an appropriate energy equatiof2la)

under some initial and boundary conditions.
Assume known P(z,t),q(x,t), or find these from (8) under some boundary conditiong21b)
Calculate x*(z,t) = x*(P(x,t),T(x,t), xus(z, t))(21c)

For kinetic model, parametrize w,(x,t) with x*(z,1).
For (21c) we use the approach described in [49] based on estimates of x* generated by
CSMGem, semi-empirical model from [61], and the parametric model from [12] using alge-
braic curve fitting model for equilibrium pressure, P,,, given in [38]. In examples for this

paper we assume x;s = X -

Next use mass conservation (5) which we divide by p; upon (A3). The equilibrium model,
with u(z,t) given by (11) is

O (6u) + V- (qx) = V- (dVy) = 2 2eqit>0,

22a

PL (222)

x(z,t) = min{x"(z,t), u(z,)}, (22b)

u(z,0) = wpi(z), © € (L (22¢)

Assume boundary conditions for y(z,t), x € 0Q,t>0. (22d)

The kinetic model rewrites (22a) in terms of y and . To achieve a convenient symmetrized
form, we replace 0;(¢u) = ¢, (x +¢) = p0,(x) + ¢Q with Q = —ks(w — x) given as in (20).
The model completed with appropriate initial data for xy and 1 and boundary data for y
reads

F

p (23a)
!

O(Y(z,t)) + ks(w — x(x,t)) = 0, we w(z,t;9). (23b)

X(,0) = Xinit(7), Y(2,0) = Yina(x), ©€Q  (23c)

Assume boundary conditions for y(z,t), x € 00t > 0. (23d)

We comment now on the couplings. The models (22) and (23) are strongly coupled to the
thermodynamic conditions given in (21¢) and to the flux ¢ found by (21b). For the time
scales of interest in this paper, most significant are the parametrizations of (22b) and (23b)
by the quantity x* = x*(z,t) found in (21c). On the other hand, x*(x,t) depends primarily
on the temperature and much less on P(z,t). At the same time, the conductivities in the
energy equation are less sensitive to S than the quantities in the pressure equation; see, e.g.,
data in [35].

In turn, the solution to (21) depends on the solution to the methane transport (22) or (23).
In particular, as (9) indicates, the local variations in ¢(z,t) are due to V - ¢ =~ 6’t(qb[5%]),
which require re-computing ¢. In addition, the permeability K in (21b) depends on S, and
the resulting local pressure variation may affect x* by the appearance of micro-cracks; see,
e.g., 9, 44].

These inter—-dependencies can be resolved by iteration, time-lagging, or variable freezing;

we discuss these next.
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5.1. Approximation schemes and resolving coupled components. The choice of time-
stepping and spatial discretization depends on the objectives of simulation and on the com-
peting demands of modeling accuracy, and efficiency and robustness of the solver. In this
paper we are interested in modeling hydrate evolution in natural environment. The sim-
ulation scenarios we consider may involve response to changing boundary conditions for
temperature or pressure such as due to the warming sea waters or sudden change in the
sediment depth. We consider that these inputs vary in time on the scale of years or kiloyears
but not as strongly as in production scenarios on the scale of days or hours. This assumption
on the time scale motivate the choice of time stepping.

The simplest way to resolve the couplings is to consider the variables P(z) and T'(x)
as time-independent over the simulation time scale, i.e., “freeze them” over [0,T], and to
solve the equilibrium model (22). This strategy is adopted in many hydrate models at
basin scale where the pressure and temperature assumed known between any large geologic
events and where P(z), T'(x) follow closely the hydraulic gradient and geothermal gradient,
respectively; see, e.g., [49, 50, 62]. For simulation over shorter time scales this approach may
require recomputing P(z) and T'(x) over shorter time frames whenever the external controls
change. With the equilibrium model (22), the system is immediately brought to equilibrium
in the first transport step. To simulate a gradual return to equilibrium, we must use the
kinetic model (23).

The most complex and comprehensive way to resolve the couplings is to use fully implicit
coupling for the equilibrium model [35] and for the kinetic model [17, 18]; see also general
subsurface simulators described in [68]. However, a fully implicit solution for several inde-
pendent variables including phase behavior requires delicate time-stepping with advanced
strategies to ensure global convergence and robustness of the Newton solver.

As an intermediate strategy between the most complex and most simple, the coupling in-
cluding the evaluation of thermodynamic conditions can be handled in a sequential manner
or by time-lagging. Our analysis applies in this setting. Here (21) is solved at (almost) every
time step. Once (P, T, x*) are known, (22) or (23) follow. This is similar to a strategy com-
mon in reservoir simulation and compositional models called IMPES or IMPEC in which the
pressure equation and thermodynamics conditions in (21) and the concentration equations
(22) are solved at separate time schedules with large pressure time steps AT, and small
transport steps 7 = AT/K. See, e.g., [41, 47, 67] where K > 1 was used. The sequential
and time-lagging strategies carry some modeling error compared to the fully implicit model;
the error decreases when small time steps are used. Additional iterations to decrease this
error can be carried out over the macro time step; see recent analysis on multi-rate schemes
for coupled flow and geomechanics in [3, 18]; additionally, stabilization terms may improve
convergence in [27, 51]. If needed, we can also set K =1 and 7 = AT.

In our computational model we follow the time lagging strategy with macro-time steps but
without iteration. We tested this strategy for hydrate basin modeling in [50]. For simplicity
below we assume uniform time stepping.

5.2. Time-stepping with macro time steps and concentration time steps. The con-
centration time step 7 = L for (22) or (23) is chosen to satisfy some stability constraints.
The macro time step AT = K7 for (21) is chosen to be small enough so that x*(z,t), ¢(z,t)

respond to the model inputs for pressure and temperature. Here K > 1. Now MK = N
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and T'= MAT = MKt = NT.

0=t'<t'<... <t'=nr<...<tVN=T=Nr, witht"=nr, n=0,1,...,
0=T"<T'<...<T"=mAT <...<TY =T = MAt, withm=0,1,...,

< =

Note that 7™ = mAT = mK7 = t™%. We outline our algorithm.

Time stepping (macro time steps) m =1,2,... M.
(Macro-time step [T™!, T™]):
Assume S|pm-1 is known. Recalculate hydraulic properties.
Solve (21) for (T', P, q, x*)|7m.
Set the values (g, x*),t € [T™ ", T™] from (g, x*)
or by interpolating between these and (g, x*)|7m-1.
(Concentration time steps n = (m — 1)K +1...mK):
Assume (g, x*),t € [T, T™] = [tm=DE ™K known.
Solve in each [t"~1 "] the concentration problem (22) or (23) for (S, x)|¢.
With n = mK, set S|rm = S|in. Advance to the next macro-time step with m := m + 1.

Tm

We devote Ex. 5 in Sec. 8.3 to the study of sensitivity of simulations to AT

5.3. Spatial discretization. We set up hexahedral grid over {2 and use finite volume type
approximations. Our schemes are first-order in time, with explicit in time upwind treatment
of advection, and implicit treatment of phase behavior and diffusion at every time step. For
simplicity we define the schemes for 1d case with z € Q = (0, D™**) with = 0 at or above
BHSZ, and z pointing upwards, with the flux upwards ¢(x,t) > 0. We cover {2 with uniform
size grid cells [x;_1/2, %;41/2), each with center at x; = (j +1/2)h where h = ;412 — 212
We denote the grid values V; ~ v(z;), and V;* = v(z;,t"). The Darcy flux ¢ are defined at
the cell edges ey J2- The fluxes xq are approximated as is done for the space-dependent flux
in the “color equation” [32][Chapter 9].

We skip the presentation of schemes for (21) which are standard; see, e.g., [35, 46]. How-
ever, our treatment of phase equilibria and of kinetics requires care. In Sec. 6 we define
numerical schemes for the concentration steps (22) and in Sec. 7 for (23). These share
the mass conservation equation discretized as follows. We approximate Uj' ~ u(z;,t") and

7~ x(z;,t") discretizing the mass conservation (22a) and (23a) parts of (22) and (23) by

T annl_ann1>

dpmT N " " Ty (z4,t")
h( i—1/2 i—3/2 [sz _Xj XHJ = ’

n n—1
oy~ Uy + i .

We approximate the initial data U} = + f 7“/ ? Uinit(z) dz,. The initial data for (y,) in the

approximation to (23) is defined analogously
The equation (24) is complemented with the discrete version of (22b) for the equilibrium
model or with discrete version of (23b) for the kinetic model, and with appropriate statement
on the boundary conditions. These are stated in Sec. 6 and 7 along with the analysis of their
stability.
14
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6. STABILITY ANALYSIS FOR EQUILIBRIUM MODEL

We first recall notation. For some grid function V' = (V;); with V; = v(z;), and V" =
(V/");, we let V2 represent the collection of all (V™)". We recall ||V]|; = h >-;1Vjl, and the

total variation TV (V") and total variation in time TVy (V%) defined as

T/t
TV =Y V=V | TVR(VA) =Y [PV (V) 4 [V = VI
JEZ n=0

For the kinetic problem we work with |[(X™, ¥™)||a1 = | X"||a1+|[¥"]| a1, and TV (X™, U™)

and TVp(X2, ¥4) extended similarly to product space. In our analysis we study TV, (U?)
for (22) and TVy(X2,¥2) for (23). These quantities help to predict the variability and
challenges to the numerical solution depending on the data. We show that TV (U2) and
TVy (X2, W2) increase in time depending on the variability and smoothness of initial data
X*(x,t) and ¢(z,t) in x and t. Stability along with consistency of the discrete schemes
lead to the convergence of numerical schemes. Our analysis is also useful to understand the
sensitivities of the models (22) and (23) on their data.
(AA)Assumptions for analysis. We analyze only the scheme (24) for transport model com-
plemented by an equilibrium or kinetic closure to be stated, under assumptions (A1-A5).
We assume that the data x*(x,t) and ¢(x,t) found by (21) is known over each macro-time
step [T™!, T™] and varies in some predictable fashion. As usual, to study the accumulation
of the discretization error in time, we set F; = 0. We also set set d,,, = 0 to focus on the
advection dominated case. We consider the transport problem on x € R (that is, j € Z)
rather than x € (), which avoids dealing with a mixture of boundary and initial conditions in
the analysis. For this we assume that initial data and the solution to the transport problem
have compact support in some 2 C R with measure wg, and this reduces summing over
j € Z to j € Z°. Clearly, realistic simulations consider a bounded domain and boundary
conditions.

Finally, we assume the sediment is homogeneous with ¢(z) = ¢g = const, and we drop ¢y
while keeping the notation unchanged, but the analysis could be amended easily as long as
¢(z) is smooth and bounded away from 0. In particular in (22) we could change variables
and set U = u(z, t)¢(x) with x(z,t) = min{x"(z,1), 5 U, t)}

We now restate (24) under the assumptions (AA) amended by the discrete version of (22b)

%(U]ﬂ - U+ %(q;jf/zxy* — ¢ X;0) =0, X} =min{x"(z;,t"),U}'}, j € Z°.(25)
We analyze this scheme recognizing its familiar upwind character
Up = U = [E T - B B = g, X = g iU (26)
for a conservation law with the flux function f(x,¢;u) which we set from (5) under (AA)
du+0,f = 0; forzeR, tel0,T) (27a)
[z tiu) = qlz,t)x(z,t) = gz, t) min{x"(z, 1), u(z, 1)}, (27b)
u(z,0) = wpu(z). (27¢)

The function f is illustrated in Fig. 3 for a typical homogeneous unconsolidated sand reservoir

with data from Ulleung Basin [49], with z pointing upwards and ¢(x,t) ~ const > 0.
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Ficure 3. Ilustration of x*(x), and of the flux function f(z;u) with data
from Ulleung Basin case UBGH2-7 [49]. Left: typical x*(z) in homogeneous
sediment, with values x*(z) highlighted at = = 20, and = = 40. Right: the flux
function f(z;u) for x = 20, and x = 40. Note that the flux function f(z,t;u)
is piecewise linear in u and features a corner at u = x*(z*).

For stability of (26) when f = f(u) proving a bound for TVy(U?) is usually the first
step in the analysis of convergence [31, 32]; the first-order upwind scheme (26) converges at
the rate of O(\/ﬁ) in L' [28, 29, 59], the best possible convergence rate in the presence of
discontinuities [55].

However, when f = f(z;u), the solutions to u; + f, = 0 do not in general obey the
maximum principle, and its quasilinear form w; + fo(v;u)u, = —fo(x;u) with | f,| < Ly
reveals that the solution may grow pointwise as O(Lt) while its total variation may grow
in time; see the discussion in [32][Chapter 9] and [24, 25, 63]. Under some assumptions the
analysis in [37] predicts that TV (U™) found with Godunov scheme grows linearly in time,
but these assumptions are not applicable to (25).

We formulate therefore our own auxiliary stability result for (26) similar to those known,
e.g., from [32]. Surprisingly, we did not find it stated in literature, thus we provide detailed
proof in Sec. 10.1.

Proposition 1. Consider (27) and assume suppose that f € CZ(Q x Ry x R) and is non-
decreasing in u. Let the time step size T be small enough so that

Efu(x7 t; u)

<1. (28)

max
(x7t7u)

Let also some initial data U° be given, with bounded variation, and let also U> be the solution
to (26) with compact support of measure bounded by ws. Let also

Ly = {i%“ Jeu(x, t;u) [ ] faw(m, t;u) |} Lo = glg%{l Julw, t;u) || folz, tu) [} (29)

Then we have for alln > 0

TV(U™) < C(T) =TV (U 4 2wg(e™ — 1), (30a)
U Uy < 7Co(T), Co(T) = Lo(Co(T) + ws), (30b)
TVr(U?) < C5(T) = T(Cy(T) + Co(T)). (30c)
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To apply Proposition 1 to (25), we consider f(x,t;u) defined in (27b) depending on the
physical data ¢, x*. We see that f(-;u) is continuous nondecreasing and piecewise linear in
u and differentiable except where u(z,t) = x*(x,t). Since f is at best piecewise smooth in
u, Proposition 1 applies only to some regularization of (27)

U: + fe(xa tu u€>l" = 07 uﬁ(xa 0) = uimt(x)7 (31>

in which f is approximated with some C? smooth, positive nondecreasing function f€. Since
we can make f¢ = f arbitrarily close, we trust that (31) closely resembles (27); we illustrate
this regularization in Ex. 2 in Sec. 8.

Next question is whether the assumptions on f€ itself are reasonable for a real hydrate
reservoir simulation. First, the problem (27) is only a simplification of the strongly coupled
dynamical problem (21)—(22), and our stability analysis does not explain or refer to the
strength of the couplings. Instead, we make a-priori assumptions on the data which allow to
conclude stability and predict the variability of solutions. In particular, we predict variability
of u quantified by TV;(U*) depending on the constants Ly, Lo given in (29); these are small
only when ¢, ¢, the lithology and x* vary smoothly. We discuss this in detail below.

6.1. Assumptions required for the stability of (25) in a hydrate reservoir. From
the form of (27) and properties of f, we expect its solution u(z,t) to feature a family of right
and left states travelling at different speeds due to the “corner” of f at u = x*. In particular,
the speed of the state for any u > x* is zero; this leads to S > 0, i.e., the growth of immobile
amount of methane trapped as solid hydrate with the appearance of sharp bands of hydrate.
We rewrite (31) as
uy + [, b u)ug, = — fr(, ), (32)
which illustrates that the solution u =~ u® and the corresponding S ~ S¢ grow along its
characteristics with a rate bounded by the source —f;. To quantify, we define
Lq = max la(z,t)|; Lq, = max | @u(@,8) [; Lyw = max | Xz (2, t) |5 Ly = max | x¢ (2, 0) ] (33)
Remark 2. Assume that x* and q vary mildly so that Ly, Ly, Ly~ are finite and that
T
h
so that (28) holds. Then the scheme (25) for the equilibrium model is weakly stable.

Lq S 17 (34)

We comment now on the constants Li, Ly, Ly~ in realistic reservoirs. Assume first the
quasi-static case in a homogeneous reservoir with P(x) and T'(z) fixed in time ¢, and with
0 < ¢ = L, In this case ||fs][cc = LyLy». Consider for example x*(z) = aexp(—bzx) from
[49] given with some a > 0 and small b > 0. Now L,» = ab, f, < 0, ||fs]l« = Lgab
and Ly = || foz|lo = Lyab® is small. In turn, we can check that Ly = L, max(1,ab). These
stability constants correlate well with the predictions of hydrate band growth in nature which
are large when ¢ is large.

Consider next heterogeneous reservoirs. Here the maximum solubility x*(x) depends on
the type of sediment, e.g., in grain size [9]. Consequently, close to some interfaces between
different sediment layers, hydrate can accumulate much faster than elsewhere [9, 52, 64].
The locally high hydrate accumulation can be predicted from (32), since at a discontinuity
of x*, its weak derivative 0,x* is a Dirac term which may cause a dramatic local increase of

U ]” and of the saturation. We illustrate this later in Ex. 3 in Sec. 8.
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Finally, we consider the time dependent case closest to the strongly coupled hydrate sys-
tems when ¢ = ¢(x,t) and x* = x*(x,t) and when T' = T'(x,t) and P = P(z,t). Now the
magnitude of f, comes from both ¢,x* and ¢x; which may have opposite signs and disparate
magnitudes depending, e.g., on the solutions of (9). It is hard to predict these a-priori, and
we can only make assumptions that the constants in Remark 2 are bounded. Simulation
with x* = x*(z,t) which varies in time is considered in Ex. 5 in Sec. 8.

This discussion completes our analysis of the equilibrium case. Based on Proposition 1,
we expect the rate of convergence O(v/h) for the solutions to (25); this is confirmed by
numerical experiments in Sec. 8.

7. SCHEME FOR KINETIC MODEL AND ITS STABILITY

Now we consider a numerical scheme for the kinetic model (23). We implement the general
case with source terms and diffusion and approximate x(z;,t") ~ X7 and ¢ (x;,t") ~ W%,
with U = X' + 7. Given (X;L_l, \IJ?_I) we find (XJ”, vy, W]”) as solutions to the local
nonlinear system at every j; in this local problem the kinetic terms )7 are handled implicitly.
We set k = 7ks. The scheme (24) under assumptions (AA) in the form directly amenable to
analysis reads

n n— n n T n— n— n— n—
(X} — X - k(W; = X5) + E(qqu/QXj - j731/2Xj711) = 0, (35a)

(W) = W) + KW} = XJ) = 0. W} € wn(ay; Wf3sh)
k

T4k
(X;-L_l, \If?_l)j, at every j we solve for (X7, U%) the local nonlinear system

In practice we solve (35) as follows, denoting k= Given previous time step values

n n n " n n— T e T e n—
Xp— kWP = XJ) = Ff B = X0 (- pq ) + 10, X (36a)

U+ k(W) = X7) = G, GF =91 W =w.(x; 7). (36h)

This is a 2 X 2 nonlinear stationary system of equations with a maximal monotone graph w;.
It is uniquely solvable with the following explicit formulas which follow from Sec. 2. Since

(36a) is linear in X7, we can formally calculate X7 = o1 (FJ' + kW}"). After we plug this

to (36b) we get U7 +Ew*(W?) =G7 —|—EFJ" Applying the resolvent R = R = (I + kw,) !
of w, we obtain W} = R(G} + kF}'). We substitute to get W7 and X7. Finally we can
calculate the saturations ST = Rﬁ(}'

For stability of the scheme we need an auxiliary result formulated for (36) with indices
dropped and with inputs F, G and outputs X, V.

Lemma 1. Consider (36) with the right hand side (F,G) and solutions (X, V,W). Consider
also the right hand side (F,G) with the corresponding solutions (X, WV, W) to (36). The
following comparison principle and stability hold

| X-X|+|Vv-T| < |[F-F|+|G-G| (37a)
[ X[+ < [Fl+]G]. (37D)
We also have W — W = (G — G) + (¥ — ¥)(1 — 1).
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Proof. The result (37a) is a special case in R x R of the result, in [21] for a(u) + c(u —v) =
fib(v) — e¢(u — v) = g, where a(-) is maximal monotone, b(-) is strongly monotone and
continuous, and ¢(-) is maximal monotone single valued. The stability result (37b) follows
from the comparison principle (37a). In turn, the algebraic formula for W — W follows
directly from algebra. d

7.1. T'V-stability for the kinetic scheme (36). Now we prove properties of (36). Through-
out we assume that the CFL condition (34) holds and that the constants Ls, L, are finite.
First we apply the stability part of Lemma 1 directly to (36) to obtain

x| < | X7 (V= Tgls) + 2amse | Xpm + 0 (38)

Multiplying by h and summing both sides over j € ZO, and collapsing the first two terms on
the right hand side, we obtain the stability result. We obtain that scheme (36) is stable in
the product space

X W) [an < X8 o (39)
Next we prove weak TV-stability which reveals the dependence of w, = w,(x;;-) on x;.

Proposition 2. Assume x*(x) is smooth so that L and L~ given by (29) are finite. Assume
also (X2, U2) have compact support with measure bounded by ws. If CFL condition (34)
holds, then

TV(X" U™ <TV(X, 00 + C4T,; Cy= 2kswsL,-. (40)

Proof. We write the system (36) at j and at j-1 and at t". We set ¥ = ¥% and U = 07,
with analogous notation for other variables, and consider

X —-kW+EkEX = F, (41a)

U+ kW —kX = G; W e w (), (41b)

X —kW+kX = F, (41c)

T4,V — kX = G W e o (T). (41d)

Here for shorthand we denoted the graph w,(z;,t") by w, and a different graph w,(x;_1,t")
at z;_1 by v.(-). Since the graphs w, and v, are not the same, we cannot directly apply
Lemma 1. Instead, we rewrite the third and fourth equations with w, instead of v,, move
the difference between w, and v, to the right hand side, and examine the difference w, — v,
due to their “height”, respectively, x*(x;,t") and x*(z;_1,t").

For 1 > 0 we can write

d vy =
U*(@b) = w*(@b) — Ajh, ¢ > O, Aj = %X ([Ej,t ), Z; < (flfj_hl’j).

When ¢ = 0 both w, and v, are set-valued, and we must work with their Yosida approxi-
mations wy and vy. In fact for small ) we have wy(¢) = vx(¢), while for any ¢ and A\ we
have vy (¢0) = wa(y)) — A;(A\; )b, with | Aj(A; ) | < Ly~ from (33).

Reconsidering (41) with v, and w), instead of v, and w, but keeping the notation unchanged

otherwise, we calculate kW = kvy(¥) = kwy (V) — khA;, and the third and fourth equations
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read now

X —kwy(U) + kX = F=TF —khA;(\;0),

U+ kwy(U) —kX = G =G+ khA;(\0).
We can now apply the comparison Lemma 1 for the maximal monotone w, and inputs
F .G, ﬁ, G. We apply the uniform bound on A; in (37a), notice ‘ F—F ‘ < ‘F —F |+k:hLX*

< ’@ -G ’ + khL,~. Taking the limit as A — 0 we obtain, reverting back to
the original notation of (36) that

and

n n n n n—1 n—1 T n—1 n—1

| X5 = X [y = < [ G = X0 (1 ~ - 1/2>+} L ‘ | X = X
+ [T — W 4 2kR L. (42)
The term 2khL,- will accumulate giving weak rather than strong stability. Summing (42)
over those j € Z° with i h < wg, we collapse the first two terms on the right hand side,

and with & = 7ks we get

TV(X", ™) <TV(X" 0" + 27kswg Ly (43)
Applying recursively, we obtain (40) with Cy = 2ksws Ly~ O
Remark 3. The weak T'V-stability result (40) in the product space for the kinetic problem
(23) is similar to the weak stability (30a) we obtained for U> in the equilibrium model (27),

with the difference in the constants depending on x*(x), and the absence of the factor (1+7L1)
in (43) in the product space.

7.2. TV stability in time. Given the known (X', W"™'); the next goal is to bound the
terms X' — XJ’?_l and W — \I/;‘_l. For this, we need a handle on Q7 oc W' — X7 which
quantifies the discrepancy from the equilibrium. We estimate Q7 in terms of Q;"l.

Lemma 2. Under the assumption of Proposition 2 we have that
1Q" |1 < C5(T).

To prove the lemma, we estimate the terms in a regularized version of (36). Additional
challenge is to allow for possible variability of w, in time. We consider some smooth single
valued approximations wy of w*|xj7tn and vy, of w*|xj7tn_1. The difference between these
wx () — va(¢) = BF(¢)7 can be estimated uniformly in ) with }Bﬂ < L3, where Ls is
given in (33).

Proof. We rearrange (36), drop j, and seek the solution (X}, ¥%) to the regularized problem

X! — X" —kQy = P (44a)

U — U EQY = 0, (44b)
where Q) = wy(¥}) — X and F" ! = —Zq" 11/2X" " rgt ;/QX” . To get the estimates
for Q% in terms of Q)" = vy ("~ 1) — X” 1 , we break the expressmn

wy(UY) — oa (U™ = wy (UF) — wy (U™ 4wy (U7 — 0y (U™ = p(TY — 1) + Br.
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Here b = wf\(\I/;j\) > 0 with some Uy, and B = B} discussed above, with | B| < Lz. Now we
multiply (44b) by b and subtract (44a) from (44b). Rearranging we obtain

Qi1 +k(1+b)=Q" ' —F"' + Br.

We take absolute value, note b > 0, and pass to the limit with A, to obtain, bringing back
the index j

A+ |Qi| < [@7 [+ |5 [+7|B}|.
Here, with L, and L,, defined in (33), | £t | is bounded above

n—1 _ T n—1 n—1 n—1 n—1 n—1 n—1 n—1 n—1
|FJ | - h qul/QXj _qul/QXjfl +qu1/2Xj71 _quz/szq )
T n— n— —
< L | X7 = X+ Ly | XTE

< Lo (X7 =X ey = ) L (|65 [ )
Multiply both sides by h and sum over j € Z° with ZjeZo h < wg. Then apply (39) and
(40) to get
1+ B)Q" Q" x4 7 [LeTV(X™ 1 W™ + Ly, (X", 0" ) |ag + Laws]
o S Q + T{C6(T) + Laws]

where C4(T) = L (TV (X, %) + C4T) + Ly, [[(X°, )||a 1. With k& > 0, we have completed
the proof. 0

Lemma 3. Suppose (40) holds for (X, V). Then we have
(X" = X1 0" — 0" Y| ag < 7CH(T).

<
<

Proof. Rewrite (36) estimating in the form

X7 = X771 < R[Q |+ T Lo| X7 - XjT |+ 7L,
¥ -0 < k@7

n—1
Xjf1

Next we multiply by h, take the sum over j € Z° and add these to get

IX™ = X" =0 [an <7 [26]|Q7 |1 4 LeTV (X" ) 4 L, [|(X™, 977 ) [aa]
< TREs|Q" + Co(T)] .

With (39), (40) and the estimates for @) from Lemma 2, we get

[(X" = X"1 0" =0 Y|ag < 7CHT) =7 [2k3]| Q%11 + (1 + 2ksT)Co(T) + 2ksT Laws] -

O
Combining Lemma 3 and (40), we conclude with this main result.
Proposition 3. Under hypotheses of Proposition 2 we have
TVp( X", U") < Cy(T) =T [CyT + C7(T)] . (45)

Here 04 = QkfngLX*, C7(T) = [2]’(33”@0”1 + (1 + 2]€3T)C@(T) + 2]€3TL3(U5], and C@(T) =
Ly(TV(X?,W0) + C4T) + L, (X%, ¥O) a1
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As in equilibrium case discussed in Sec. 6.1, this stability result depends on the variability
of ¢ and x* and on the initial discrepancy from the equilibrium through the constants in

(45).

8. NUMERICAL EXAMPLES

In this section we provide examples for equilibrium and kinetic models. Our goal is to
confirm the theory and in particular demonstrate convergence of the schemes for reasonably
realistic cases as well as to demonstrate the practical limitations. We set v = L7 < 1, and
consider only 1d simulations.

For the equilibrium model we compare the numerical solution obtained by our scheme
(25) with an analytical solution and we study effects of regularization; we also confirm the
rate of convergence of O(v/h). We study also the kinetic model and scheme (23), illustrate
its convergence and show the dependence of hydrate formation on the properties of the flux
function f in (27), and in particular on its variability across heterogeneous sediments. We
also compare the equilibrium and kinetic models: as expected, kinetic solution are close to
the equilibrium solution as the kinetic exchange rate increases.

In the last examples in Sec. 8.3 we illustrate the sensitivity of the model to the choice of
macro time steps AT from Sec. 5.2.

8.1. Examples for equilibrium model.

Example 1 (Model case for equilibrium model with analytical solution). Let Q = (—1,3), R =
2,xt = 1,q¢ =1, and the initial condition w,i(z) = xH(x + 1)H(—x) for (27) features a
“box”-like profile. We consider x*(x) = e~ independent of time. For additional interest,
we also consider x*(z) =1 — 0.26z.

The analytical solution to (27) with w;;:(x) = xpH(—x) can be found in [48]. We modify
it for the present case of “box” shaped w;; ()

M) = min (12560) o ),

XL

max (0, — 2)gx;(z)1g,
St) = — ( )qx(()) Go(t) (@ )7

u(z,t) = x(,t) + (R = x"()S(x,1),

where Gy(t) = {z : x; < & < gt} with zp, satisfying x*(z1) = xr, the position where first
hydrate formation is observed.

We apply scheme (25) to obtain (U2, X2,5%) at T = 1 with M = 100 and v = 0.9.
Ilustrations are provided in Fig. 4. We see that (U2, X2, 52) are close to the analytical
solution (u,x,S). As U” propagates to the right, X2 satisfies the constraint X7 < x*(x)),
and the undissolved methane produces ST > 0, i.e., we see the “blow-up” behavior of U A
with ST as expected.

Comparing the two cases of x*(x) =1 —0.26x and x*(z) =€ , we see that the magni-
tude of x* is more pronounced for the latter case. In U” and S® we see small rarefactions

at the back of the traveling wave, typical for an increasing concave flux function such as f
given by (27b).

—0.5z
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FIGURE 4. Comparison of the numerical solution (U2, X2, S?) with the an-
alytical solution (u,x,S) at T'=1 with M = 100 and v = 0.9 for Ex. 1. Top:
case with for x*(x) =1 — 0.26x. Bottom: case with x*(z) = e7%-5%.

In our next example we evaluate effects of regularization in order to understand the close-
ness of u and u€, the solutions to (27) and (31). With f€ chosen to be really close to f, we can
make the difference between U and the solution to the regularized model U%? arbitrarily
small. For comparison we use the case with the analytical solution from [48], which we adapt
to the use of realistic data from Ulleung Basin.

Example 2. [Convergence rate and regularization; homogeneous domain, basin time scale/
We consider (27) with wi(x) = xpH(—x) on Q = (0, D™*) where D™ and x* are com-
puted using the reference data measured from the Ulleung basin site UBGH2-7 of [49] with
constant salinity of X% = 3.5%. Let ¢ =5 x 1073[m/y], xz = 2 x 1073, and R = 0.1203.
We examine the result at T' = 10[ky].

The flux function f(z;u) given by (27b) has a corner at u = x*(z) at every . We regularize
with f€ which replaces f on (z,u) € Q X [x*(z) — €, x*(2) + €] by a smooth polynomial. Here
€ is a regularization parameter; we choose ¢ = ah with a = 107 In Fig. 5 we illustrate
the analytical solution as well as the numerical solution U* to the regularized problem, at
t = 10 kyrs with M = 100 and v = 0.9. We do not show U* separately because it is virtually
indistinguishable from U®?.

We first examine the qualitative behavior. As predicted by the analytical solution, we

observe the rapid growth of total methane content U¢ and the hydrate accumulation S¢
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FIGURE 5. Numerical solution (U€, X¢, S¢) of Ex. 2 at t = 10[ky] with M =
100 compared with the analytical solution (u, x, Sp).

because R < 1 while S€ is inversely related to R. At ¢ = 10[ky|, the hydrate saturation
reaches about 10%.

Next we compare U2 and U“®. With € = O(h), their difference is small. In particular,
when M = 100, ||[UA—U2||; = 3.52x 1074, | X2 - X2||; = 1.32x107%, and ||SA -S|, =
2.20 x 1073, When M = 1000, ||[U” — US?|; = 9.41 x 1076, || X2 — X<2||; = 2.99 x 1079,
and ||SA — S2||; = 5.46 x 107°.

We also check the rate of convergence using a fine grid solution with 100 < M < 6400,
plotted in Fig. 6.

Ju— U3 = 000%), [y = X3]s = 0(%), |8 — 5], = O(h*)

The order is similar for the solutions to the regularized model, with the error slightly bigger
due to the modeling error. We have

= U3 = O, |y = X3 = O(R), || — §°2 | = O(*).

Our next example challenges the theory since it is set for heterogeneous sediment. This
example is inspired by [9]; see our 2D simulation in [45] which accounts also for the flow and
fracturing.

Example 3 (Model problem in heterogeneous domain motivated by [9]). Consider advection
and diffusion of methane gas through 3 layers of sediments. Let Q = U?_,Q; where i indicates
each layer, each with different methane solubility curves: xi(x) = —0.3x + 1, x5(z) =
e~ 02@=1 — 0.2 and xi(z) = —0.1z + 0.75 shown in Fig. 7. Weuse R=2,q¢=1,d,, =0
and wip;(x) = 0.8H (—x).

The domain and the solutions are illustrated in Fig. 7 where the shaded blocks correspond
to different layers. We focus on the behavior near the interfaces at * = 1 and x = 2. As
the front of methane enters Layer 2 at = 1, we expect to see methane hydrate dissociation
since x*(17) > x*(17) allows more methane gas to dissolve in the water. In contrast, at
x = 2, there is a reduction in maximum solubility; x*(2%) < x*(27): this cause a sudden

formation of hydrate at the interface as in [9, 52, 64]. The simulation captures the hydrate
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FIGURE 6. Left: Lj-error between the numerical solution (U2, X4, S&4)
and the analytical solution (u, x,S) at 7' = 10[ky]; from Ex. 2. Right: Con-
vergence of the numerical solution (U2, X2, S2) to the analytical solution
(u,x,S) at T = 10[ky].

dissociation at = 1 and the formation at x = 2. The sharp spike at z = 2 makes sense,
since the weak derivative 0, f(x,u) at the discontinuity at x = 2 is a Dirac source §(z — 2).

8.2. Examples for kinetic model. Next we study convergence of the kinetic model, and
compare the equilibrium model and kinetic models. Clearly kinetic rate should be fixed from
experimental data; however, we can investigate the case as k3 increases to see how realistic
it is to use (KIN3) in place of equilibrium models. As k3 increases, we see the solutions to
(23) become closer to and eventually indistinguishable from those for the equilibrium model.

Example 4 (Model case: equilibrium and kinetic models). Let Q = (0,2),q = 1,R = 2.
We use z;, = 0.35, x*(x) = e %5, and the initial condition winy(x) = xLH(—x) with
xr = 0.8395. We simulate the problem using both the equilibrium model and scheme (26),
and with the kinetic model and scheme (36) when ks = 10 and ks = 100. Here M = 100 and
v=qr/h=0.9. We compare with the equilibrium solution at T = 1.

Fig. 8 illustrates the results. We confirm that, as expected, the kinetic solution “lives” in
the vicinity of the equilibrium solution. This closeness is more pronounced with larger k3.
In turn, Fig. 9 shows that the numerical solutions (U, X&in, Skix) converges to the fine
grid solutions (Ugiy fines XKIN fines ORIN fine) &t the order roughly of O(h%?).

HUI%IN,ﬁne - UI%INHl = O<h0'57)7
”XI%IN,ﬁne - XI%INHl = O(h0'56)>
||SI%IN,ﬁne - SI%INHl = O(ho'm)-

8.3. Equilibrium and kinetic schemes under varying environmental and thermo-
dynamic conditions and sensitivity to macro steps. Finally we illustrate the depen-
dence of the solutions to the equilibrium model and kinetic models depending on the choice

of macro steps T™ = mAT at which x* is recomputed. We allow P = P(z,t) and T = T (z,t)
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FIGURE 7. Transport in heterogeneous domain from Ex. 3 at T' = 2.4. Top:
layers of heterogeneous sediment with different maximum solubility curves x*
at = 1 and x = 2. Bottom: numerical solution. Of interest is behavior at
the interfaces caused by the jumps of x*(x).

to vary due to the changing environmental conditions and specifically due to the warming of
ocean temperature and the sea level rise as predicted in [40], with the rate of sea level rise is
0.003[m/y| and the rate of temperature rise at the seafloor of 0.01[K/y]. Then assume that
the pressure (P), and temperature (T) at the seafloor vary linearly with respect to time t[y],
with subscript ref and eq to denote the values at the seafloor and at the BHSZ, respectively.

Prep(t) = p1gDyres(t), Die(t) = Dyer(0) + 0.003t,
Trer(t) = Toer(0)+0.01¢,
where p; &~ 1030[kg/m?] is the density of seawater, and g = 9.8[m/s?]. Over 150[y] we see the
sea level rise by 0.45[m] and T,.s increase by 1.5[K]. Assume further that (P(z,t),T(z,1))
vary linearly in €2
P(z,t) = Pres(t) + Guldsp(x) — Dyes(t)),
T(@,) = Treplt) + Gr(dys(z) — Dres(t)),
where d,¢(x) is the depth below the sea level. We then recompute the equilibrium conditions
at BHSZ using the parametric model from [49] responding to the increase in Tyef, Pres.
We apply these varying conditions to simulate the dissociation in a hydrate reservoir from

the state obtained with simulation in Ex. 2 run until 100[ky]. We consider this state to be

the initial state for this simulation at ¢ = 0; see Fig. 10 with x{ as shown. The changes in
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results of Ex. 5 with k3 = 0.01. On both figures x{ indicates the original

X*’tzo-

P and T in time require we recompute x* = x*(z,t) at the macro-time steps 7™ = mAT
as discussed in Sec. 5.2. We adopt other parameters as in Ex. 2 but use a fixed 7 = 1[y]
much smaller than that needed by CFL condition. We consider impact of AT = K7, with
K =1,10,50, 150.

Example 5 (Hydrate dissociation due to warming waters). We start from the equilibrium
state shown in Fig. 10. At every macro-time step T™ = mAT, we recompute x*(x,T™).
Using the parameters as in Ex. 2 with d,, = 3 x 1072[m?/y|, we simulate hydrate dissociation
using the (EQ) model at t € [0,150][y], and plot the solutions at the final tN = 150[y]. We
compare the results to the numerical solutions generated by the equilibrium model (24) and
the kinetic model (23), both amended to include diffusion, depending on different rates ks
and the choice of AT.

At this time scale, dissociation proceeds slowly as shown by the decrease in the overall
amount ||S]|; as well as the peak amount ||S||; it is also interesting to test the magnitude
Sy of the last peak before the decrease to seafloor. For all simulations the peak |[|.S]| is
attained at x = 23.5[m], and the last saturation peak Sy corresponds to z = 96.8]m].

We find the difference between taking macro-time steps with K = 1 up to K = 150 very
small for both equilibrium and kinetic models, and the difference between kinetic model and
equilibrium model indistinguishable when k3 = 100. This rate is still about 100 times less
than the rate used in [52, 64].

9. CONCLUSIONS AND FUTURE WORK

In this paper we considered equilibrium and kinetic phase behavior for hydrate in two-
phase conditions typical in sediments above the bottom of Hydrate Stability Zone. Our
objective was to study the stability of numerical models for transport coupled with phase

transitions within IMPES-like time stepping for pressure and temperature. We provided
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tly] | K| Pref[MPa] | Tpef[K] | Dyeplmbsl] | Poy[MPa] | T,4[K] | Deg[mbsl] | 100]|S]|oo | 100S2 | ||S]]1
0 | —| 21.6500 |273.5500 | 2145.00 22.8849 |294.6665 | 2268.49 8.8732 | 3.3524 | 4.3681
150 | 1| 21.6545 |275.0500 | 2145.45 22.7999 |294.6364 | 2259.99 8.7212 | 3.2854 | 4.2848
TABLE 1. Simulation reference data and results generated by the equilibrium
model (EQ) with K =1 for Ex. 5.
kg = 0.01 k’g =1 kg = 100 and EQ
tly] | K |100]|S]|e | 10055 | [|S][1 | 100]|S]|s | 1005 | ||S]|1 | 100]|S||s | 1005y | ||S]1
150 | 1 8.7946 | 3.3185 | 4.3295 | 8.7181 | 3.2844 | 4.2855 | 8.7212 | 3.2854 | 4.2848
150 | 10 | 8.7905 |3.3168 | 4.3276 | 8.7168 | 3.2839 | 4.2848 | 8.7212 | 3.2854 | 4.2847
150 | 50 | 8.7736 |[3.3096 | 4.3196 | 8.7160 | 3.2836 | 4.2842 | 8.7212* | 3.2854 | 4.2841
150 | 150 | 8.7381 |[3.2948 | 4.3044 | 8.7144 | 3.2831 | 4.2831 | 8.7213* | 3.2855 | 4.2830

TABLE 2. Simulation results at ¢ = 150[y] with kinetic model for Ex.5 with
At = K7. (*) The results in the last macro-column differ are higher for the
EQ model by one digit.

rigorous justification why the commonly used numerical scheme is stable and robust, and
showed convergence with rate O(v/h) consistent with that for monotone scheme and scalar
conservation law in the presence of discontinuities. We also explained the presence of “spikes”
of hydrate saturation similar to those observed in nature.

In addition, we investigated robustness of a variety of kinetic models in the two phase
liquid-hydrate conditions. Such models are needed, e.g., during sudden rearrangement of
external controls on thermodynamic equilibria. Since the kinetic model popular in litera-
ture dubbed (KIN1) and its linear variant called (KIN2) work only in saturated conditions,
we developed another model (KIN3) which is robust across the unsaturated and saturated
conditions and is equivalent to (KIN2) in saturated conditions. We combined this model
(KIN3) with the transport model and were able to show its numerical stability.

The rigorous numerical analysis results we demonstrate are new; we are not aware of any
other analysis of this type for hydrate models for either equilibrium and kinetic case.

More work is needed. In particular, extensions of the analysis for both the equilibrium
and extensions of (KIN3) model for three phase conditions are needed; this is subject to our
current work.

10. APPENDIX: AUXILIARY RESULTS

10.1. Proof of Proposition 1 on the stability of upwind scheme (26) for u, +
f(z,t;u), = 0 when f is smooth. We adapt the proof [32][Chapter 12] to the case when
f = f(z,t;u); we require the boundedness of f,, and f,, uniformly in time. The proof is
broken to thee parts. First we bound the difference ‘ AU} ’ between two adjacent values de-
pending on | AUf_l | and | AU ;‘:11 |. From this we conclude about TV (U™). Last we address
TV (U?).
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Local bounds on ! AUY } We first subtract (26) at j — 1 from that at j to get
T

n n—1
AU} =AU} — .

n—1 n—1 T n—1 n—1
[ =] +E[Fj—1 - F5 ],
— —

(a) (b)

where AU™ denotes U™ — U;-L*_l for nx =n and n — 1. Since f is smooth, we can rewrite

(a) = f(xjvtnﬂ? U;fhl) - f(xjatml; U;ljll) + f(xjaﬁ%l; U}l:11> - f(xjflatml; U}l:11>

= fulz;, " UMDAUT + fo(T;,t" U A

where (7]’7_1 € (Uj":f, Uf‘l) and 7; € (z;_1,2;), and similarly

(b) = fulwj, " [7;:11)AU?:11 + ful@j-1, " an—}l)h

where (7]”__11 € (U, U and Ty € (-0, 2;-1). After the substitution, we get

T —1. 77n— n— T n—1, 7rn— n—
AUT = (1 — ~fula; 5T 1)) AU~ + = fulaj, 75 U5 AU
_ T[fx(f.fj, tnil; U]n:ll) — fz<.ﬂfj,1, tnil; an:;Z} .

-~

(c)

Applying mean value theorem to f, terms we rewrite (c) as
(C) = fm<fj7 tn_l; U]n—_11> - fz(%ja tn_l; an—_Ql) + fw(fjv tn_l; U]n—_Ql) - fﬂ:(ij—h tn_l; U?:21>7
~ ,n—1 71 — —  ,n— n—1\/~ ~
= feu(Tj,1 g Uj—l)AUj—ll + fua (T, t g Uj—zl)(xj — Tj1),

where U

-1
7j—1

€ (UJ’?__QI, Uf__ll) and T; € (7;-1,7;) C (zj_2, ;). Next we substitute (c) to get
AU} = (1 - Efu(xjat L Uj 1)) AU + Efu(xj—ht L URHAURS

~ n—1 77n—1 n— _ n— n— ~ ~
- T[fxu(xjat g Ui )AUj—ll + fuu(Tj, g Uj—zl)(xj - xjfl)}-

Next we take the absolute value of both sides and apply the triangle inequality. Since the
CFL condition (28) holds, we get

AU < (1= S Aulap 7500 ) AU+ 3 fulagn, "5 055 | AU

+ 7

~ n—1. 7! n— —  an— n—
Fou(@j,t I;Uj_l)AUj_ll‘+27'h|fm(xj,t Lun |

Estimates on TV (U"). Now we take the sum over j € Z, keeping in mind the compact
support of U?, which reduces any sums over Z to those over some finite set Z°. We obtain

n n— T n— ~TL— n— T n— ~’VL— n—
TV(U™) < TV(U 1)—E2fu(mj,t LU 1)\AUj,11\+Equ(xj_1,t LU AU
JEZ0 jEZ0
~ 1,71 n— - n— n—
+ 7> N S @ T AU [ 420 ) | ool @y 5 UP) | B (46)
jE€ZO jEZO
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Re-indexing the third term on the right-hand-side of (46), the second and the third terms
cancel each other. Using the definition of L;, we have

TV(U™) <TV(U™) + 7L Y | AU [ +27L Y b
JEZO JEZO
Since |supp(f)| < ws, we have > . ;0 h < ws. By re-indexing the second term, we get
following:
TV U™ <TVU" Y1 +7L) + 27 Liws.

We repeat this inequality recursively to obtain
n—1

TV(U™) < TV(U°)(1+7L1)" + 27Liws » (1 +7L1)",
k=0

From Bernoulli inequality, 1+ 7L; < ™, we get (1 +7L;)" < "1 < 711 and we sum up
the finite series to see that (30a) holds with C,(T) = TV (U°)eTlr + 2wg(eT™ — 1).
Variation in time. We rewrite (26) as

n n— T n— ~77/— n— ~ n— n—
Uy -UpTt = -1 [fu(xj,t LMY AU 4 £ (@, 1;Uj,11)h] ,
where (NJ;L_I € (Ur,U77") and T; € (z;-1,2;). Take the absolute values of both sides and

apply the triangle inequality to get
n n—1 T n—1
|Up - U; |§EL2(|AUj | +h).
Next, we multiply both sides by h and sum over j € Z° to get
U™ —U" |, < 7L [TV(U””) + wg} .

Since TV (U™) < Cy(T) from (30a), now (30b) holds with Cy(T) = Ly(C1(T) + wg). Finally,
to get (30c), we combine (30a) and (30b), and obtain
T/t
TVr(UR) < C5(T) = > 7(Ci(T) + Co(T)) = T(C1(T) + Co(T)).

n=0

10.2. Properties for the kinetic model. In this Section we provide details of fully implicit
schemes for models batch reactor models (KINj), j = 1, 2, 3, respectively (18), (19), and (20).
Our analysis motivates and supports the construction of the model (KIN3) which works
across unsaturated and saturated conditions. Furthermore, our analysis helps to identify
physically meaningful variables (x,.S) when working in non-isolated system, and to guide
time stepping control. We define the discrete schemes in Sec. 10.2.1, and analyze their
solvability and properties of solutions in Sec. 10.2.2. We illustrate the schemes and their
properties in Sec. 10.2.3.

Let each model (KINj) have its own rate k; > 0. We define k; = 7k;, and kN] = 1?1? We

denote by (X°,5°) the equilibrium values on graph E.

We consider a uniform time step 7 > 0, and t" = n7, and we seek the approximations
X" x(t"), S™ ~ S(t") in one step [t"!,¢"), using the initial conditions X"~ S~ Other
variables including U™ = 9 (¢"), and quantities such as Q", are denoted analogously. The

total methane content U" = X™ + (R — X")S™. The solutions corresponding to model
31



(KINj) are denoted with subscripts (KINj) e.g., we use notation Xgy;. When more compact
notation is desired, and there is no need to indicate the time step, we use simpler notation,
e.g. X;. When no distinction between models is needed, we drop subscript j, and denote
the new time step value sought X = Xgy;, while we set the previous time step values equal

X = X{éﬁ\}j. With this notation, each scheme advances (X, S) to the new time step value

(X, S).

10.2.1. Discrete schemes for batch kinetic models and their properties. The schemes are fully
implicit: for (KIN2) and (KIN3) the solutions can be calculated with a closed formula, but
(KIN1) requires an additional solvers. We prove various properties, and compare the models.
Discrete scheme for (KIN1). Given (X, S) = (X{iny, Sk ), find (X, S).

1-9X-(1-9X = k" —X), (47a)
RS — RS = k(X —x"). (47b)

Solver for (47): the calculation of (X, S) from (47) is coupled and not explicit. To get a
useful formula, we first calculate formally from (47b)

k(X —x") | <
S = ——>=+45. 48
X0 (48)
Then we substitute (48) in (47a), and rearrange to get a quadratic equation for X
Ky — S
X = El(R—X)(X*—X)+SX+(1—S)X. (49)

The solvability of (49) is addressed in Property (B) proven below; we also suggest a practical
solver.

(KIN1) summary: Given (X,S) = (X{ny, Simy):
Solve (49) for X.

Calculate S from (48).

Set (Xgni, Skm) = (X, 9).

Discrete scheme for (KIN2). Given (X, S) = (X}, Siing), calculate ¥ = S(R — X),
and find (X, V) for which

X—X = kXx-X), (50a)
U = k(X —x"). (50Db)
Solver for (50): since (50a) is linear, we rearrange to get
X = k" +(1- k)X, (51)
Substituting to (50b) we get
U o= U+ k(X —x). (52)
After some algebra, we obtain also an explicit formula
Ra(X =)+ (1 +T)(R—X)S

(R —X) + k(R — x*)
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(KIN2) summary: Given (X, S) = (X{n: S )

Calculate ¥ = S(R — X).

Calculate X from (51), ¥ from (52), and S from (53).

Set (X&ing, Sking) = (X,9).
Discrete scheme for (KIN3). Given (X, S) = (Xjus, Siing), caleulate U = S(R — X),
and find (X, ¥, W).

X-X = k(W-X), (54a)
V-V = k(X-W), (54b)
W e w, (D). (54c)

Solver for (54): At a first glance, the scheme is more complicated than (50). However,
we can exploit various properties of monotone graphs to simplify. First we calculate formally

X = ksW+(1—ks)X, (55)
which we we substitute in (54b) and rearrange as
U+ kW =T + ks(ksW + (1 — ks)X), W € w, (). (56)
After a few steps of algebra we get
U4 ksW =0 + ks X, W € w, (V). (57)
Now we use the resolvent Rk“’;() of w* as defined in (1) to solve (57) for ¥ € domain(w,)
v o= RE(T+kX).
Since this resolvent function has a simple form RQ:: (w) = (w — ksx*)4, with a few more
substitutions we get
Vo= (U4 k(X = X))+, (58)

an explicit formula giving ¥ in terms of X, . Once ¥ is known, we calculate the auxiliary
variable W from (57) by back-substituting (58), and we have W = ‘I’EI’ + X, thus W = x*

3

if U >0, and W =X+ ki otherwise. These calculations allow to calculate X explicitly
3

X =ksx"+ (1 —k3)X, if U >0, and X = X + ¥, otherwise. (59)

(KIN3) summary: Given (X,S) = (X{ixns: S )
Calculate ¥ = S(R — X).

Calculate ¥ from (58).

Given ¥, calculate X from (59).

Calculate auxiliary variables W = ‘1’7}‘1’, and S = 5.
Set (Xgms: Skmg) = (X, 5).




10.2.2. Properties of schemes (KIN1), (KIN2), and (KIN3). Suppose that
(X,S) e D (60)

Also, denote ¥ = (R — X)S. Below we prove solvability of (47), (50), and (54) as well
as analyze qualitative properties of their solutions which we arrange in a list (A-B-C-D-E).
Since each of the schemes is a one-step scheme, it is sufficient to only consider the properties
of one step solutions (X, S) depending on (X, S).

Property (A): mass conservation.
If the solutions to any scheme j = 1,2,3 exist, they satisfy U" = u(X™, S") = U® where
u(X,S) is given by (5b). In other words, for each scheme, the solutions (X", S™) stay on
the curve u(X", S™) = U°, and we have
U'-X; X+ (R-X)S—-X;
- R-X; R—X; '
The map S; = 5;(X;) is smooth and invertible when 0 < X; < R.

S; (61)

Proof. The first part follows immediately by adding the two equations defining each scheme
for one step, and following for n > 0 inductively. Analysis of (61) is straightforward. U

Property (B): solvability of schemes.
Schemes (KIN2), (KIN3) are uniquely solvable, and (KIN1) is solvable depending on data
and if 7 is small enough.

Proof. The solutions to schemes (KIN2) and (KIN3) can be calculated from explicit algebraic
expressions depending on the data (X, 5), thus the conclusion is immediate.
However, scheme (KIN1) (47) requires a solution to the quadratic equation (49) which we
frame as p(X) = 0 with
ky — S
pX) = ZR-X)' - X)+5X+(1-8)X - X, (62)
We see that p(-) in (62) is a quadratic polynomial, with p(0) = kix*+(1—9)X, and p(R) =
SR—R+(1-S8)X. Also, p'(X) = 22(X — Xg) + S — 1 where Xp = B Now consider
the root of p(X) = 0. From (60) we have that p(0) > 0, and p(R) = (1 — S)(X — R) < 0.
Since p(-) is continuous, we see that the root to p(X) = 0 exists in [0, R] and in fact is in

[0, R). Since, in addition, p(-) is convex, with p"(X) = % > 0, we find that this root is

unique in [0, R), and is given from the quadratic formula

- BO=S) R4 = (RO 5) < B+ )2~ ARG+ X(-5)
= o o

On the other hand, the second root given by a modification of (63) always exists in (R, 00),

but is unphysical. 0

Lemma 4. Consider (KIN1) scheme. Suppose (60) holds and consider the smaller root
X =X, €[0,R) of (62). Then (i) S; < 1.
(i) If X < x*, then X < X <x*. If x* <X, then x* <X < X. If X = x*, then X = X,
and S =S.
(iii) If (X,S) € DY then S; > 0 for any ky.
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(iv) On the other hand, suppose (X,S) € D°. If S =0, then S, < 0. If S > 0, then for
large ky it is possible that Sy < 0.

U'—x,
X, < 1.

To prove (ii), assume X < y*. First we > collect the terms of (62) with X on the left hand
side of the equation. Then subtract (1 — S)x* on the both sides of the equation to get

Proof. To prove (i), we recall Property (A) and (61). Since u < R, we have S} =

- X|0-8)+ Lr-x)| = 0-5) -X)

Since S < 1, and X < R, the second term on the left hand side and the first term on the
right hand side are positive. Thus (i) the sign of x* — X is the same as that of y* — X.
Further, rearrange p(X) = 0 as in the proof of Property B to read

ky

R
Similarly as above we conclude that the sign of X — X is the same as that of y* — X, which
completes the proof of (ii).

To prove (iii), take some (X,S5) € DY so that u(X,S) > x*. By property (ii), we can
have X > X > x*, or X < X < x*. (We omit the trivial case X = X). In the first case by
(48) we have S; ’“(X— +8 > 8 > 0. In the second case by property A, (X, S;) is on
the curve u(X, S1) = u(y S) > x* which is above the curve u(X S) = x*. Thus S; > 0.

To prove (iv), tak (7 S) € D%, so we must have y < x*. With S = 0 we get from
(48) that Sy = ( X) < 0. Even if § > 0, it is possible to find &, large enough so that

S < E(X—;_X). For 1llustration, the curve u(X,S;) = u(X,S) < x* is in this case below the
curve u(X,S) = x*, thus S; <0. O

—(R-X)x*—-X) = (1-9)(X-X).

Property C: the solutions to (KINj) stay physically meaningful: (X}, S;) € D°,
under some conditions for j = 1,2 and unconditionally for j = 3.
(i) The solutions (Xj,S;) satisfy 0 < X; < R and S; < 1 for all j.
(i) In addition, S5 > 0 unconditionally.
(iii) Let j = 1,2. If (X,S) € DY, then S; > 0. If (X,S) € D° and either S > 0 with k;
small enough, then S; > 0. However, if (X,S) € D° and either S = 0, or if k_j is large, then
it is possible that S; < 0.

Proof of property C. (i) For (KIN1) Property B shows (i) for the correct root selected by
the solver. For (KIN2), (51) shows that X, is a convex combination of X and x*, thus
0 < X, < R. For (KIN3), when S + k3(X — x*) > 0, X3 is a convex combination of X and
x*, and the same argument applies. Otherwise, X3 = X +S(R— X) < R, and 0 < X3 < R.
To prove S; < 1, we see that X; < R and by Property A u(X;,S;) = u(X,S) < R, thus
from (61) it follows that S; < 1.

To show (ii) consider (KIN3) first. we have W3 > 0 from (58), thus S5 > 0. For scheme
(KIN1), we use Lemma 4. For scheme (KIN2), we recall (52). To check if 0 < ¥y, =
U + ky(X — x*), we first consider X > y* (which implies (X,5) € DY). This yields
Uy, > T >0, thus Sy > 0. With X < y* however, we find that to guarantee ¢ > 0, we must

have lgg < For these, we recall _ = u=X , and this quantity > 1lin D?r,

(x* X) (* X))  (x*-X)
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while we have that for any 7, 0 < IZQ < 1. We conclude that (KIN2) can produce unphysical
Sy < 0 only for (X,S) € D°. If ¥ =0, we always have ¥y < 0 and Sy < 0. O

Property D: stability of each scheme in (.
We have |Q; | < | Q| for each scheme.

Proof of property D. We recall that Q); = k;(X; —x*) for j = 1,2, and Q3 = k3(X5— W) for
(KIN3). We consider the bounds for j = 1 and (KIN1) first. We want to show | x* — X, | <
} Y —X ‘ To this aim, we subtract x* from both sides of (49), rearrange, and add —Sx* to
both sides, and rearrange again to get

(1-5+ -0 (- X) = (-5 =%

Next we take absolute value of both sides while we multiply them by k;. Since 1 — S >0
and %(R — X) > 0 from property C, we get, as desired
1-S
1-S+8(R-X
For (KIN2), we add x* — X5 to both sides of (50a) to get
Q= (1+ k)Qo.

By 14 ky > 1 it is easy to see | Q| < |@}

For (KIN3), the proof ‘@3} < | Q3| is a special homogeneous case of a more general
proof. We first consider Yosida approximation wy ~ w,, or some other regularization which

maintains the monotonicity properties of the graph w,. Given (7,@_} we seek the solution
(X, ¥y) to the regularization of (54) with @\ = X\ — w(¥,), and @ = X — w, (V)

Q1] < >|@1\<\@1\-

Xy — X +k0Qy = 0, (64a)
Uy, — U —ksQ, = 0. (64b)

Next we multiply (64b) by w) (V') with some ¥’ € (¥, ¥,) to get
wy(Vy) — wy (V) — kswy(¥)Qy = 0. (65)

Subtract (65) from (64a), and take absolute value to get
(14 ks(L+wa () [Qr] =] Q]-

Since 1 + ks(1 +wy(¥)) > 1, we get the inequality | Qy | < ﬁ | Q| as desired. Taking the
limit as A — 0 gives the desired result. 0J
Property (E): (conditional) equivalence of schemes.
(i) Let ko = k3. The schemes (KIN2) and (KIN3) give the same numerical solutions X, = Xj
iff (X,S) e DY. (ii) Moreover, if
Rky(1 =8
kl = — 2( ~ ) ) (66>
(R —X) + ka(R — x*)
then the one-step solution to (KIN2) coincides with that for (KIN1).
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Proof. To prove (i), we want to check if Xy = X3 by setting the right hand sides of (51)
and (55) equal to each other. This identity holds if x* = min (7 +(1- E)@, X*) , which is

equivalent to

k(" — X)

R-X
Now, if (X, S) € DY, we have U = U > x*, which means S > ’]‘R % > ( — ) for any k and
7. Conversely, for (67) to hold, we must have U > x* since k can be made arbitrarily close
to 1.

To prove (ii), we want to calculate ky in terms of k; and previous time step data (X, .S).
Of course this is, in principle, always possible; the difficulty is to actually find this expression
explicitly. We are able to do this and to obtain (66). We explain the process below.

Recall from (61) that S; is a well defined invertible function of X; € [0, R). In addition,
for each scheme j, clearly each (X;,S;) is a function of (X, S) and of k;. If these were given
explicitly, one could write, e.g., S7 = S and attempt to solve for the dependence of k; on ks
explicitly. Alternatively, one could do the same starting with X; = X5 to get k; in terms of
ks. However, the solver for (KIN1) does not give either X; not S; explicitly depending on
ki, X, S, and these direct strategies fail.

Instead, another possibility arises: we calculate k; = ki(X,S; X1), with 8]“ # 0, after
some analysis. Next we assume X; = X, and substitute Xy = Xy (ko, X, S) from (51). With
this, we get an expression with k; in terms of (ky, X, S) which is luckily explicit.

To get ki = ki1(X,S; X)), we recall (48) which binds together the constants ki, S and
variables X1, S;. With (61) we eliminate S, and get a relationship between k1, S, X and X7,
and we solve for &y

S > (67)

— R(X-X)(1-3)

W= X — ) o)
Now we assume X; = X, recall (51) in which X is given Xy = X5(X, S, ko) explicitly and
substitute this expression into (68) to get
Fo RX-B-0-RX0-5)  _ FR0-5)
(R—kox* — (1= k) X)(hox* + (1 = k)X — x*)  (R—X) + ka(X — v*)
which, upon some algebra, is equivalent to (66). OJ

10.2.3. Illustration of (KIN1), (KIN2), (KIN3) in batch setting. We illustrate now the three
kinetic models with some numerical experiments. Our goal is to emphasize the similarities as
well as the differences between these models. We employ the fully implicit schemes presented
in Sec. 10.2.1. In the examples we use data R =2, x* =1, and k; =1 for all j =1,2,3.

Example 6 (Saturated case). Suppose that u® = 1.64 > x*, thus the equilibrium state is
(x>, 5%°) = (1,0.64) on the Ef portion of the E graph, and this example falls in the saturated
regime. We consider two cases (I) (X°,5°) = (0.2,0,8) and (1I) (X°,S°) = (1.4,0.4). Both
are in saturated regime (X°,5%) € DY. We use 7 = 1.

Fig. 11 illustrates the properties of the schemes from Sec. 10.2.1. We notice first that the
property (A) holds: the numerical solutions (X7, S?) given by (47), (50), and (54) live on
37
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FIGURE 11. Simulation results for Ex. 6 illustrating schemes (KIN1), (KIN2),
and (KIN3). Left: (X9 S% = (0.2,0.8). Right: (X° 5% = (1.4,0.4). The
solutions to all schemes lie on the curve u(X™, S™) = U? and converge towards
the equilibrium point (X°°,.5°°) on the portion E of the graph E. Solutions
to (KIN2) and (KIN3) are indistinguishable.

the curve U™ = u(X™, S") = U® = u° = 1.64, and as predicted by property (C), they stay in
D° and are physical.

Second, according to property (D) the solutions to every scheme converge towards the
equilibrium point (X°°,5°°) on the portion E of the graph E,, i.e., their distance @ from
the equilibrium decreases. Third, as predicted by property (E), the solutions to (KIN2) and
(KIN3) are indistinguishable, while the solutions to (KIN1) proceed at a rate different than
that for (KIN2).

Example 7 (Unsaturated case). Suppose that u® = 0.6, thus the equilibrium state (x>, S®) =
(0.6,0) € E;. Now we choose (X° S%) = (0.25,0.2) € D°. We use large 7 = 1 or small
7 =0.5.

Fig. 12 demonstrates the results of the three models depending on the time step. First,
we see that all solutions live on curve U™ = u(X", S") = u® = 0.6. Second, for smaller T we
see that (KIN2) and (KIN3) coincide while in DY .

However, only the solutions (X ns, Sfng) to model (KIN3) converge to the equilibrium
state on E_, and stay physical for all time steps. In contrast, the solutions to (KIN1) and
(KIN2), (Xgni 2, Skini2) give unphysical solutions with negative saturations S7 < 0, and
appear to converge to X3° = x* with S5° = —0.4 for which Q; = 0. In fact, (Xfn; 2, Skini o)
cross the graph E,, as predicted above. In particular, for 7 = 1, we have (X#ny, Siing) &
(0.7536, —0.1232) for n = 2 and (X ne, Sine) =~ (0.625,—0.0182) for n = 1. For 7 = 0.5
this happens for larger n.

Example 8 (Equivalence of (KIN1) and (KIN2)). In this ezample we illustrate property
E.ii. In each case we show that the solutions to (KIN1) are the same as those of (KIN2)
when ky is appropriately chosen depending on ks and previous time step values. In turn,
(KIN3) solutions are identical to (KIN2) in DY. See Fig. 15.
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F1GURE 12. Simulation results of unsaturated case in Ex. 7 illustrating the
behavior of kinetic models (KIN1), (KIN2), and (KIN3) with (X9 5%) =
(0.25,0.2) € E;. We use 7 = 1 (left) and 7 = 0.2 (right). The solutions
to (KIN1) and (KIN2) become unphysical after a few time steps when the
curve u(, S) crosses the £, graph; the solutions to (KIN3) remain in D°. In
addition, while in D] the solutions to (KIN2) and (KIN3) are indistinguish-
able.
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FIGURE 13. The numerical solutions generated by (KINj) for j = 1,2,3 are
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