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A B S T R A C T

Partitioned point-to-point communication primitives provide a performance-oriented mechanism to support
a hybrid parallel programming model and have been included in the upcoming MPI-4.0 standard. These
primitives enable an MPI library to transfer parts of the data buffer while the application provides partial
contributions using multiple threads or tasks or simply pipelines the buffers sequentially. The focus of this
paper is the design and implementation of a layered library that provides the functionality of these newer
APIs and supports application development using these newer APIs. This library provides an opportunity to
explore potential optimizations and identify further enhancements to the APIs. Initial experience in designing
this library along with preliminary performance results are presented. In addition, the library is compared
to initial prototype libraries that have recently become available that have been updated to the standard-
compliant interface. These prototype libraries were built on remote-memory-access (RMA) primitives, offering
insight into different implementation strategies. In general, we observe an interesting trade-off space, with the
RMA-based implementation proving more performant for send-side partitioning, with increases in perceived
bandwidth 8.9x on average over a single send, compared to the persistent-based implementation, which shows
improvements 4.0x on average. In comparing the two implementations, we find that the persistent-based
implementation enables more overlap for receive-side partitioning up to 5.37X the RMA library’s overlap,
while the RMA-based implementation provides better send-side performance of up to 70%.
1. Introduction

Partitioned point-to-point communication was introduced [1] as an
alternative to the failed MPI endpoints concept [2]. This was based
on application developer feedback from a major survey in the US for
exascale MPI development that indicated applications wanted RMA-like
performance benefits for multi-threading but with a send-receive-type
model [3]. Partitioned point-to-point operations provide a thread inter-
face for message passing that supports pipelined and parallel message
buffer filling and emptying, with the potential for overlapping buffer
completion with transfer. This type of pipelining can have significant
benefits for hybrid programming, such as MPI and OpenMP with fork-
join assembly of messages in non-overlapping partitions (send-side
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overlap of computation and communication) and/or partitioned com-
pletion of messages for overlapping receipt and work as data is received
(receive-side overlap of communication and computation). Further,
this model addresses the concerns raised for the send-receive model
and endpoints model regarding the growth of the message queues
on the receive-side of transfers while also avoiding the need for the
entirety of an MPI implementation function in the lower performance
MPI_THREAD_MULTIPLE mode [1,4]. Our motivation for the present
work is to make a standalone MPI library that enables partitioned com-
munication in MPI implementations. Since partitioned communication
is new in MPI 4.0 [5], there are few, if any, public implementations
currently available. Availability of a functional library that is portable
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will enable adoption and provide a reference implementation for MPI
library-specific implementations that will be optimized over the next
months as MPI-4.0 becomes fully supported. We have prototyped a
portable MPI extension library (with the MPIX function name denoting
functions that are not included in the MPI Standard yet). This extension
library implements the partitioned communication API on top of any
existing MPI library. This design choice means that our library can be
used to help applications experiment with partitioned communication
as one of the communication options. These applications can test out
how partitioned communication helps new algorithms and provides
developers with an opportunity to get familiar with how partitioned
communication operations behave. Then, when larger-scale MPI im-
plementations have fully integrated the partitioned communication
API into their libraries, developers and applications will be ready for
deployment in a production settings without changes to their source
code.

2. Background

As interest in efficient multi-threaded MPI programming has in-
creased in recent years [3], there have been several proposals for
supporting large numbers of threads with MPI that differ from the
traditional multi-threaded environment offered in the MPI standard.
Expressing concurrency to the MPI library in a form more complicated
than asking for multi-thread safe MPI calls has the potential to unleash
greater performance from MPI. The first of such recent attempts was
called endpoints [2] and aimed to expose individual threads as network
address targets in MPI (i.e., MPI process ranks). Unfortunately, this ef-
fort failed to be adopted by the MPI Forum because, although it offered
a new way to address threads, it had drawbacks to how hardware could
efficiently support such MPI mechanisms. For example, it expanded
the MPI ‘‘process rank space’’ from the default MPI_COMM_WORLD
communicator in codes today to one of size in proportion to the number
of threads used. This made it difficult to use hardware-level addressing
translations in networking hardware that supported such features [6].
And, much of the performance benefit of the endpoints approach could
also be hidden from the user inside the MPI library [7,8].

The successor effort to endpoints was finepoints [1,9]. The approach
in finepoints was to express a single MPI operation in such a manner
that multiple threads could contribute to it in an efficient manner.
This deviated from the endpoints approach significantly since mul-
tiple threads contributed to a single operation (as opposed to each
performing separate operations), and threads were not individually
addressable with an MPI process. This kept the process rank space
from expanding beyond that expressed by MPI_COMM_WORLD. The
motivations for this design were results indicating issues around the
processing of the large number of messages that could be extrapolated
for future highly concurrent systems [4]. While it had been apparent
for some time that network interface cards (NICs) that onloaded most
of the communication message processing to the CPU could become a
bottleneck with the move to many-core type architectures [10], it was
not until recent studies and purpose-built benchmarks were developed
that the magnitude of the overheads of processing such large volumes of
messages became clear [11]. Finepoints addresses this issue by keeping
the MPI level message volume identical to the single-threaded MPI
model. Finepoints eventually evolved into MPI partitioned point-to-
point communication in the MPI standard in version 4.0, formally
approved by the MPI Forum in June, 2021.

2.1. Introduction to partitioned point-to-point communication

MPI partitioned point-to-point communication adds several new
functions to the MPI standard. The functions added in MPI 4.0 are
shown in Table 1.

To illustrate the basic usage of partitioned point-to-point communi-
cation, we provide two code examples demonstrating simple use cases
2

for the send-side in Listing 1 and for the recv-side in Listing 2 as MPI
ode in C. The basic setup of a partitioned is similar to persistent
ommunication operations. The partitioned operation begins with a call
o an initialization function, Line 1 in Listings 1 and 2. These functions
eturns a handle to a request object used to query the operation. As
art of the call, the user defines a number of partitions on each side of
he communication. Each partition consists of an independent portion
f the communication buffer. Of note is that the number of sender and
eceiver partitions do not have to be related to each other, only the
verall size of buffer must be consistent.
After initialization, the overall partitioned operation is then marked

s active by a call to MPI_Start, Line 4; however, unlike persistent
perations, data transmission is not started immediately. Data transmis-
ion is instead devolved to a secondary function associated with each
ser-defined partition. This function, MPI_Pready, is only called on
he sending side Listing 1, Line 8, and is called once per partition. Each
PI_Pready call activates a portion of the overall request to allow
hat partition to be transmitted. Before the call to MPI_Pready, the
uffer partition has not entered the active stage, thus can be modified.
fter a partition calls MPI_Pready and transitions to an active state,
he transmission of the partition is handled by the library.
The MPI standard grants a high degree of freedom for how this

ransmission occurs, including permission to delay some initialization
teps up until the point of transmission. Completion of the overall oper-
tion can be queried by current existing functions such as MPI_Test
r MPI_Wait. Additional information on the completion status of
ndividual receiver partitions can be found by calling MPI_Parrived
n the partition in question. Once the operation is complete, resources
an be released by calling MPI_Request_Free on the appropriate
PI_Request handle.
In our receive-side example in Listing 2, we have denoted several

pportunities for the application to do computational work while wait-
ng for the incoming partitioned communication operation to complete.
hile it is possible for the receive-side to be aware of individual
artition completions, we have not demonstrated this in our code
xample. Next, we will demonstrate the use of the MPI_Parrived
unction in a high level flow diagram.

1 MPI_Psend_init(&buffer, partitions ,
count, datatype , dest, tag, comm,
info, &request);

2

3 for (i=0; i<num_iterations; i++){
4 MPI_Start(&request);
5 /*Parallel loop with some number of

threads*/
6 parallel for (partition=0; partition

<10; partition++) {
7 /* Do work to fill partition#

portion of buffer */
8 MPI_Pready(partition , &request);
9 }
10 MPI_Wait{&request};
11 }

isting 1: Example Partitioned Point-to-Point Communication
send-side code

1 MPI_Precv_init(&buffer, partitions ,
count, datatype , source, tag, comm,
info, &request);

2

3 for (i=0; i<num_iterations; i++){
4 MPI_Start(&request);
5 /*Parallel loop with some number of

threads*/
6 parallel for (loop=0; loop <10; loop

++) {
7 /* do compute work */
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Table 1
MPI 4.0 and 4.1 partitioned point-to-point communication application programmer interface (API) [5].
Approved MPI 4.0 functions C language binding

MPI_Psend_init void *buf, int partitions, MPI_Count count, MPI_Datatype datatype,
int dest, int tag, MPI_Comm comm, MPI_Info info, MPI_Request *request

MPI_Precv_init void *buf, int partitions, MPI_Count count, MPI_Datatype datatype,
int source, int tag, MPI_Comm comm, MPI_Info info, MPI_Request *request

MPI_Pready int partition, MPI_Request *request
MPI_Pready_range int partition_low, int partition_high, MPI_Request *request
MPI_Pready_list int length, int array_of_partitions[], MPI_Request *request
MPI_Parrived MPI_Request *request, int partition, int *flag

Proposed MPI 4.1 functions

MPI_Pbuf_prepare MPI_Request request
MPI_Pbuf_prepareall int count, MPI_Request requests[]
Fig. 1. Overview of Partitioned Point-to-Point Communication.

8 MPI_Parrived(&request, loop, &flag);
9 /* do work on early arrivals if

available if not goto next iteration
*/

10 }
11 MPI_Test(&request, &flag,

MPI_STATUS_IGNORE);
12 }

Listing 2: Example Partitioned Point-to-Point Communication
Receive-side Code

The basic control and data flow is illustrated in Fig. 1. Like our
revious code examples, the developer calls an initializing function like
PI_P*_init followed by a call to MPI_Start. As portions of the
data buffer become ready to send corresponding to a given partition ex-
pressed to MPI in the initialization call, the user calls MPI_Pready to
indicate that it is safe to move the data in that partition to the receiver.
Unlike our previous code examples, Fig. 1 shows the optional receive-
side MPI_Parrived call that the receiver can use to determine if it
can access a given partition’s portion of the incoming data buffer before
the MPI operation itself is complete (the MPI operation is indicated as
complete after a successful return from MPI_Wait or MPI_Test).
3

3. Partitioned communication

Partitioned communication is a technique introduced in MPI 4.0 to
perform point-to-point communications efficiently with high levels of
concurrency (threads). Previous work on partitioned communication
has focused on prototype libraries [1,9] and performance that was used
as a basis for the interface that was adopted in MPI 4.0, but varied
in significant ways, making the libraries not directly comparable to
ones that implement the final MPI-4.0-approved interface. Some of
these differences in interface included buffer length and management,
and whether the MPI library or the user should define the partitions.
The official MPI 4.0 interface asks the user to define the equal-size
partitions rather than asking the library to handle all edge cases where
the user could erroneously define a partition layout that was not easily
partitioned.

Partitioned communication is applicable to highly threaded CPU-
side MPI codes but has significant predicted utility for GPU-side MPI
kernel calls with low expected overheads. Current proposals are un-
derway for MPI 4.1 further to optimize a GPU-side implementation
of a MPI_Pready call on the GPU to trigger data movement. There-
fore, providing partitioned communication libraries as soon as possi-
ble to the MPI application developer community is a critical aspect
of application readiness for next-generation supercomputers. While
the libraries presented here are not GPU-based, they nonetheless al-
low developers to being the coding process today and make perfor-
mance analyses for their codes. The process of converting a CPU-side
partitioned communication exchange to a GPU-side one is relatively
straightforward.

Since partitioned communication is included in MPI 4.0, all MPI
libraries will have to add this functionality to their implementations.
This work provides the first comparison between two different, reason-
able approaches to implementing partitioned communication calls. As
partitioned communication adopts some aspects of MPI RMA because
of its design being intended to work with Remote Direct Memory
Access (RDMA) semantics. Therefore, a partitioned communication im-
plementation based on RMA/RDMA is a logical approach. Partitioned
communication also adopts elements of persistent communication in
MPI, making it another obvious approach on which to build partitioned
communication support. This paper extends previous work focusing
on a persistent communication library implementation of partitioned
communication [12] by comparing performance between it and an
RMA-based library.

3.1. Partitioned operation library via persistent MPI interfaces

A library called MPIPCL was implemented to perform partitioned
communication based on persistent point-to-point MPI operations [12].
MPIPCL layers on top of existing MPI implementations and provides
all of the MPI 4.0 standard functionality. Therefore, there are not as
many opportunities to provide aggregation of messages and overlap
of communication and computation with the partitioned operations as
with a native solution. Partitions are broken up into multiple persistent
point-to-point operations and triggered to move data when the user
calls MPI_Pready.
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Table 2
List of provided functions in MPIPCL.
Partition functions Augmented functions

MPI_Psend_init MPI_Start
MPI_Precv_init MPI_Startall
MPI_Pready MPI_Wait
MPI_Pready_range MPI_Waitall
MPI_Pready_list MPI_Waitany
MPI_Parrived MPI_Waitsome
MPIX_Pbuf_prepare MPI_Test
MPIX_Pbuf_prepareallall MPI_Testall

MPI_Testany
MPI_Testsome
MPI_Request_free

3.2. MPIPCL library implementation details

The functions listed in Table 2 represent those that our library has
implemented on top of the existing MPI library. The six partitioned
communication functions on the left-hand side that start with MPI_
represent new functionality that is to appear in the MPI 4.0 standard,
the remaining two are not yet accepted in the standard and use the
MPIX_ denotation. The functions on the right are reimplemented (aug-
mented) functions to enable support for the new request object (an
attendant side effect of a layered implementation).

3.2.1. New request object
Normal MPI_Request objects have no mechanism to keep track

f partial progress of the request. Because partitioned requests are
collection of underlying partial communications, it is necessary to
aintain a more flexible record of completion than would normally
e needed. As such, a new request object was created for use with
he MPIPCL library. As shown in Listing 3, the new request object
ontains metadata about the overall request as well as an internal array
f requests to fulfill.

1 typedef struct _mpix_request
2 {
3 int state;
4 int size;
5 int side;
6 int sendparts;
7 int recvparts;
8 int readycount;
9 MPI_Request *request;
10 ... // Other thread information
11 } MPIX_Request;

Listing 3: The MPIX_Request object for the MPI persistent
operation-based library (MPIPCL).

3.2.2. Internal request negotiation
MPIPCL is built upon MPI point-to-point communications and as

such requires some additional information to be held in MPI_Request
objects. These expanded request objects are not part of the MPI stan-
dard and therefore are delineated as experimental with the use of MPIX
at the start of their function names as the standard requires for any
non-standard extensions to MPI. Each MPIX_Request object contains
number of standard requests, so the number of sends and receives
eeds to be balanced. The API has no defined mechanism for this to
ccur; but, both sides of the communication need to agree in advance
n the internal number of requests generated. The library is meant to
e portable; as such, it does not have access to the implementation-
pecific control structures. And, the library is forced to use additional
ommunication requests to share the required metadata. This is further
omplicated by the realization that this setup phase is a blocking pro-
ess, yet MPI_Psend_init, MPI_Precv_init, and MPI_Start
4

d

Fig. 2. Partition Remapping.

are all required to be non-blocking functions. The implemented solu-
tion to this is the spawning of a new thread to execute part of this
initialization operation while still returning control of the main thread
back to the program, see Fig. 1. This thread enables the program to
continue (return immediately) until progress is required of the parti-
tioned request, thus effectively postponing any blocking activities until
a blocking procedure is called. Currently, communication is limited to
sharing the number of internal requests being sent to the receiver, but
could be used as part of data aggregation or optimization algorithms
(something intended for fully optimized partitioned communication
implementations).

3.2.3. Partition remapping
When the number of send-side and receive-side partitions are un-

equal, the data can be remapped inside the receiving buffer (to further
abstract the user defined partitions away from the internal commu-
nication structure). The current method is a simple mapping based
on offsets from the start of the buffer. The MPI_Parrived function
alculates which portion of the buffer is needed to for the requested
artition then finds which internal receive requests contain some part
he required data. The data is marked as available only after all the
ependent partitions have arrived. This effectively allows the user to
efine any number of partitions at either end, while permitting internal
essage aggregation to proceed unhindered. Fig. 2 demonstrates this
pproach.

.2.4. Limitations
Because this library current layers on top of existing MPI imple-
entations, there are certain limitations that we would like to address.
urrently, because we cannot access the library’s internals, we cannot
roperly return a fully formed MPI_Status object. Instead, our cur-
ent implementation ignores any status objects passed to the function,
nd similarly uses MPI_STATUS_IGNORE as arguments to any func-
ion that requires a status object. In the future, we plan to provide our
wn status object to fulfill these needs. The current implementation
nly supports primitive built-in datatypes and contiguous datatypes.1
It is anticipated that applications that use partitioned communica-

ion will use multiple threads to achieve the best performance; that
s, multiple threads fill or empty buffer partitions concurrently. In
ddition, our current library has an extra thread to achieve some of
he progress needed to keep the partitioned communications moving.
ur library depends on thread support in the MPI implementation,
ecessitating at least the MPI_THREAD_SERIALIZED level of sup-
ort by the underlying MPI implementation and any application using
ur library must call MPI_Init_thread (with the aforementioned
hread support level or greater) instead of MPI_Init. Additionally,
ince this library is not fully implemented in a unified way inside any
ne library, we are limited in how we can optimize our functions.
owever, we are still aiming to achieve minimal extra overhead (if any)

1 The most performant modes of partitioned communication are likely to be
ontiguous, partitioned buffers, so this is not a major limitation for an initial
ibrary implementation. But, addressing packing/unpacking of partitions is
mportant future work for non-contiguous partitions based on MPI user-defined
derived) data types. We intend to consider support for such user-defined

atatypes as a future part of this effort.
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Fig. 3. An example of early-bird communication, where with partitioned communication data movement occurs when portions of the buffer become available, thereby allowing
use of the network over a longer period of time than the traditional send model. (For interpretation of the references to color in this figure legend, the reader is referred to the
web version of this article.)
Table 3
List of provided functions in RMA-based partitioned
communication library.
Partitioned functions Limitations

MPI_Psend_init Not non-blocking
MPI_Precv_init Not non-blocking
MPI_Pready None
MPI_Pready_range None
MPI_Pready_list None
MPI_Parrived None

to inform users of potential performance benefits they might get from
using partitioned communications. Because the library uses persistent
point-to-point APIs, applications should at least see the performance
benefits of persistent point-to-point APIs, if they are optimized by the
underlying MPI implementation.

3.3. RMA-based library

An alternative implementation approach for MPI partitioned com-
munication is to build the operations on top of MPI RMA. While
this is not as ideal as building an implementation on top of RDMA
primitives, using RDMA directly is only possible when done internally
to an MPI library, making the changes implementation specific and
non-portable between MPI libraries. As such, we have developed a
library based on early prototypes [1] used to prove the usefulness
of MPI partitioned communication. The original prototype libraries
needed additional implementation work to bring them into compliance
with the MPI specification as well as further optimizations to represent
the benefit of some of the interfaces changes made for MPI 4.0. A list of
the MPI partitioned communication functions supported by this library
is given in Table 3.

This implementation uses two, single-direction RMA windows: one
for the data and another for completion flags. To ensure isolation
from other partitioned communication operations, these windows use
a separate communicator between the two processes involved. Because
of the use of a separate flag window, the two processes need to agree
on a number of completion partitions (the number of completion flags)
during initialization. For simplicity, this is done using the greatest
common denominator, to ensure both send and receive partitions only
correspond to a single flag.

When MPI_Pready is called, MPI_Put is called corresponding
to the referenced partition. After that, a completion partition counter
is atomically fetched and incremented, if that counter has reached
a threshold (the number of send partitions per completion partition)
MPI_Flush is called on the data window, MPI_Put is called setting
the flag for the completion partition, and finally MPI_Flush is called
on the completion flag window.
5

3.3.1. Limitations
Like the persistent-operation-based library, the RMA-based library

is limited to building on top of MPI RMA. This means that the parti-
tioned operations are limited by the feature set available at the MPI
level and cannot take full advantage of lower-level RDMA primitives.
For example, the RMA-based library cannot provide an entirely non-
blocking initialization call as it is based on MPI_Win_create, which
is itself a blocking call. There are also limitations to the number and
types of optimizations that can occur with regards to aggregation as the
RMA-based library is not aware of the underlying hardware being used
by the MPI implementation. Therefore, parameters like the network
Maximum Transmission Unit (MTU) cannot be optimized for since there
is no way of knowing what the relevant network values to optimize
for are. This limitation can be remedied by using a fully integrated
approach in the MPI libraries that would allow for further optimization.
However, even with the RMA-based libraries limitations, application
developers can build upon it with the knowledge that the eventual
integrated support will provide better performance and less restrictive
initialization semantics.

4. Experimental results

4.1. Experimental platform and benchmarks

To compare both of these approaches, we have run a modified
version of partitioned communication benchmark used in our prior
work [1,13]. These modifications include updating the interface to
match the MPI 4.0 spec In this section, we will compare and contrast
the two MPI partitioned communication library implementations with
each other and with traditional MPI communication sends. All of the
tests take two parameters to define a computation region, compute
and noise. Compute is the expected compute time, and noise is the
percentage delay that is applied to a single thread’s compute time.
Noise serves as an analogue to the system noise we would expect to see
on a system, such as having the operating system functionality interrupt
computation on a core. We will examine two types of traditional MPI
send approaches. The first we will refer to as single-send. Single-send
is a single MPI_(I)Send operation for the entire buffer, the most
commonly used MPI point-to-point communication call. The second
approach we refer to as multi-send. The multi-send approach uses a
separate MPI_(I)Send call for each thread which is the most similar
method in traditional MPI to accomplish an approach like partitioned
communication. Third, we will test sender-side partitioning, by convert-
ing the MPI_(I)Send calls in the multi-send test with MPI_Pready
calls on different partitions a single combined partitioned request.
Finally, we added a new test to measure receive-side partitioning. This
test adds a measurement to time between when the first partition has
arrived (as reported by MPI_Parrived) and when the final partition
arrived (as reported by MPI_Wait).

These benchmarks emulate a threaded computation phase with
noise (jitter) on a single thread prior to a communication phase every
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iteration. This emulated computation is done by sleeping the threads
for the amount of time equal to a user-specified computation time,
with the noise-impacted thread sleeping for a user-specified additional
percentage of that time. Of these two tests, the first test measures the
performance effect of sender-side ’early bird’ communication and the
second test measures the effect of receiver-side early notification. Both
use a compute time and noise factor to emulate a computation period
where a single thread is delayed by noise (details are in Section 4.2).
The first test measures ‘‘perceived bandwidth’’ from the sender-side
perspective; the bandwidth as it appears from the last thread joining
the communication to the completion of the communication. Perceived
bandwidth is equivalent to how fast a network would have to be to ob-
serve the same time period between calling the single large buffer send
call and the MPI completion function (e.g., MPI_Wait or MPI_Test)
eturning. A visual example of this can be seen in Fig. 3 between the
ime noted as all threads being completed to the green completion box
n the timeline. Because this test does not utilize MPI_Parrived,
he number of partitions at the receiver can be set to 1. The second
est measures the receive-side extra compute time available through
arly notification; the time between the first partitioned being flagged
s arrived and the final partition being flagged. Also measured in this
est is communication time as perceived by the receiver (the time from
hen the last thread on the sender-side joins the communication to the
ommunication being complete, on the receiver process).
For these experiments, we used a cluster, Mutrino, that is a testbed

or the Trinity supercomputer. These experiments use the Haswell
artition of this cluster. This cluster is a Cray XC40 with 16 core Xeon
5-2698v3 processors running at 2.3 GHz over an Aries interconnect.
ach test was run in the MPI threading mode required by the operations
erformed with the best performance (i.e. single send is run not run
n MPI_THREAD_MULTIPLE mode). Each test was run 10 times (to
andomize allocated nodes) for 100 iterations with a dedicated node
or each process, unless otherwise noted. For the send-side results, there
re additional baselines of multi-send (replacing partitioned communi-
ation with individual sends and receives) and single send (where the
ommunication happens after the threads converge). All of these tests
se a thread per core (in this case 64) each responsible for a single
artition (a total of 64 partitions).

.2. Factors in assessing partitioned communication performance

Partitioned communication provides several performance benefits
ver traditional MPI point-to-point communications in that it allows
arly data movement before an entire buffer is ready. This motivates a
esting environment which allows for typical system noise that causes
light variation in MPI process loop completion times. This manifests
s a range of arrival times to any given synchronization point in
he application code. Typically such points occur as communication
ompletion events, either for collective operations or for point-to-point
ommunication. For a typical system, this variation is in the low single
igit range, with 4% representing a reasonable target in this range [14].
pplications can be impacted with larger amounts of noise, especially
hose with unbalanced loads and resource contention. We measured
arger amounts of noise, 10% in this paper, to explore the range of real-
stic noise levels. Partitioned communication can take advantage of the
ime variance between different thread compute completion by sending
ata as soon as it becomes available from the threads that first complete
he computational task. This ‘‘early-bird’’ communication [1] enables
verlapping of data transmission from the completed portions of a
uffer with computation that is still occurring for incomplete portions
f a data buffer. Therefore, the analysis of partitioned communication
ust include an evaluation of the overlap potential enabled by the
ifferent implementation approaches. An example of the overlap being
easured is shown in Fig. 3.
6

Fig. 4. 10 ms compute 4% noise.

Fig. 5. 100 ms compute 4% noise.

Fig. 6. 10 ms compute 10% noise.

4.3. Send-side results

Figs. 4–7 show the results for the send-side experiments. There are
a number of different independent variables, including compute time,
noise, transfer mechanism, and total buffer size. There are a couple
of general observations one can make here, including that both parti-
tioned communication implementations perform better than single send
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Fig. 7. 100 ms compute 10% noise.

able 4
elay and peak perceived BW for the RMA implementation.
Compute &
noise

Delay Buffer size Peak perceived
bandwidth

10 ms 4% 0.4 ms 4 MiB 13372 MiB/s
10 ms 10% 1 ms 8 MiB 29367 MiB/s
100 ms 4% 4 ms 32 MiB 45166 MiB/s
100 ms 10% 10 m 32 MiB 58484 MiB/s

and multi-send. Additionally, the RMA-based implementation performs
better than the persistent implementation. This is due to a number of
factors including reduced overhead from one-sided communication and
differences in the notification method. For the notification method, the
RMA implementation relies on a small window of completion flags,
in this case a single element, to provide notification reducing the
amount of messages on the network. On the other hand, the persistent
implementation uses a point-to-point communication for each send-side
partition; this requires network traffic for completion of each send-
side partition regardless of the number of receive-side partitions. The
peaks observed in Figs. 4–7 demonstrate the channel packing effect that
is the result of early-bird communication. At the point at which the
partitioned communication can send all of the data that is available
early and then have little to no time to wait until the final laggard
data arrives, the channel is well packed, leading to peak performance.
Having more data to send than can be transmitted in the early-bird
phase and the laggard data leads to network having a backlog of data to
send after the laggard threads have completed. This impacts the overall
perceived network bandwidth as the data transfer is dominated by the
data transmission volume lessening the perceived impact of the early
bird data transmission opportunities. One can observe that the per-
sistent communication implementation occasionally peaks at a larger
message size than RMA, this is due to the overheads in the persistent
send versus the RMA Put, which leads to a shift in the channel packing
best performance buffer size. Ultimately with extremely large message
sizes, the partitioned communication and transitional send methods
will converge as the time to send the data dominates any opportunities
to send early-bird data.

Shown in Table 4 is noise-induced delay compared against the high-
est performing buffer size for the RMA implementation. This shows that
increased delay is associated with better performance at larger total
buffer sizes. Additionally, the amount of noise induced delay also ap-
pears to be associated with higher-peak bandwidth. This matches with
expectations as the noise induced delay provides a constant overlap
with communication. As that delay grows, more communication calls
can be progressed before the last thread reaches the communication.
7

Additionally, as the total buffer size grows, we expect the perceived
bandwidth to converge back down to the measured bandwidth (assum-
ing a constant delay) as after the peak, any extra data must be handled
after the last thread joins the communication section.

We observe similar maxima for two of the tests using MPIPCL. In
the 10 ms 4%, we observe a maxima at 16 MiB total buffer size with
9058 MiB/s. Additionally, in the 10 ms 10% we observe a maxima
at 16 MiB with 13546 MiB/s. These are not as high as the peaks for
the respective RMA implementation experiments. We do not observe
maxima in the 100 ms. The results will eventually converge with the
single-send results.

4.4. Receive-side results

Figs. 8–11 show the results for the receive-side experiments. The
ndependent variables are mostly the same, but two dependent vari-
bles are measured, communication time and extra compute time.
ommunication time is the time from when the first MPI_Pready call
is made, until the point at which MPI_Wait returns on the receiver.
Extra compute time measures from when the first partition is flagged as
complete (via MPI_Parrived) to the time MPI_Wait returns. This
measures the additional time to work on the data that has arrived
early before computation could normally begin. It is important to note
that the number of receive-side partitions is equal to the number of
send-side partitions for these tests.

We can make some general observations about this data. First is
that, for both cases, the extra compute time is often greater than the
observed communication time, particularly for the 100 ms tests. In the
100 ms 4% test for example, we observe extra compute times of up
to 5.37 times larger than communication time. This means that the
first partition arrives before the last partition is sent. This is why these
results are measured in time, rather than perceived bandwidth; the
time between the last partition to be called for MPI_Pready and first
artition to return true for MPI_Parrived can be negative.
The second observation we can make is that, as transfers become

ncreasingly larger, the extra compute time decreases for the RMA
mplementation. This is because the MPI_Put calls for the data and the
notification are separate calls to the network; if all the data transfers
enqueued before the notification transfers (which becomes increasingly
likely with larger buffer sizes) the data traffic may be prioritized. By
way of contrast, because the persistent implementation uses a single
point-to-point message, this approach avoids the ordering problem. We
observe that the extra compute time actually increases at high message
counts, due to the extra time spent in communication.

Finally, we observe that, for smaller buffer sizes, the RMA im-
plementation has a lower communication time than the persistent
implementation. At larger buffer sizes, this can change to where the
persistent implementation performs better. The exception to this is
shown in Fig. 11 where the time that the emulated noise is large (10%
of 100 ms). This contrasts with the send-side experiment where the
RMA implementation is more performant in all of the experiments
we have done. The communication time results of the receive-side
experiments can be compared to the send-side experiments as they both
measure the time from the last call to MPI_Pready to the MPI_Wait
call. In both of these experiments, the time is measured on the send
side to measure communication time, so the major difference in these
experiments is how many receive-side partitions are declared. One of
the major things that has changed (that could be the cause of this
behavior) is the extra notification calls. In the send-side experiments,
the RMA implementation used a single completion flag resulting in
64 calls to MPI_Put on the data buffer, one MPI_Flush call on the
data buffer, one MPI_Put call on the completion flags buffer, and one
call to MPI_Flush on the completion flags buffer. However, in the
receive-side tests, the RMA implementation makes 64 of each of those
calls. This could be detrimental to performance because of a significant

increase in overhead.
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Fig. 8. Receive Side - 10 ms compute 4% noise.

Fig. 9. Receive Side - 100 ms compute 4% noise.

Fig. 10. Receive Side - 10 ms compute 10% noise.

.5. Discussion

Given the results of our experiments, it is clear that both approaches
re useful. However, each approach has benefits that depend on the
articular use case for the partitioned communication. The RMA im-
lementation has better data transmission performance but obtains
his performance by avoiding data fences that impact the ability of
8

Fig. 11. Receive Side - 100 ms compute 10% noise.

the MPI_Parrived function to provide fine-grain notification on
partition completion. The notification mechanism for the persistent
implementation makes it better suited when using MPI_Parrived
on a large buffer transfer. This motivates a further exploration of the
impact of finer-grain arrival notifications with the RMA method. This
should be done in addition to further data transmission optimizations
like data and notification aggregation, full integration into an MPI
library, and a direct conversion from the partitioned interface into
RDMA calls.

To evaluate how these results might correlate to impact on real
applications, it is important to view these results in the context of real
world application behavior. Prior work demonstrates applications, such
as LULESH (a hydrodynamics proxy application), are targeted at 50–
100 ms per iteration of compute kernels [15]. Additionally, a survey
of MPI usage in applications has observed that message sizes fall into
a bi-modal distribution pattern, with most messages containing under
800KiB and another set of sizes greater than 1 MiB [16]. This obviously
will fluctuate with system and application set-up (number of cores,
memory available, number of processes per node, etc.) but this gives
us a reasonable idea of the potential impact on today’s applications. In
addition, more optimization could occur during the initialization phase
with better knowledge of the network that would be possible with a
full MPI library integration. This would help in negotiating the arrival
side notification to optimize for bandwidth while also allowing more
overlapping compute time on early arriving data on the receiver.

5. Related work

Integrating threading internally in an MPI implementation has been
attempted in FG-MPI [17]. FG-MPI treats threads as the equivalent of
MPI processes. This allows for many concurrent threads and conse-
quently creates a large amount of state for each thread/process. The
concepts in FG-MPI were never incorporated into the MPI standard.
Benchmarks for testing and profiling MPI threading [18] and RMA have
been developed [19], but these focus on existing MPI functionality. The
general concept of composing RDMA messages into a large transaction
has been explored for application in unreliable datagram networks at
the hardware level [20,21]. Similar benchmarks have also been devel-
oped for other one-sided communication APIs like OpenSHMEM [22].
Commercial MPI’s such as MPI/Pro, which were designed for internal
concurrency and the option of blocking completion notification (to
avoid polling), are no longer widely available [23]. Approaches for im-
proving performance for large scale MPI jobs by dynamically building
communicators and controlling thread levels in ‘‘Sessions’’ [24] have

been adopted into MPI 4.0.
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Message aggregation is a well known method for networks, hav-
ing been explored in MPI RMA [25]. Aggregation methods are also
common with TCP/Ethernet networking. Previous work has introduced
earlier versions of the partitioned communication libraries expanded
and enhanced in this work [1,12].

The MPI Forum has had a proposal before it to enhance support for
threads using endpoints [2], in which each thread can be assigned a
unique rank in an endpoint communicator. However, endpoints never
attempted to address the underlying communication model, and the
endpoints model only adds the ability to address messages to specific
threads. This work differs from previous efforts by the requirements it
places on applications and the corresponding decrease both in resources
needed by MPI and in synchronization overhead achieved.

6. Conclusions

This paper has evaluated two key implementation methods for
MPI partitioned communication via libraries built on top of existing
MPI implementations. Overall, it was shown that there are benefits
to computation and communication overlap that occur with parti-
tioned communication regardless of the implementation approach. Us-
ing remote-memory access (RMA), we observed additional benefits
for data-transmission performance over the persistent-communication-
based approach, and better arrival notification and opportunity for
early computation on the buffer with persistent communication. We
also found that partitioned communication performed best versus tradi-
tional MPI single- and multi-send methods when buffers are sufficiently
large to take advantage of early thread arrival and data transmission.
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Abstract
Partitioned point-to-point communication primitives
provide a performance-oriented mechanism to support a
hybrid parallel programming model and have been
included in the upcoming MPI-4.0 standard. These
primitives enable an MPI library to transfer parts of the
data buffer while the application provides partial
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contributions using multiple threads or tasks or simply
pipelines the buffers sequentially. The focus of this paper
is the design and implementation of a layered library that
provides the functionality of these newer APIs and
supports application development using these newer
APIs. This library provides an opportunity to explore
potential optimizations and identify further
enhancements to the APIs. Initial experience in designing
this library along with preliminary performance results
are presented. In addition, the library is compared to
initial prototype libraries that have recently become
available that have been updated to the standard-
compliant interface. These prototype libraries were built
on remote-memory-access (RMA) primitives, offering
insight into different implementation strategies. In
general, we observe an interesting trade-off space, with
the RMA-based implementation proving more performant
for send-side partitioning, with increases in perceived
bandwidth 8.9x on average over a single send, compared
to the persistent-based implementation, which shows
improvements 4.0x on average. In comparing the two
implementations, we find that the persistent-based
implementation enables more overlap for receive-side
partitioning up to 5.37X the RMA library’s overlap, while
the RMA-based implementation provides better send-side
performance of up to 70%.

Keywords
MPI; Partitioned communication; Point-to-point
partitioned
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