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a b s t r a c t

In the densely populated Internet of Things (IoT) applications, sensing range of the nodes might
overlap frequently. In these applications, the nodes gather highly correlated and redundant data in
their vicinity. Processing these data depletes the energy of nodes and their upstream transmission
towards remote datacentres, in the fog infrastructure, may result in an unbalanced load at the network
gateways and edge servers. Due to heterogeneity of edge servers, few of them might be overwhelmed
while others may remain less-utilized. As a result, time-critical and delay-sensitive applications may
experience excessive delays, packet loss, and degradation in their Quality of Service (QoS). To ensure
QoS of IoT applications, in this paper, we eliminate correlation in the gathered data via a lightweight
data fusion approach. The buffer of each node is partitioned into strata that broadcast only non-
correlated data to edge servers via the network gateways. Furthermore, we propose a dynamic
service migration technique to reconfigure the load across various edge servers. We assume this as
an optimization problem and use two meta-heuristic algorithms, along with a migration approach,
to maintain an optimal Gateway-Edge configuration in the network. These algorithms monitor the
load at each server, and once it surpasses a threshold value (which is dynamically computed with
a simple machine learning method), an exhaustive search is performed for an optimal and balanced
periodic reconfiguration. The experimental results of our approach justify its efficiency for large-scale
and densely populated IoT applications.

© 2021 Elsevier B.V. All rights reserved.
1. Introduction

In the Internet of Things (IoT), the sensor nodes of various ap-
lications gather highly correlated data in their neighbourhoods
hat affect the outcome of any decision made at the cloud data
entres [1,2]. In these applications, the data are unstructured, in-
ermittent and somewhat dynamic. The raw data gathered by the
odes need to be processed locally and analysed at the edge and
loud data centres to optimize the usage of available resources.
he raw data need to be fused within the network to reduce the
orrelation in them. Each node, unaware of its neighbour’s sens-
ng range, gathers data in its neighbourhood. The sensing range
f two or more nodes may overlap leading to the aggregation of
imilar data [3]. Each node needs to perform local data fusion to
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167-739X/© 2021 Elsevier B.V. All rights reserved.
discard multiple copies of the same data. In-network data fusion
alleviates the redundancy to trade-off the volumes of data and
the available resources at the edge and cloud data centres [4].
The presence of resource-starving nodes means that a data fusion
approach needs to be lightweight, robust, and scalable, based on
application requirements.

Data fusion alone is not enough to optimize the usage of
available network resources. The upstream fused data toward
the cloud data centres need to be fairly distributed among the
edge servers [5,6]. In the existing literature [7–9], the fused data
streams are offloaded to the nearest edge servers. However, this
approach is not efficient as some of these servers may overload
quickly in comparison to others that remain underutilized. The
underlying nodes and network gateways associated with the
over-utilized servers may suffer higher latency, packet drop, and
bandwidth consumption. For a fair distribution of the network
load, a dynamic load balancing approach needs to be adopted to
assign the time-consuming tasks to underutilized servers. Based
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http://www.elsevier.com/locate/fgcs
http://www.elsevier.com/locate/fgcs
http://crossmark.crossref.org/dialog/?doi=10.1016/j.future.2021.03.020&domain=pdf
mailto:mianjan@awkum.edu.pk
mailto:mohd.zakarya@awkum.edu.pk
https://doi.org/10.1016/j.future.2021.03.020


M.A. Jan, M. Zakarya, M. Khan et al. Future Generation Computer Systems 122 (2021) 40–51

o
f
w
a
c
t
l
l
r
l

b
t
f
s
t
d
a
c
t
t
T
o
w
v
s
H
w
t

m
r
t
c
f
q
m

w
o
a
a
e
s
f

2

i
a

t
d
f
c
d
s
i
l
d
o
w
r
i
t
l
g
n
o
g
f
e
l
r

L
s
t
(
p
p
i
l
a
t
f
m
f
f
a
n
a
a
i
a
t
i
h

a
p
a

n the run-time load at the servers, a decision needs to be made
or the assignment of data streams. The configuration of net-
ork entities needs to be constantly monitored for an optimized
nd balanced load. Artificial Intelligence (AI)-enabled algorithms
an manage the complex relationship among the network enti-
ies [10,11]. These algorithms need to be adopted for intelligent
oad balancing and optimization of the selected paths for re-
iable transmission of the fused data. They have the ability to
econfigure the devices’ connectivity based on their experienced
oad.

Moreover, heterogeneity of the edge servers and network
andwidth may generate opportunities for application migra-
ions (running within virtual machines) which could be bene-
icial in further load-balancing, avoiding stranded (wasted) re-
ources, and performance degradation (due to overload situa-
ions). Stranded resources are those which cannot be allocated
ue to the unavailability of another resource e.g. CPU cores
re fully utilized but memory is half utilized — half memory
annot be allocated because there are no CPU cores available
o run the VM/workload/application. Here, heterogeneity refers
o the speed of server to process data or network bandwidth.
his is achieved through comparing the current utilization levels
f the edge servers and/or the rate of transferring over a net-
ork link (channel conditions) to some pre-defined threshold
alues. If utilization level of an edge server or a network link
urpasses a particular threshold value, migrations will happen.
owever, a static threshold may not be appropriate; therefore,
e use a simple machine learning model to compute an adaptive
hreshold.

In this paper, we propose a novel data fusion and load opti-
ization approach for the IoT-enabled applications. Our approach

educes data redundancy at the node level and fairly distributes
he fused data streams among the edge servers. It is scalable and
an be used by any application, provided that the threshold values
or monitored data are known. It ensures the availability of high-
uality data at the cloud data centres for decision-making. The
ain contributions of this work are as follows.

1. A lightweight data fusion approach that reduces the cor-
relation and redundancy in the gathered data by using
MiniMax stratified sampling. The buffer of each node is
partitioned into multiple stratum, each one holding only
two values, i.e., a minimum (min) and a maximum (max).
A comparison with min and max decides to discard or
retain any newly sensed data. After a sampling interval, the
stratum of each node transmits only two data readings by
discarding all other correlated readings.

2. A dynamic load optimization approach that maintains a
balanced traffic in the network using a real-valued Ge-
netic Algorithm (GA) and Discrete Particle Swarm Opti-
mization (DPSO). A Software-Defined Networking (SDN)
controller monitors the load on individual edge servers and
reconfigures the current Gateway-Edge configuration if an
unbalanced load is experienced. For reconfiguration, the
SDN controller invokes these evolutionary algorithms to
identify the transmission path for each gateway towards
a prospective server.

3. The above contribution does not account for dynamic load-
balancing, i.e., when on some particular resources, the
data get processed quicker than others. A dynamic ser-
vice migration technique is suggested to balance the load
across several edge servers that triggers migration deci-
sions, based on current resource (edge server, network
channel) usage. A dynamic threshold is computed using a
simple regression model in order to keep resources well-
balanced.
41
The rest of our paper is organized as follows. In Section 2,
e provide an overview of the background studies pertaining to
ur proposed approach. In Section 3, our proposed framework
nd algorithms are described in detail. This section also offers
service migration technique for load balancing across several
dges. The experimental results and performance evaluation are
ketched in Section 4. Finally, we provide concluding remarks and
uture research directions in Section 5.

. Background

In this section, we provide the background studies pertain-
ng to data fusion in the context of load optimization for IoT
pplications.
In [12], a cloud-based adaptive sensing belief propagation pro-

ocol (ASBP) was proposed. ASBP estimates the quality of links to
etermine the shortest routes toward the cloud for data gathered
rom IoT applications. The protocol exploits the spatio-temporal
orrelation among the data streams at cloud datacentres to re-
uce the energy consumption, and balance the load by keeping a
ubset of nodes in active states at a given time. ASBP, however,
s unable to evenly distribute the load on edge servers for a
arge-scale IoT network. Besides, fusing massive amount of sensor
ata at the cloud incur a significant amount of transmission
verhead. A dynamic sensor activation algorithm, SensorRank,
as proposed to prioritize the deployed nodes based on their
esidual energy levels, their relative distance, and their links qual-
ties [13]. SensorRank considered symmetric channels for data
ransmission among the neighbouring nodes. These channels may
ead to an uneven load distribution among the nodes, and on the
ateways and edge servers, respectively. A spatio-temporal based
ovel data mining approach (NDM) was proposed for the removal
f redundant data, prior to upstream transmission towards the
ateways [14]. NDM uses a packet classification approach to
ilter out redundant data to maintain the network load on the
dge servers. NDM is non-scalable and its iterative nature of
oad distribution at the edge incurs an excessive overhead at the
esource-constrained sensor nodes.

In [11], an optimized mobile sink-based load balancing (OMS-
B) protocol was proposed to achieve balanced load for a large-
cale IoT network. OMS-LB offloads the computationally complex
asks from data gathering devices to a Software-defined Network
SDN) controller that is interfaced with cloud datacentres. The
roposed protocol uses PSO and GA to determine the optimal
aths for a mobile edge server and optimal data gathering points,
.e., gateways. OMS-LB does not define any criteria for data col-
ection from an application perspective. Besides, the presence of
single server makes this protocol non-scalable, and vulnerable

o security threats. A multi-edge based architecture was proposed
or seamless integration of cloud datacentres in an IoT environ-
ent [5]. The proposed architecture used a multilevel protocol

or gateways selection and AI-based load balancer for the identi-
ication of an optimal load distribution. However, the proposed
rchitecture lacks any information about the heterogeneity of
odes, network latency and bandwidth requirements. In [15], the
uthors proposed a data aggregation scheme by estimating an
ccurate sensor matrix from the gathered raw data. A fog server
s used to reconstruct the matrix that contains minimal noise
nd highly refined data. However, the proposed matrix does not
ake into account the load balancing issue and has limitations
mposed on its scalability. Besides, it lacks any information on
eterogeneous data fusion and interoperability of IoT devices.
All these existing approaches focused on centralized gateways

nd edge servers for load optimization and decision-making. The
resence of centralized entities affect the scalability, fault toler-
nce and optimal load adjustment of a network. Besides, these
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pproaches operate without data aggregation and fusion at the
etwork level. As a result, they require excessive processing and
torage of redundant data at the network gateways and edge
ervers. The transmission of redundant data ultimately deteri-
rate the QoS of an underlying network. In the IoT paradigms,
t is inevitable to consider AI algorithms for maintaining a bal-
nced load for various applications. There are numerous AI al-
orithms developed to resolve the load optimization problem.
owever, in this paper, we utilize the most embraced evolution-
ry algorithms, i.e., Genetic Algorithm (GA) and Particle Swarm
ptimization (PSO) [16–18]. GA and PSO are population-based
lgorithms, where the population means a group of all possible
olutions, i.e., Gateway-Edge configurations (load balancing and
ptimization) [19].
GA is a bio-inspired search algorithm in which the popula-

ion is referred to as a group of chromosomes. The genes of
he fittest available chromosomes are utilized to generate new
hromosomes, i.e., new optimal Gateway-Edge configurations, via
utation and crossover. On the other hand, in standard PSO, the
opulation of all possible solutions is referred to as a swarm
f particles. PSO is inspired by the social behaviour of swarms
f ants, a flock of birds, a shoal of fish, etc. In all these cases,
he swarm probe the search space for identifying the food with
arying velocities. In the case of PSO, each particle is considered a
andidate solution for the Gateway-Edge configuration problem.
n the case of GA, each chromosome is considered a candidate
olution. Since both these algorithms are not directly applicable
o integer-based load optimization problems, we have developed
real-valued GA and a Discrete PSO (DPSO) for identifying the
ptimal Gateway-Edge configurations.
Load balancing is an essential part of the IoT, edge and cloud

rameworks that could be achieved in two different ways: (i)
ynamic service placement; and (ii) service migration. In respect
f (i), two policies are suggested in [20]: cloud-only placement:
lace all application’s modules in the server; and edge-ward
lacement: favour to run application’s modules on various edge
evices. Moreover, if allocation of an edge device is not suitable
or a particular module, then either resources from other edge
evices (server) could be provisioned or it could be migrated
omewhere else. Empirical evaluation of both policies suggests
hat the edge-ward policy significantly improves the application’s
erformance and reduces the network traffic. In respect of (ii),
uthors in [21,22] suggest that if an application’s performance
s the worst on a particular edge device (due to more number
f connected sensor devices, network congestion etc.), then its
igration either to the server or to another edge device could

mprove its performance and reduces network traffic. Moreover,
obility management in mobile edge clouds (MECs) also involves
igrations [22].
Migrations could also be triggered to balance resource uti-

ization levels of edge nodes. For example, if the utilization of
n edge node increases certain threshold value (say 80%), some
f the application’s module may be moved to other edges. Mi-
ration can also take place when resources are under utilized
.e. threshold of 20%. This is done to conserve and consolidate
esources to save energy [23]. In the later case, energy could
e saved through migrating workloads from these underutilized
ervers to other servers; and switching them off. However, this
ay cause performance issues, in particular, if demand exceeds
uddenly. We, in this paper, prefer the former one as our ob-
ective is not saving energy; instead we want to balance the
oad across different switched on servers. Furthermore, we use a
ynamic threshold-based method that estimate these threshold
alues periodically — using Eq. (12). Service migration could only
e achieved if various sand-boxing technologies such as virtual-

zation, containerization are being used to virtualize the server

42
and edge device resources [24]. In practice, resources in public
clouds are virtualized, which increases resource utilization levels
and saves energy. If various modules of a particular application
are being run in a Virtual Machine (VM) or container; then the
service can be migrated either off-line or live. In live migration,
the service is moved transparently while still running; however,
in off-line migration the service is stopped first, moved, and then
resumed at the target edge. Using CRIU1 technology, containers
could be more quickly migrated than VMs. In case of live VM
migration, where VMs data are kept on a shared storage reachable
over the network, the time of migration Tmig depends on the total
volume of memory used by the VM Mvm and available network
bandwidth Btotal. For virtual machine Vi the total migration time
is given by:

TmigVi
=

MVi

Btotal
(1)

The above equation is used to compute only the migration
time of a particular VM. Every VM for this Tmig time is consid-
ered offline, which is also called the downtime of the VM. The
downtime (or performance loss) is dependent on the migration
duration, as given by Eq. (1) [25]. Increased downtime results
in poor performance; therefore it should be minimized for high
availability of the datacenter. The performance degradation Pdeg
due to a single migration is calculated using the following formula
(as given by Eq. (2)), where UVi is the CPU utilization of VM Vi, t0
is the migration start time and 0.1 is the factor that shows the
average performance degradation for web application i.e. 10% of
the CPU utilization [23,26].

PdegVi = 0.1×
∫ t0+TmigVi

t0

UVi (t).dt (2)

Note that, the above performance degradation model (10%
loss in workload execution time) is benchmarked in [23,27]; and
we assume that it already accounts for other time consuming
activities such as: the time to initiate a VM migration; the time
to transfer page files (dirty pages in case of live or online VM
migration); the time to boot/spin up a new server (if there is no
currently running server that can accept the VM being migrated);
and the time to restart the VM (in the case of cold or offline VM
migration) [28].

3. Data fusion and load optimization approach for IoT appli-
cations

In Fig. 1, the sensor nodes of various applications transmit
their data to cloud data centres via the network gateways and
edge servers. Among these applications, the smart city nodes
gather and transmit highly correlated data streams. The transmis-
sion of these streams affects the decision-making at data centres
and creates bandwidth bottlenecks for time-critical and delay-
sensitive applications. Moreover, these applications experience
excessive latency and degradation in the network throughput if
an unbalanced load is experienced at the edge servers. An uneven
load distribution results in some of the servers over-utilized while
others remain underutilized. The unbalanced load leads to packet
loss, longer delays, and network congestion. In this section, we
discuss our proposed data fusion and load optimization approach
to eliminate data redundancy and maintain a balanced load at the
network entities.

1 https://criu.org/Main_Page.

https://criu.org/Main_Page
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Fig. 1. Data redundancy and unbalanced load in IoT.
.1. The Proposed Fog-IoT Framework

The proposed model consists of three layers i.e. the cloud
ayer, the edge layer and the local layer, as shown in Fig. 1. The
ocal layer is responsible to gather important data (related to
raffic, healthcare, and crowd, etc.) through various IoT devices
nd sensors. Once the data is collected, it is processed and/or
tored at the edge layer through edge clouds [29]. The edge level
rocessing may also include aggregation that could be achieved
hrough removing redundant data. The filtered data can, then,
e sent to the remote cloud layer for further processing such
s storage, monitoring and resource management. Transferring
he gathered data at local layer directly to the cloud layer, or
hrough edge, may introduce significant delays in the cloud net-
ork, which is optimized through data fusion and load balancing
ethods as discussed in Sections 3.2 and 3.3.
The edge infrastructure is of great use when reading the stored

ata for processing through machine learning approaches. For
xample, real-time prediction of the traffic flow might happens
t the edge layer, however, prediction for monitoring services
load, service migration) can be performed at the cloud layer [30].
oreover, if real-time prediction, for example, shortest or safe

oute estimation, is carried out on the remote cloud, then it will
ncur significant delays depending on the network quality and
apacity. In that scenario, the nearest edge cloud can predict the
oad conditions, congestion and distance; if the required data is
tored locally. However, due to the least storage and processing

apabilities of the edge clouds [31], the data may not be available

43
or processed locally. In that case, there are three various options:
(i) move the required data from the cloud to the edge, process,
take decisions, and discard; (ii) perform the prediction at the
remote cloud (in whole); and (iii) train the prediction model at
the remote cloud and predict at edge layer (distributed fashion
computation). Similarly, the huge amount of collected data may
consist of duplicate values that could create network congestion
and, therefore, affect the prediction process. The edge cloud can
use fusion and aggregation technique to send only appropriate
data to the remote cloud.

3.2. Data fusion

In a densely deployed smart city, energy hole problem is
a common issue faced by the one-hop neighbours of the base
station [32]. These one-hop neighbours not only transmit their
own data but also relay the data of downstream nodes to the
base station. As a result, their energy is depleted rapidly as
compared to other nodes. To fill the void left by energy-depleted
nodes and to maintain seamless network connectivity, one or
more nodes may either sense multiple regions or move around
the field to fill this gap. These nodes continuously sense and
aggregate data in their neighbourhood, as shown in Fig. 2. Each
node S maintains a coverage area based on its sensing range
(Rs), and a radio coverage based on its communication range (Rc),
respectively. The Rs enables efficient data monitoring, whereas
the Rc ensures the upstream data transmission. These nodes can

have a uniform or non-uniform coverage degree. The coverage
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egree represents the number of nodes actively monitoring a
articular region, i.e., an overlapped region. For uniform coverage,
he value of correlation degree (Cd) remains constant for all the
nodes. On the other hand, the value of Cd varies for some or all the
nodes in a non-uniform coverage. A larger value of Cd represents
highly correlated and redundant data as multiple nodes monitor
a particular event in the overlapped region.

To eliminate the correlated and redundant data, we use a
lightweight data fusion approach at the node level. The proposed
approach uses a minimax function for the identification and re-
moval of redundant data. In a smart city, each node is equipped
with multiple sensors based on an application requirement. In
this paper, we restrict our discussion to the temperature sensors
only. However, the flexibility of our approach enables it to be
extended for any application provided that the threshold values
of monitored data are known. We classify the sensed temperature
readings based on the correlation and similarity index among
them. Each class, also known as stratum, contains a particular
range of temperature readings. For each node, we define ten
different stratum that are dynamic and depend on application
requirements. They are designed using the concept of stratified
sampling, a probability-based sampling technique [33,34].
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The strata2 are defined within the buffer of each node and
can store temperature readings ranging from 20 ◦C to 39.99 ◦C.
Based on these readings, each stratum holds a different range
of varying values of up to 2 ◦C. For instance, the range of first
stratum S̈t1 is {20.00, . . . , 21.99}, and the last stratum S̈t10 is
38.00, . . . , 39.99}, respectively. The outcome of each stratum
an either be a min or max value. Each stratum has a mean value
that defines its min and max, respectively. In the beginning,
hen a new temperature reading Ti is sensed by a node, it is
hecked against strata of the given node to identify a destination
tratum. Once a match is found, Ti is compared against m of
he stratum. If Ti is less than m, it becomes the min, otherwise,
t becomes the max, as shown in Eq. (3). The next time a new
eading Ti+1 is sensed within the range of the same stratum, it is
ompared against m. If Ti+1 is less than m, a comparison is made
ith the new min. If Ti+1 is less than min, the former turns out to
e the new min, otherwise, it is discarded. A similar comparison
s made with max. If Ti+1 is greater than max, it turns out to be
he new max, otherwise, it is discarded. Irrespective of Ti, Ti+1 or
ny other subsequent readings, an exact match with the values

2 Plural of stratum.
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f m, min or max means that these readings will be discarded.

(St1 , . . . , St10 ) =

{min, if Ti < m,

0, if Ti == m,

max, if Ti > m.
(3)

The max and min of a given stratum can be plotted as a
stationary point on a curve. A point P(x0, f (x0)) is considered a
stationary point of a function f(x) if ( dfdx ) is 0 at x=xo. Suppose a
function y=f(x) is a stationary point with x=xo. Then

• if [ d
2f

d2x
]x=x0 < 0, then x=xo is the max of a stratum.

• if [ d
2f

d2x
]x=x0 > 0, then x=xo is the min of a stratum.

• if [ d
2f

d2x
]x=x0 == 0, then

– if [ dfdx ]x=x0 < 0 for x>xo, and [ dfdx ]x=x0 > 0 for x<xo, then
x=xo is the max of the given strata.

– if [ dfdx ]x=x0 > 0 for x>xo, and [ dfdx ]x=x0 < 0 for x<xo, then
x=xo is the min of the given strata.

In our data fusion approach, the sampling rate of each node is
Sr packets per second, where Sr ≥ 1. The stratum of each node
transmits only two packets, i.e., a min and a max, after every one
minute. If a node constantly maintains its sampling rate at Sr = 1
for one minute, our approach achieves a maximum of 3 times
reduction in the number of transmitted packets to the gateways.
For Sr >1, the number of transmitted packets is reduced even
further by a minimum of 3 times. In our approach, the Sr of a
node and the number of transmitted packets from its strata to the
gateways are inversely proportional to each other. These strata
significantly reduce data redundancy, network latency, packet
collision probability, and ultimately the network congestion. In
our proposed approach, each node maintains a similarity index
(Ω) for the data gathered over the Sr interval. The value of Ω

ranges from 0.03 to 0.1. If Ω is equal to 0.03, it means that among
two temperature packets within the range of 0.03 ◦C, only one
will be retained. For example, in case of two packets with values
20 ◦C and 20.03 ◦C, only one will be retained in the stratum.
Hence, larger the value of Ω , higher will be the rate at which
the data are fused.

3.3. Load optimization

Upon data fusion, each node transmits the refined data to
cloud data centres via the network gateways and edge servers.
The gateways are relay nodes that need to be monitored for
maintaining a balanced load at the edge servers. For this purpose,
an optimal Gateway-Edge configuration is required. We use var-
ious Key Performance Indicators (KPIs) for an in-depth analysis
of the network traffic to identify the optimal configuration. An
SDN controller is used for identifying the transmission route for
each gateway. It monitors the load on each server, and once it
surpasses a threshold value, an alarm is raised to re-configure the
current Gateway-Edge connection. If the Gateway-Edge configu-
ration is known at a particular time t , then finding the optimal
balanced Gateway-Edge configuration at time t + 1 is a primary
challenge. If N is the number of gateways, and M is the number of
edge servers, then the Gateway-Edge configuration at a particular
time t can be represented by a vector Gt

= {Gt
1,G

t
2, . . . ,G

t
n},

where Gt
n ∈ {1, 2, . . . ,N}. As an example, Gt

n = m means that the
nth gateway is transmitting to an mth server at time t. Finding
the optimal Gateway-Edge configuration vector at time t + 1,
i.e., Gt+1

= {Gt+1
1 ,Gt+1

2 , . . . ,Gt+1
n }, is a prime objective. To solve

the Gateway-Edge configuration problem, we consider two KPIs,
i.e., Average Residual Energy (KPIARE) of the network and Load
Fairness Index (KPILFI) of the servers.

The LFI is monitored based on Jain’s Fairness Index [35]. The

normalized weighted sum of these two KPIs is taken into account
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to maximize the network performance (NP) at time t as shown in
Eq. (4).

Max(NP) = αKPIARE + βKPILFI. (4)

Here, NP is a primary objective function for optimization prob-
lems, and α and β are the weights assigned to each KPI. These
weights represent the priority level of each KPI in the objective
function, as shown in Eq. (5).

NP = α(
1
Nn

Nn∑
i=1

Ri(t)

Ê
)+β(

1
M

(∑M
i=1

∑N
n=1 In,iϕn(t) \ ϕmax

)2

∑M
i=1

(∑N
n=1 In,iϕn(t) \ ϕmax

)2 ). (5)

where, Ri(t)
Ê

is the residual energy of a sensor node i at time t and
is defined as the remaining energy (Ri(t)) of node i to the initial
energy (Ê) of each node at time t . For all the nodes in the network,
Ê is similar at the time of deployment. For the second KPI, we
consider the load fairness at the edge servers. In,i is a binary
indicator, i.e., In,i is 1, if an nth gateway transmits ϕn packets to
th server at time t , otherwise, In,i is 0.

To find an optimal Gateway-Edge configuration, an SDN con-
troller needs to perform an exhaustive search for all possible
gateway to edge combinations. Literally, it means that the size
of the search space is equivalent to MN , where M represents the
number of edge servers and N represents the number of active
gateways at a particular time t. The number of possible configu-
rations increases exponentially with an increase in the number of
M and N, respectively. To resolve the Gateway-Edge configuration
as an optimization problem, we use the evolutionary algorithms,
i.e., GA and DPSO. The following steps are executed for these
algorithms to achieve an optimal configuration and a balanced
load.

1. Generate a random population R0 of size ∆. The best possi-
ble position for each particle, i.e., Gateway, is initiated such
that Pbest0i = r0i , ∀ 1 ≤ i ≤ ∆.

2. Discover the fitness value of each particle for DPSO and
each chromosome for GA in R0 (using Eq. (5)) and identify
its global best position Gbest0, using Eq. (6).

Gbest0 = argmax1≤i≤∆F (Pbest
I
i ). (6)

3. For GA, if the best candidate solution for Gateway-Edge
configuration is attained or the maximum number of gen-
erations has reached, then the search ends, otherwise, Step
4 is executed. For DPSO, if the best candidate solution is
achieved, then the velocities of particles in the current
population need to be updated using Eq. (7).

vIi = jwv
I−1
i + a1r1(Pbest Ii − xIi )+ a2r2(Gbest Ii − xIi ). (7)

Here, xIi represents the current position of particle i at
Ith iteration, r1 and r2 are random variables within the
(0, 1) range, a1 and a2 are acceleration constants used
for pulling the particles toward the best position, and jw
reflects the inertia effect of preceding particle’s velocity
over the updated particle’s velocity.

4. Next, a set of the best available γ chromosomes are ex-
tracted from the current population for GA. The current
population is RI and the selection probability is Ps. For
DPSO, the iteration number is simply updated, i.e., I=I+1.

5. In case of GA, crossover and mutation are performed on
γ . All infeasible solutions, i.e., RI- γ are replaced with
µ. Here, µ represents the newly generated chromosomes.
In the case of DPSO, if the best candidate solution is at-
tained for Gateway-Edge configuration, then the search
ends; otherwise, Step 6 is executed.
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6. For GA, all the steps from Step 2 are repeated. For DPSO,
the personal best position for each particle is updated using
Eq. (8).

Pbest Ii =
{
Pbest I−1i , if F (r Ii ) ≤ F (Pbest I−1i )
r Ii , otherwise.

(8)

7. For DPSO, the global best position is updated using Eq. (9).

Gbest Ii =

⎧⎨⎩
argmax1≤i≤∆F (Pbest

I
i ), if F (Pbest Ii ) > F (Pbest I−1i )

Gbest I−1i , otherwise.

(9)

8. For DPSO, repeat all the steps from Step 1.

The flowchart of our proposed approach is shown in Fig. 3.
The SDN controller constantly performs the Gateway-Edge con-
figuration based on the NP and KPI values. Since the controller
needs to collect various information from the network to analyse
the NP for the current Gateway-Edge configuration, we have
highlighted the data fusion at the node level as well. The above
solution can be used for homogeneous edge servers or that have
capabilities to execute at approximate equal times. Furthermore,
it does not account for dynamic scenarios where some data get
processed earlier than the other edges. Therefore, to further bal-
ance the load, a service migration algorithm is suggested — which
is feasible as, largely, edge servers run Linux-based operating
systems.

3.3.1. Service migration technique
In our framework, load balancing can bring, at least, two

benefits: performance improvement; and infrastructure energy
efficiency. We trigger service migration either if: the utiliza-
tion level of a particular edge node; and/or the data transfer
rate on a particular link (channel condition), exceed certain pre-
defined threshold values (steps 1 to 5) [36]. Once a module is
being moved to another edge, it will immediately start receiving
packets on another, perhaps, less utilized route. This could be
achieved, after copying memory contents of the VM or container
through sending a complimentary ARP (address resolution pro-
tocol) reply packet to inform the routing devices, within the
network, to send data packets to its new location. As a result,
both goals, i.e. balanced workload on various edges and reduced
network traffic, could be achieved. Once a migration decision
is triggered from a particular edge, next is to select a module
of a suitable application to move. We move the application’s
module which can utilize the destination edge more i.e. priority
is given to the module which is receiving more packets than
other modules (step 6). Lastly, the module is migrated to the
least utilized, neighbouring, edge platform; in order to diminish
the migration performance impacts over the application’s mod-
ule and migration time (step 7). Finally, the selected module of
the application m and the destination server are added to the
migration map (step 8–10). The migration map is, then, passed
to the load optimization module, as shown in Fig. 3, in order
to reconfigure the Gateway-Edge configuration, periodically. The
migration steps are described in Algorithm 1:
where ENuc is the total provisioned CPU resources (cores) and
ENum is the total provisioned memory resources (RAM) with
respect to their total capacities. Note that, Utc and Utm refer to
the utilization level of a particular resource i.e. CPU, memory,
respectively. Network resources such as bandwidth can also be
considered in this formulation. Moreover, the channel condition
Bij is estimated using the transmission rate Tr , as given by:

Tr = Bij.log2(1+
Pij.hij ) (10)

N

46
Algorithm 1: Service migration technique
Input: dynamic CPU and memory utilization threshold

values i.e. Utc and Utm, respectively — computed
periodically using Eq. (12); channel condition Ct

Output: migration list map→ input for load optimization
module in Fig. 3

1 compute CPU utilization level of the edge node (ENuc);
2 compute memory utilization level of the edge node (ENum);
3 compute channel condition (Cc);
4 for each node ∈ edge do
5 if ENuc ≥ Utc or ENum ≥ Utm or Cc ≥ Ct then
6 select application m from edge node;
7 choose edge node n as destination node;
8 map← m, n;
9 end if
0 end for
1 return map

where Bij represents the bandwidth between edge server i and
ateway j, hij denotes the channel gain for gateway j at edge
erver i and Pij is the transmission power of gateway j. Fur-
hermore, N is the background noise [37]. Note that, Alg. 1 will
pproximately take O(mnlog(n)) - where m denotes the total
umber of edges, n denotes the number of edge nodes and
og(n) is the time needed to compute configuration states such
s resource utilization levels and channel conditions. The best
ase occurs at O(log(n)) plus the time needed to complete all
ossible migrations. However, complexity would increase up to
(mn)2 for large number of edges, hosts and application requests
if unluckily an application cannot be placed or, in case, enough

esources are not available. Note that, from security point of
iew, service migration in the IoT and VM or container migration
n infrastructure clouds are completely different [36]. Usually,
n infrastructure clouds, the migration data is transferred over
edicated networks; however, in IoT the data is transferred over
he internet. This makes it essential to encrypt the migrated
ata and to authenticate the service migration messages that are
xchanged among various edge devices.
Using static values for thresholds may not be feasible to trigger

ffective migrations in platforms with dynamic, heterogeneous
nd unpredictable workloads. This is due to the fact that re-
ources that falls within the range of the least and most utilized
lower and upper thresholds) resources could not be reconfigured
.e. all hosts are equally loaded. In such scenario, threshold values
an either be decreased or increased to balance the load amongst
he edge nodes. Therefore, threshold values are needed to be
daptive and dynamically estimated using some sort of statistical
echniques on historical data [23]. For example, we can adjust the
hreshold values based on the strength of the deviation of the
dge or link utilization levels because higher deviations increase
he likelihood of rising utilization levels. In other words, the
igher the deviation, the lower the value of the threshold. Various
ethods such as local regression (LR), median absolute deviations

MAD), and entropy can be used to measure the statistical dis-
ersion. For implementational simplification purposes, we prefer
o use the MAD that describes the median of absolute values of
eviations (residuals) from the data’s median. For a particular
ataset D = {D1,D2,D3, . . . ,Dn}, the MAD can be computed as:

AD = mediani(abs[Di −medianj(Dj)]) (11)

The adaptive threshold value Tv is given by:

= 1− λ.MAD (12)
v
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Fig. 3. Flowchart of the proposed approach.
here λ is a parameter that describes how strongly the system
tolerates edges over utilizations — lower λ results in higher
olerance to variations in utilization level. Once Tv is computed,
he utilization levels of the node and link are compared to it in
rder to trigger appropriate migration decisions.

. Experimental results

In this section, we evaluate the efficiency of our proposed
ata fusion and load optimization approach in terms of various
xperimental metrics. For data fusion, we developed a Java-based
imulator that utilizes the data collected from sensors, a setup
imilar to the one adopted at Intel Berkeley Research Lab [38].
pon fusion, the simulator feeds the refined data to the gate-
ays. For optimal Gateway-Edge configuration, we use Matlab
018a interfaced with Java. Moreover, we added several Java
lass files to mimic the notion of containers that simulate a
ontainerized fog infrastructure. The classes were taken from the
ell-known fog simulator iFogSim [20]. The service migration
echnique uses either: (i) a static threshold value of 80%; or (ii)
ynamic thresholds computed using Eq. (12) in order to trigger
47
migrations of application modules across edges. We further as-
sume that overload (i.e. upper threshold) will not happen due
to service placement constraint. To carry out this, the iFogSim
default policies for selecting over-loaded servers, containers and
target servers were used.

In Fig. 4, the percentage of fused packets transmitted to the
gateways is shown for different values of τ . Here, τ represents
the number of readings sensed by each node over its sampling in-
terval (Sr ). The percentage of transmitted packets is calculated as
Sp
τ
×100, where Sp denotes the number of fused packets sent from

the strata of each node. The efficiency of our data fusion approach
enhances with an increase in the value of τ . The percentage of
transmitted fused packets from the strata of each node drops to
1% for 1000 packets, sensed during Sr . Our approach conserves
the energy of resource-starving nodes and at the same time,
reduces the burden on the network gateways. In comparison to
our approach, the existing schemes deliver higher percentage of
redundant data to the gateways. For example, EECC [34] transmits
multiple copies of the same data from the strata of each node
after Sr interval. As a result, the percentage of fused data delivered
at the gateways is proportionally high. Moreover, without data
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Fig. 4. Percentage of fused data.

Fig. 5. Data fusion with varying values of similarity index.

fusion, all the sensed packets need to be transmitted to the
gateways that will adversely affect the decision-making at the
data centres.

During data fusion, each node examines the similarity index
Ω) in the data gathered over the Sr interval. This index further
educes the redundancy and at the same time, lowers the pro-
essing burden on the nodes and the network gateways. In Fig. 5,
he percentage of fused data for varying values of Ω is shown.
n this figure, the values of τ varies from 200 to 1000 and Ω

rom 0.03 to 0.1, respectively. If Ω is 0.03, it means that among
ultiple readings having a similarity lower than or equal to 0.03,
nly one reading will be retained and the rest will be discarded.
s a result, a higher percentage of readings will be discarded with
n increase in the value of Ω . Moreover, our approach achieves
higher percentage of fusion when the value of τ increases. This
igure shows that with higher values of Ω and τ , the processing
nd transmission burdens on the edge nodes and gateways de-
reases, significantly. In the absence of data fusion technique, a
igher percentage of data is delivered to the gateways that in turn
ncreases the processing and transmission burden on the nodes.

The optimal Gateway-Edge configurations achieved by GA and
PSO are shown in Table 1. We considered three benchmark
roblems P1, P2, and P3 with two, three, and four edge servers,
espectively. P1, P2, and P3 contain 1200 sensor nodes includ-
ng 200 gateways, distributed over the sensing field. In P , GA
1

48
Fig. 6. Packet loss with varying values of α and β .

able 1
ptimal gateway-edge configurations.
Number of edge servers Convergence rate Number of iterations

GA DPSO GA DPSO

2 0.925 0.94 14 11
3 0.86 0.895 28 21
4 0.805 0.85 43 31

converges to an optimal Gateway-Edge configuration after the
14th generation. DPSO, on the other hand, achieves the optimal
configuration after the 11th iteration. Please note that iteration
and generation are similar terms. The former is used in PSO
and the latter in GA, as discussed in Section 3.3. GA achieves
185 optimal Gateway-Edge configurations over 200 generations
with a convergence rate of 0.925, whereas, in DPSO, there are
188 optimal configurations with a convergence rate of 0.94. In
P2 and P3, the convergence rate of GA and DPSO decreases and
larger values of iterations and generations are required to achieve
an optimal Gateway-Edge configuration. It is mainly due to an
increasing number of edge servers in these benchmark problems.
These results show that DPSO reaches an optimal solution in
fewer iterations as compared to GA.

We assessed the network performance (NP) for all optimal
solutions in term of packet drop by modifying the KPIs such that α

and β are set in the ordered form of 0,0.1, . . . ,1 with a constraint
α + β <= 1. To properly tune α and β , an exhaustive search
is performed on P1 using these parameters to achieve an optimal
Gateway-Edge configuration. When α and β are set to 0.8 and 0.2,
respectively; a minimum packet drop is observed, as shown in
Fig. 6. The selection of proper weights for the optimization func-
tion, i.e., NP, is challenging and essential for achieving optimal
results in the context of evolutionary algorithms.

The service migration technique, as suggested in Section 3.3.1,
was implemented to balance the load across the edge servers.
Increasing the total number of edge servers decreases the uti-
lization levels and vice versa, as shown in Table 2. Moreover, the
number of migrations happened is proportional to the amount
of fog servers. The standard deviation actually represents how
the current load on each server differs from other servers — the
higher this value, the more less balanced is the workload and

vice versa. We observed significant reduction in utilization levels,
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able 2
verage utilization levels (%) of the edge servers and number of migrations
using static and dynamic threshold values for load balancing and resource
e-configuration).
Number of servers GA DPSO

Utilization Migrations Utilization Migrations

Static threshold values

2 62.9 ± 5.99 101 61.4 ± 6.45 89
3 60.4 ± 6.31 105 58.7 ± 8.01 103
4 59.6 ± 6.44 147 59.1 ± 7.32 122

Dynamic threshold values

2 71.2 ± 1.27 134 75.3 ± 2.02 155
3 62.8 ± 1.71 178 68.4 ± 3.89 189
4 54.3 ± 1.09 201 59.7 ± 2.99 217

Fig. 7. Load balancing for four fog servers [error bars denote standard deviations
from the means].

that, essentially translate to greater energy savings and improved
levels of performance. We observed, as shown in Table 2, that
using static threshold values reduces the migration opportunities.
Moreover, increased levels of variations were observed in server’s
utilization levels. This means that either resources were utilized
more or the least due to less migration opportunities. Using
dynamic threshold values, the variations in utilization levels may
decrease significantly — as more migrations will occur subse-
quently. Varying the threshold values will essentially result in
variations of outcomes and differences in Gateway-Edge reconfig-
uration. Fig. 7 shows average utilization levels (along with error
bars at five minute intervals) when four fog servers are taken into
account. Moreover, number of migrations would have some im-
pacts on network traffic and processing performance. For four fog
servers when migrations are not taken into account, we achieved
48.75 ± 23.67 and 41.28 ± 28.56 average utilization levels for GA
nd DPSO, respectively. The high variations (standard deviations)
how the imbalance load across various servers which might
appened due to dynamics in workloads execution or processing
atterns. With migrations, we were able to significantly reduce
hese variations as shown in Fig. 7.

. Conclusions and future work

In this paper, we proposed a lightweight data fusion and
I-enabled load optimization approach for reconfigurable IoT ap-
lications. The buffer of each node is partitioned into strata that
old and transmit only non-correlated fused data towards the
etwork gateways and edge servers. We used GA and DPSO
o optimize the usage of available resources by identifying the
ptimal routes for upstream transmission of refined data from the
ateways to edge servers. These algorithms monitored the load at
he servers, and if an unbalanced load is experienced, the current
49
Gateway-Edge configuration is reconfigured. For load monitoring
at the edge, various Key Performance Indicators (KPIs) were used.
Our experimental results significantly reduced the processing and
transmission burden at the nodes for large-sized data streams.
Our approach achieved optimal gateway-edge configurations for
varying number of edge servers in a densely populated network
setup. Moreover, a migration approach was used to balance the
load across different edge servers. Our evaluation of the pro-
posed migration approach demonstrated that all edge servers
are relatively utilized uniformly while having lower standard
deviations in their utilization levels. Subsequently, this ensures
that data is processed at edge which increases performance. In
the future, we aim to analyse the network performance by main-
taining a balanced load at the network gateways. It will enable
the gateways to automate the downstream transmission links
towards the nodes. Moreover, we are keen to see the impact of
migrations in dynamic scenarios, particularly, on network traffic
and transmission delays.
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