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Reinforcement learning (RL) has potential to provide innovative
solutions to existing challenges in estimating joint moments in
motion analysis, such as kinematic or electromyography (EMG)
noise and unknown model parameters. Here, we explore feasibil-
ity of RL to assist joint moment estimation for biomechanical
applications. Forearm and hand kinematics and forearm EMGs
from four muscles during free finger and wrist movement were
collected from six healthy subjects. Using the proximal policy
optimization approach, we trained two types of RL agents that
estimated joint moment based on measured kinematics or meas-
ured EMGs, respectively. To quantify the performance of trained
RL agents, the estimated joint moment was used to drive a for-
ward dynamic model for estimating kinematics, which was then
compared with measured kinematics using Pearson correlation
coefficient. The results demonstrated that both trained RL agents
are feasible to estimate joint moment for wrist and metacarpopha-
langeal (MCP) joint motion prediction. The correlation coeffi-
cients between predicted and measured kinematics, derived from
the kinematics-driven agent and subject-specific EMG-driven
agents, were 98% * 1% and 94% =~ 3% for the wrist, respectively,
and were 95% = 2% and 84% * 6% for the metacarpophalangeal
Jjoint, respectively. In addition, a biomechanically reasonable joint
moment-angle-EMG  relationship (i.e., dependence of joint
moment on joint angle and EMG) was predicted using only 15 s of
collected data. In conclusion, this study illustrates that an RL
approach can be an alternative technique to conventional inverse
dynamic analysis in human biomechanics study and EMG-driven
human-machine interfacing applications.
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Introduction

Estimating joint moment is one of the most common biome-
chanical analyses, essential for computing muscle forces and
internal joint contact forces [1], serving as a controlling input to
human—machine interface (HMI) tools [2], and providing insight
into the functional capacity of human joints [3]. Musculoskeletal
(MSK) models that employ inverse dynamics and Hill-type mus-
culotendon models have long been used to estimate joint moments
from measured kinematics, kinetics, and electromyographic sig-
nals [4], and have contributed significantly to understanding of
human biomechanics.

Challenges in application of these methods remain, especially
regarding simulation accuracy, data availability, and signal qual-
ity. For example, inverse dynamics analysis can theoretically esti-
mate joint moments of an MSK model from measured joint
kinematics, either with or without external force measurements
(e.g., ground reaction force). However, when external force meas-
urements are unavailable, the accuracy of the estimation is greatly
compromised because the second-order differentiation of the
measured kinematics will amplify the measurement errors [5]. In
addition, when applying estimated joint moment for forward
dynamic simulation/control, these errors together with the compu-
tational errors in inverse and forward dynamics processes lead to
significant drift of kinematics from measurements, which requires
additional strategies to compensate and stabilize the simulation/
control [6]. Moments can also be predicted using electromyogra-
phy (EMG)-driven MSK models, with applications in HMI tools
that drive virtual objects or robotic limbs [2,7]. However, this
approach has two main challenges. First, the performance of
EMG-driven MSK models relies on EMG signal quality. Unfortu-
nately, surface EMG recordings are often contaminated with
noise, such as motion artifacts and crosstalk [8]. In particular,
EMG-driven hand movement can be more sensitive to EMG noise
because of small muscle size, high motor unit density, and low-
level activations during free hand movement [9]. To alleviate the
effects of measurement noise, one solution is to employ optimiza-
tion approaches to adjust EMG excitation signals to better predict
joint moment [10]. Second, accurate modeling of musculotendon
parameters is critical for reliable performance of an EMG-driven
MSK model [11], but estimation of subject-specific musculoten-
don parameters (e.g., optimal muscle fiber length, tendon slack
length, maximal muscle force) is difficult. Many studies estimate
these parameters to minimize differences between estimated and
measured isometric and isokinetic moments [12,13]; however,
this method limits calibration tasks to constrained movement on a
dynamometer and may not generalize to free movement. An alter-
native approach is to measure joint kinematics and synchronized
EMG signals in free movements and use optimization to select
subject-specific musculotendon parameters by minimizing the dif-
ferences between measured and simulated kinematics [2], but this
approach can be computationally expensive due to the optimiza-
tion of forward-dynamics simulations required.

Reinforcement learning (RL) is an advanced machine learning
method that has been used to tackle many challenging applica-
tions, such as control sophisticated robotics [14—16] and making
programs that outperform top human players in decision-making
games [17]. Compared to other data-driven approaches such as
supervised learning and unsupervised learning that passively learn
from the input data, the RL inherently reflects how humans and
other animals learn in real world environments—it actively
explores the given environment and learns to achieve long-term
goals via rewarding desired actions or punishing undesired ones
[18]. Additionally, the RL signifies the sequential effect in a series
of decision-making—the decision at each time-step depends on
previous decisions, while the outputs of supervised and unsuper-
vised learnings are independent. Furthermore, RL is able to find
solutions without requiring predefined knowledge if the agent can
sufficiently explore the input domain of the environment [19].
Due to these advantages, there has been increasing number of RL
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applications in the field of human biomechanics for MSK model
simulation, such as training a rigid-body MSK model to run and
avoid obstacles [20-22], and assistive device control to change
joint dynamics, such as learning optimal control of prosthetic legs
[23,24] and control of a function electrical stimulation system for
arm movement assistance [25]. However, to our knowledge, the
number of studies that use RL to estimate joint moments via kine-
matics or EMG signals to assist human biomechanics study has
been quite limited.

Hence, in this paper, we aimed to develop and evaluate a RL-
based framework to (1) solve the problem of inverse dynamics for
joint moment estimation, and (2) predict joint moments using
EMG signals for future HMI applications. In addition, we exam-
ined whether the trained RL policies were able to reveal biome-
chanically reasonable joint moment-angle-EMG relationship (i.e.,
dependence of joint moment on joint angle and EMG) for specific
human subjects. The results of this study led to novel alternative
solutions to the conventional MSK-based approaches for joint
moment estimation for various biomechanical applications.

Method

Data Collection and Kinetic Hand Model. Details regarding
data collection and the kinetic hand model were presented in our
previous publication [2]. Briefly, six healthy subjects were
recruited with Institutional Review Board approval and instructed
to flex or extend the wrist and metacarpophalangeal joints (MCP)
of their dominant arm at self-selected directions and varied range
of speeds, with the shoulder at zero abduction and elbow flexed at
90deg. Each subject performed two trials for 30s and rested
between trials. Joint kinematics and surface EMGs of the extensor
digitorum, extensor carpi radialis longus, flexor digitorum, and
flexor carpi radialis were simultaneously collected at 120 Hz and
960 Hz, respectively. A kinetic hand model, including three rigid
bodies (forearm, hand, and lumped-finger) and two hinge joints
(i.e., wrist and MCP), was developed on the Unity 3D platform
(Unity Technologies, San Francisco, CA) [26].

Agent-Environment Interaction. This study employed two
RL agents—kinematics-driven and EMG-driven. Each was used

‘Reward and Episode Management

to estimate the joint moment required to drive the kinetic hand
model to replicate measured kinematics as closely as possible.

Kinematics-Driven Agent. The kinematics-driven agent deter-
mined joint moment from measured kinematics without using
external force measurements. The agent policy was regulated by
an artificial neural network with two hidden layers and 128 units
in each hidden layer. The weight of each unit was randomly ini-
tialized from a truncated normal distribution centered on zero, and
the bias was set to zero. The activation function employed the
Swish function [27]. There were 16 inputs to the artificial neural
network (details below), while the two outputs were joint
moments of the wrist and MCP. Because a single kinetic hand
model was used for all subjects, we trained one generic
kinematics-driven agent using a single 30 s kinematics dataset that
was collected from an arbitrarily chosen subject.

For a given time-step #, four simulated and 14 measured input
states were passed to the agent (Fig. 1, agent environment integra-
tion block). The four simulated input states were joint angle (o)
and joint angular velocity (&) of each joint of the kinetic hand
model obtained from prior time-step. The 14 measured input
states were measured angles of each joint at current (f3,) and future
timesteps (B 1> Pircas -+ Biires)> Where cl, ¢2, ..., and c6 were
0.2, 045, 0.6s, 0.8s, 1s, and 1.2 for each joint. Based on the
RL policy and states, the RL agent determined optimal joint
moment (7;). This joint moment was then used with the kinetic
hand model in a forward dynamics simulation to generate simu-
lated states for the next time-step (i.e., o1 and oy 1).

EMG-Driven Agent. The EMG-driven agent predicted joint
moment from measured EMG. The setup was identical to the
kinematics-driven agent, except (1) we trained subject-specific
EMG-driven agents for each of the six subjects, because each sub-
ject inherently had different EMG magnitudes and crosstalk arti-
facts for a given joint angle and joint torque; (2) they were trained
with a shorter data collection (15s), thus reducing computational
cost of forward dynamics in each iteration; (3) for each time-step,
measured inputs to the agent only contained four EMG channels
at the current time-step without any future insights because pre-
dictions were intended to mimic use in real-time HMI, making it
eight inputs in total (i.e., four simulated inputs obtained from prior
time-step + 4 measured inputs).
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Fig. 1 RL flow diagram illustrating agent-environment integration and reward and episode manage-
ment blocks. The agent-environment integration block includes an agent that acts according to the RL
policy and a kinetic hand model that runs forward dynamics to predict the states of next time-step.
The Reward and Episode Management block regulates the reward with respect to Egs. (1) and (2), and

controls the time-step of each episode.
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Table 1 Hyperparameters used during training

Training hyperparameters Value
Batch size 2048
Beta 150 x 1072
Buffer size 40960
Epsilon 0.2
Gamma 0.96
Lambda 0.95
Learning rate 1.00 x 10~*
Normalize True
Epoch number 3
Horizon time 64

The hyperparameters were defined in Schulman et al. [28] and
Juliani et al. [26]. Specifically, “Batch size” is the number of expe-
riences in each iteration of gradient descent; “Beta” is the strength
of entropy regularization; “Buffer size” is the number of experien-
ces to collect before updating the policy model; “Epsilon” influ-
enced how rapidly the policy can evolve during training;
“Gamma” is the reward discount rate; “Lambda’ is the regulariza-
tion parameter; “Learning rate” is the initial learning rate for gra-
dient descent; “Normalize” indicates whether to automatically
normalize observations; “Epoch number” is the number of passes
to make through the experience buffer when performing gradient
descent optimization; “Horizon time” indicates how many steps of
experience to collect per agent before adding it to the experience
buffer.

Reward and Episode Management. The initial reward of
each episode (i.e., a sequence of states-action-reward from the ini-
tial state to the terminal state) was to set to 0. For a given time-
step, t, absolute differences (Ao) between simulated (z;) and
measured joint angles (f,) were compared to an error threshold,
15deg (Fig. 1, Reward and Episode Management block). If the

absolute joint differences exceeded the threshold, the episode
reset to time-step 1 and the reward reset to 0. If absolute joint dif-
ferences were smaller than the threshold, the episode accumulated
reward according to

reward; = reward, | + f(Ax) + g(AT) 1)

where AT was the difference between the moment at time-step
t — 1 and the moment at time-step #; both function f(x) and g(x)
were of the form

a

f(x),8(x) “W+b

(@3]

where @ and b of f(x) were both 0.3, whereas a and b of g(x) were
both 0.1 and 0.3, respectively. f(x) granted greater rewards for
smaller absolute error between simulated and measured joint
angles, and g(x) granted greater rewards for less fluctuated joint
moments to simulate that human joint moments are typically con-
tinuous without sudden changes.

Reinforcement Learning Training. A free open-source RL
toolbox—unity machine learning agents [26], employing the prox-
imal policy optimization algorithm [28]-was used to update the
optimal RL policy for each agent. All trainings were performed
on a desktop computer with AMD Ryzen-7 1800X processor and
16-GB-RAM. Training hyperparameters are in Table 1.

The training procedures were ended by researchers when agents
were able to finish the whole training dataset without reset and
when there was no significant reward increase. During training, a
single policy controlled 20 agents that ran forward dynamics in
parallel. Though the 20 agents shared a single policy and same
measured dataset, actions of each agent varied during a training
session because of entropy regularization [28], thus increasing
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Fig. 2 The kinematics-driven agent cross-validation workflow using an example wrist joint dataset. Specifi-
cally, measured kinematics data (a) were passed to the trained agent to predict joint moments (b). The joint
moments (b) were then smoothed (c) using a local regression filter. Finally, the smoothed joint moment (c) was
validated by rerunning forward dynamics to predict joint kinematics and comparing to the original kinematics

data (d).
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Table 2 The RMSE error and the correlation coefficient of the wrist joint and MCP joint between the measured kinematics and
those estimated by the forward dynamic simulations using conventional inverse dynamics predicted joint moments and two types

of RL agents predicted joint moments

Conventional inverse dynamics

Kinematics-driven agent

EMG-driven agent

RMSE (deg) Correlation coefficient RMSE (deg) Correlation coefficient RMSE (deg) Correlation coefficient
# Subject Wrist  MCP Wrist MCP Wrist  MCP Wrist MCP Wrist  MCP Wrist MCP
1 29.8 14.8 77% 76% 7.9 6.7 99% 97% 13.6 10.6 95% 83%
2 1155 403 57% 45% 12.7 6.9 96% 95% 23.8 15.5 90% 79%
3 59.2  173.8 60% 1% 9.6 12.5 98% 93% 17.9 15.8 95% 87%
4 722 58.1 88% 34% 8.9 7.5 99% 95% 16.3 16.1 96% 78%
b 1574 115 45% 85% 14.3 5.4 97% 97% 19.1 11.8 96% 83%
6 80.6  27.6 23% 79% 6.0 11.0 97% 94% 9.9 10.5 91% 95%
Mean 858 543 58% 53% 9.9 8.3 98% 95% 16.8 134 94% 84%
(standard deviation) (44.9) (61.0) (23%) (33%) 3.1 (298 (1%) (2%) 4.8) (2.7 (03%) (6%)

simulation samples and converging speed [26]. Once trained, the
policy of the agent remained unchanged throughout movements.

Validation. We assessed predictions of the trained agents using
cross-validation. For the kinematics-driven agent, validation kine-
matics data were passed to a trained agent to predict correspond-
ing joint moments. Note that during the validation, the trained RL
agent was fixed; no additional learning/update of the agent from
reward was implemented. Resulting joint moments were
smoothed using a local regression filter (i.e., using weighted linear
least squares and second-degree polynomial model, spanning 2%
of total data points), and drove the kinetic hand model via forward
dynamics to predict joint kinematics over time without compensa-
tion (i.e., open loop simulation). Predicted kinematics were com-
pared with measured kinematics using Pearson correlation
coefficient and root-mean-squared error (RMSE) (Fig. 2). In order
to evaluate the performance of the RL trained agent, we also com-
pared it to conventional inverse dynamics for joint moment esti-
mation. Since there was no ground truth of actual joint moments,
we also compared the actual kinematics with forward dynamics
predicted kinematics over time without compensation using con-
ventional inverse dynamics-estimated joint moment as a driver.
The same validation approach was adopted for the EMG-driven
agents, except that predicted moments were not smoothed before
forward dynamics because they were intended to mimic use in
real-time HMI.

Active and Passive Moment-Angle(-Electromyography)
Relationship Extraction. We also tested if trained EMG-driven
agents could predict other biomechanical features without any
physiological knowledge, specifically active moment-angle-EMG
and passive moment-angle relationships. The active wrist
moment-angle-EMG relationship of each subject was obtained by
feeding each trained EMG-driven agent with wrist angles from
—80deg to 80deg (flexion and extension are positive and nega-
tive, respectively) and wrist muscle EMG from —4 to 4 times nor-
malized EMG (negative and positive EMGs represented
activation of extensors and flexors, respectively), while MCP joint
angle and EMGs of the other two muscles were held at zero. Pas-
sive wrist and MCP moment—angle relationships were extracted
by setting the trained agent’s EMG inputs to zero, and the wrist
and MCP angles swept from —80deg to 80deg and from —5 deg
to 70deg, respectively. The ranges of both joint angles were
selected because these were the ranges of motion common among
the collected kinematics of the six subjects.

Learning Transfer of Electromyography-Driven Agent. We
tested whether knowledge learned by the EMG-driven agent from
one subject’s data could be transferred to new subjects, thus

044502-4 / Vol. 143, APRIL 2021

increasing training speed. Instead of starting with random parame-
ters, we initialized training using a pretrained policy, obtained
from the training from another subject at 1 x 10° training steps
(i.e., a training step represents an iteration of gradient descent
optimization). The relationship between cumulative reward and
training step was compared to that of training for the same subject
dataset but initialized with random initial parameters.
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Kinematics-driven agent prediction
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-~ |D predicted
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100 | Rpredicted RMSE:6 5 A 3 o i
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Fig. 3 Comparison of measured kinematics of simultaneous
wrist and MCP movement to the those obtained from forward
dynamics driven by moments predicted from (a) the
kinematics-driven RL agent and conventional inverse dynamics
(ID), and (b) the EMG-driven agent. Example subject dataset is
shown. Flexion and extension are noted by positive and nega-
tive signs, respectively.
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Results

Training time for the kinematics-driven agent was 62 min, with
0.73 x 10" training steps. All EMG-driven agents reached rewards
that were greater than 400 within 6 h, equivalent to approximately
3 x 10° training steps.

Figure 2 shows cross-validation workflow for the trained RL
agent driven by an example of wrist kinematics. The predicted
joint moment remained noisy (Fig. 2(b)). However, the smoothing
filter removed the noise without compromising much on the kine-
matics prediction (Figs. 2(c¢) and 2(d)). Figure 3(a) shows the
measured wrist and MCP kinematics and the kinematics predicted
by the forward dynamic simulation without closed-loop error
compensation, driven by the kinematics-based RL agent and the
conventional inverse dynamics-estimated joint moments, respec-
tively. The kinematics predicted by the RL agent was stable
within the simulation period and correlated well with measured
joint kinematics data, with 98% = 1% (mean = standard devia-
tion) for wrist and 95% = 2% correlation coefficient for MCP
(Table 2). The RMSE for wrist and MCP were 9.9 *= 3.1 deg and
8.3 = 2.8deg, respectively. In contrast, the kinematics predicted
by the forward dynamic simulations without error compensation
using conventional inverse dynamics-estimated joint moments
tended to drift away from the measured kinematics and became

Wrist joint moment

Passive force, EMG =0

25 T T T T T
= B L RL model prediction 4
ZE, 151 — —e— — Formica et al., 2012 |
o — —4 — Delpetal, 1996
= 1
=3
Qostt~. 1
b= T
=0}t [ Y 4
S, ¢
H-05F T
=
= af «
15 1 L L L 5 1 L L L
-80 -60 -40 -20 0 20 40 60 80
Extended . Flexed
Wrist angle (°)
(c)

unstable after around 5 s of simulation due to accumulated estima-
tion and computational errors occurring in both inverse and for-
ward dynamics computation (Fig. 3(a)). The RMSE and
correlation coefficient between them were 85.8 =44.9deg and
0.58 = 0.23 for the wrist and 54.3 = 61.0deg and 0.53 = 0.33 for
the MCP joint, respectively (Table 2).

Figure 3(b) shows the measured kinematics and kinematics pre-
dicted by forward dynamic simulation without error compensa-
tion, driven by the EMG-based RL agent. Across all subject-
specific EMG-driven agents, the correlation coefficient between
predicted and measured kinematics was 94% * 3% for the wrist
and 84% = 6% for MCP (Table 2), while RMSE between pre-
dicted and measured kinematics were 16.8deg *=4.8deg and
13.4 deg * 2.7 deg, respectively.

The active and passive moment-angle(-EMG) relationships
were extracted from the trained EMG-driven agent. Specifically,
the trained EMG-driven agent predicted that wrist joint moments
were positively correlated to EMG level and negatively correlated
to joint angle (Fig. 4(a)). Similarly, predicted passive wrist
moment was negatively correlated to joint angle, which was con-
sistent with experimentally reported passive wrist joint moments
[29,30] (Fig. 4(c)). For passive moment coupling between the
wrist and MCP joints, MCP joint angle showed limited influence
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Fig. 4 Joint moment-generating features predicted by example EMG-driven agent. (a) RL-predicted joint moment with
respect to normalized EMG level and wrist joint angle. (b) 2D colormap of the joint moment-EMG-joint angle relationship and
dataset used to train the RL agent. The blue and red curves represent the training flexor and extensor muscle EMGs, respec-
tively. (c) Predicted passive wrist moment when all actuators are not activated (i.e., EMG = 0). Measurement comparison data
points are adapted from Refs. [29] and [30]. and (d) Active wrist moment predicted by RL agent when wrist joint angle is 0.
The kvalue represents the gradient of the linear regression of the curve in each region.
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Fig. 5 The passive moment coupling features (i.e., EMGs = 0) predicted by subject-specific EMG-driven
agents. (a) Colormaps of the passive moments of each subject as the wrist and MCP joint angle varied.
(b) Passive joint moments when MCP joint was fixed at the center point of the movement range (i.e., 33
deg) as wrist joint varied. (¢) Passive joint moment when wrist joint was fixed at the center point of the
movement range (i.e., 0 deg) as MCP joint varied. The solid line and the shaded area represent the mean

and standard deviation over the six agents.

on predicted passive wrist moment for all subjects, while both
wrist joint and MCP joint angles were generally negatively corre-
lated to the passive MCP joint moment (Fig. 5).

The collected training data only covered a portion of the possible
posture-EMG space (Fig. 4(b)), due to the nature of a free hand
movement. Active moment features predicted by trained RL agents
depended on the training data coverage. For example, when wrist
angle was zero, the linear regression gradient of the moment-EMG

curve was 0.945 in the region covered by the training dataset (i.e.,
unshaded region in Fig. 4(d)) while they were 0.260 and 0.284 out-
side the training dataset (i.e., shaded region in Fig. 4(d)).

The knowledge learned by the RL agent from one subject’s
dataset improved training speed when transferred to a new subject
dataset. When the EMG-driven agent was initialized with a prede-
fined policy that was trained on the dataset from another subject,
it still started with low cumulative reward, but the learning speed

Table 3 Summary of advantages and disadvantages of the RL agent

Description

Advantage

Avoided the error introduced by the second-order motion differentiation

Had relatively fast optimization speed compared to other forward-dynamics-based optimizations
Enabled learning transfer between subjects during training
Had better EMG error tolerance and made EMG excitation adjustment un-necessary

Enabled easy sensor expandability

Extracted informative subject-specific joint moment generating feature
Provided an additional layer of information for data-driven HMI tools

Disadvantages Relied on the scope of the training dataset

Still needed inertia properties for inverse dynamics
Had longer optimization time compared to optimizations that do not require forward
dynamics, such as pattern recognition and MSK parameters optimization by matching measured the joint moment
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was 3.6 times faster than when initialized with random parameters
(Fig. 6).

Discussion

In this study, we proposed an RL method, as an alternative
technique to conventional MSK-based approaches, to predict joint
moments based on either measured kinematics or surface EMGs
during free MCP and wrist movement. Estimated joint moments
from each RL agent used forward dynamics simulation (without
closed-loop compensation) to predict kinematics. Impressively
within the simulation period (15s), both RL agents can closely
approximate measured kinematics via open-loop simulation in
cross-validation. This suggests the proposed RL method is feasi-
ble to either provide an alternative approach to inverse dynamics
analysis or potentially be applied as an HMI tool. Reasonable
subject-specific joint moment-generating features can also be esti-
mated from the trained RL agents without physiological knowl-
edge, but it depends on the range of trustable scope and variations
covered by the training data. Advantages and disadvantages of our
RL approach (Table 3) are discussed below.

The kinematics-driven agent predicted the joint moment, and
subsequently joint kinematics via open-loop forward dynamics
simulation, more accurately and stably than the conventional
inverse dynamics (Fig. 3(a) and Table 2). This is because the con-
ventional ID method tends to amplify the kinematics measurement
noise during second-order differentiation when external force
measurements are unavailable, and the computation errors in both
inverse dynamics and forward dynamic processes accumulate
over time if no compensation is applied [5]. The open-loop simu-
lation became unstable after around 5s of simulation. The RL-
based kinematics-driven agent, on the other hand, showed more
robust and stable performance against these errors in the cross val-
idation within the simulation period due to the formulation of
reward function during policy learning. Yet, if a specific biome-
chanical application requires high accuracy for tracing given kine-
matics during forward dynamic simulation, additional feedback
control is needed to compensate the motion predication errors
observed in open-loop simulation. For the EMG-driven agent, our
approach yields comparable or better performance (i.e., higher
Pearson correlation coefficient and lower RMSE), compared to
the existing EMG-based HMI for continuous estimation of joint
motion during offline analysis, such as linear regression, artificial
neural network, and lumped parameter musculoskeletal model
[31]. It has been suggested that the correlation coefficient between
measured and predicted kinematics is more accurate indicator for
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Fig. 6 Cumulative reward of EMG-driven agent with respect to
training step. When training was initialized with random param-
eters (gray), the final reward was reached more slowly than
when the agent was trained with the same dataset but initialized
with a policy pretrained from another subject’s dataset (black).
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closed-loop HMI performance than the RMSE [32]. Specifically,
a closed-loop HMI operation requires accurate prediction the
user’s intended movement direction and speed for intuitive device
control, which can be reflected by the correlation coefficient. In
contrast, the RMSE may be introduced by the errors accumulated
over time during the forward dynamics process offline. It can be
greatly mitigated in a closed-loop, real-time operation with a
human in the loop. This is because human operator (controller)
can fine tune muscle contraction based on visual/haptic feedback
to compensate error between the intended and actual position.
Thus, one of our future works is to implement and evaluate our
developed EMG-driven agent in closed-loop HMI applications.

The RL method offers an innovative approach to obtain joint
moment from kinematics without using external force measure-
ments. In contrast to the standard Newton’s-Law-based inverse
dynamics that uses instantaneous timesteps and exact kinematics
measurements, the presented RL approach predicts joint moment
by using future timesteps and a range of kinematics within an
error threshold. Similar to the scenario of machine learning-based
autonomous driving [33], this allows the RL agent to learn to
“drive” the hand kinetic model along the “road” of measured kine-
matics, where future kinematics are like the road ahead and the
error threshold is like road width. Though the current application
is a simple planar hand model, this method has potential to extend
to a more complex system in the future, such as gait analysis with
limited or alternative (e.g., insole pressure sensor) ground reaction
force measurements.

The EMG-driven agent not only showed good prediction of
kinematics during cross-validation but also exhibited relatively
fast training speed compared to typical parameter optimization.
Training the EMG-driven agent to reach the saturated reward
without any previous knowledge took <6h for all participants,
while optimization time even for a lumped-actuator MSK model
was >10h in our previous study using a similar processor [2].
Fast training speed is achieved because: (1) in each iteration, for-
ward dynamics through the whole training data time range is not
required before the policy is updated. A nonoptimal policy is
likely to drive the kinetic model outside of the error threshold and
thus reset the episode early in the time range (Fig. 1). In contrast,
optimization approaches to obtain subject-specific MSK musculo-
tendon parameters via matching measured kinematics require for-
ward dynamics analysis of the whole dataset in each iteration. (2)
The training agent can learn from an array of hand kinetic models
that run forward dynamics in parallel, increasing the number of
learning sources and speeding up training. Additionally, we dem-
onstrated that RL training time can be further reduced if training
is initiated with a pretrained policy. Even if the policy is trained
from datasets of other subjects, it contains basic system informa-
tion (e.g., general EMG-force relationship), reducing iteration
number.

Other benefits of an EMG-driven agent include better EMG
error tolerance and easy sensor expandability. First, surface EMG
collected from the forearm is likely to be affected by EMG cross-
talk due to small muscle size [9]. Though EMG crosstalk is usu-
ally considered as noise, if the crosstalk is consistent, it can be
beneficial to data-driven RL because it amplifies signal magni-
tude. EMG adjustment adopted by Hoang et al. (2018) is also
unnecessary because it is embedded in the trained RL policy [10].
Second, new measured inputs can be easily added. When extra
inputs (e.g., additional EMG sensors, accelerometers) are added to
data collection, it is easy to include their data in the RL system for
performance improvement, without manually interpreting physi-
cal meaning of the data or altering the kinetic model.

The proposed RL method uncovers meaningful information
describing subject-specific joint moment features using only a
small amount (i.e., 15s) of measured data without any knowledge
of underlying physiological structure. For example, the simula-
tions demonstrated that predicted passive wrist moment was
greatly influenced by wrist posture but not MCP joint posture
(Figs. 4(c) and 5), while both wrist joint and MCP joint angles
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influenced passive MCP joint moment. This reflects observed
behavior of the physiological system [34]. Here, we present exam-
ple characteristics that can be elucidated using this RL approach;
additional features such as moment—joint angular velocity rela-
tionship, and active wrist and MCP coupling can also be easily
obtained by feeding the trained RL agent with relevant joint and
muscle states. This approach can identify important functional
behaviors for specific subjects, which has potential to assist in
MSK model development, medical diagnosis, and rehabilitation
progress assessment.

The proposed RL method provides researchers with additional
information for data-driven HMI tools. Though data-driven
approaches have shown great strength in designing HMI tools
[35,36], many function as black-boxes. For example, pattern
recognition—one of the most studied approaches in EMG-driven
devices—maps measured EMG signals to prescribed motions with
high classification accuracy [37], but the physical relationship
between muscle activation, joint moment, and joint motion is
ignored by the mapping. This results in difficulties configuring the
system and compromises system robustness—minor noise in an
EMG signal may result in unexpected motion results [36]. Using
the trained agent to predict joint moment and subsequently derive
joint kinematics using forward dynamics, however, can mitigate
such issues because (1) the agent predicts reasonably smooth
moment features (Fig. 4), where minor noise is unlikely to result
in sudden unexpected changes in behavior; (2) if there are unex-
pected kinematic outcomes, it is more intuitive for researchers to
identify the problem by examining predicted moment features.

One major limitation of the EMG-driven agent is that perform-
ance relies on the training dataset scope. The RL method is unable
to predict joint moment well when input EMG and joint angle are
outside the training dataset range. In contrast, an MSK model has
inherent knowledge of underlying MSK structure and EMG—force
relationship, so is able to predict reasonable results even with a
generic model [32]. However, the predefined and simplified struc-
ture may potentially limit such a model from capturing moment-
generating behavior of a specific subject. We therefore suggest
that future studies could potentially combine an RL agent and
MSK model to design a mutually complementary EMG-driven
controlle—for example, using the RL method when input states
are within the training region to provide finer control, and using
the MSK model when input states are beyond the training region
to provide physiologically based force estimations. Indeed,
including more variations in the training data and increasing train-
ing time can potentially improve performance of the agents, and
understanding the tradeoffs between them is critical future work.
It would also be valuable in the future to study the robustness of
EMG-driven RL agent against EMG variations caused by physical
or physiological changes over time (e.g., muscle fatigue) in order
to apply it for HMI applications. Interestingly, previous studies
showed robustness of EMG-based HMIs against the EMG varia-
tions for continuous motion estimation with real-time, human-in-
the-loop testing [32,38—40]. This is partly because of human adap-
tation; end users can instantly modify the level of effort to com-
pensate for the variations of EMG interface. Therefore, in our
future study, we postulate that our RL engine, when used as
EMG-based HMI with human-in-the-loop, is robust against a cer-
tain level of EMG signal variations. Our study is also limited by
the number of human subjects (n = 6) tested because this technical
brief only served as a proof of concept of using reinforcement
learning to predict joint moment. Despite the variations across the
participants, we demonstrated the proposed technique was able to
capture salient features of each subject by customizing the RL
policies based on each individual person’s data. In the future,
when our approach is used to evaluate human biomechanical char-
acteristics, more human subjects are needed. Furthermore, we
only tested a single learning transfer case between a pair of EMG-
driven agents, yet we believe a more thorough investigation that
requires repeated testing over multiple subjects and conditions (,
e.g., initial conditions with different pretrained steps and different

044502-8 / Vol. 143, APRIL 2021

ending conditions) is needed to better explore the potentials. One
limitation of the kinematics-driven agent is that although error
from motion differentiation is avoided, accuracy of moment esti-
mates still relies on estimated inertia; a generic model was used
here without subject-specific inertias. Both agents were tested in a
low-inertia regime with simple two degree-of-freedom planar
motion; future systematic examination of RL approach on more
complex systems is needed.

In conclusion, this study illustrates that an RL approach can be
an alternative technique to conventional inverse dynamic analysis
in human biomechanics study and EMG-driven HMI applications.
The study also illustrated that RL can reveal specific subject’s
joint moment-generating features. Future work will extend to
more complex systems like gait analysis and systematically exam-
ine integration RL method with MSK models.
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