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High-order discontinuous Galerkin Difference cut-cell
discretization

Sharanjeet Kaur * and Jason E. Hicken
Rensselaer Polytechnic Institute, Troy, New York-12180

We present a high-order discontinuous Galerkin difference (DGD) discretization for cut-cell
meshes. We leverage the DGD reconstruction procedure to ameliorate the small-cell problem
associated with cut-cells. Numerical experiments demonstrate that the conditioning of DGD
discretizations is insensitive to cut-cell sizes for linear problems in one- and two-dimensions.
In addition, results are presented that verify the accuracy of the DGD discretization applied to
the Euler equations.

1. Introduction

Computational Fluid Dynamics (CFD) has become an increasingly useful and powerful tool for aerospace engineers.
For example, high-fidelity CFD simulations are now routinely combined with optimization algorithms for design.

Nevertheless, the automation of CFD-based design optimization remains challenging, because human expertise remains
a common component of the mesh generation process.

The design optimization process can be automated in the case of simple geometries, for which grid generation
does not require user input or mesh movement does not introduce significant errors. However, in the case for complex
geometries, or geometries where the flow physics change significantly during the optimization, automation remains
challenging for conventional grid-generation workflows. Grid generation is especially difficult for high-order, conforming
meshes, in which boundary elements must be curved to match the surface. This has hindered the adoption of high-order
methods in industry, in general, and in design optimization, in particular.

Cut-cell methods can be used to enable high-order mesh generation for design optimization, since they offer the
potential to make the flow simulations around complex, curved geometries more robust and automated compared to
body-fitted meshes. Cut-cell methods have been used in many applications, including the full potential equations [1],
the Euler equations [2—7], the Navier-Stokes equations [8, 9], and the wave equation [10].

In cut-cell methods, the mesh often (but not always) begins with a Cartesian grid that does not conform to the
underlying geometry. The elements that intersect with the embedded geometry’s boundary are referred to as cut-cells.
Only the portion of the cut-cells lying inside the domain of interest are considered in the discretization, so these methods
must handle cut-cells of arbitrary shape. While cut-cell methods are typically applied to square/cube elements, they have
also been applied to triangular [9] and tetrahedral elements [11]. In the finite-element literature, the cut-cell method is
also known as CutFEM [12, 13].

Along with its potential benefits, there are also some difficulties with using cut cells. One of the challenges
encountered by this class of methods is the so-called small-cell problem. A cut-cell can be arbitrarily small depending
on how it intersects with the geometry, and these small cells may produce ill-conditioned Jacobians or unstable
discretizations [12]. Consequently, small cells may require severe time-step restrictions when an explicit time-marching
method is used [7], or a significant number of inner iterations when an implicit time marching method is used.

The small-cell problem has been addressed in several distinct ways, including cell merging [2, 3, 7, 11, 14, 15], in
which small cells are merged with larger neighbors; a wave propagation technique [4], in which the size of the stencil
at, or near, small cells is increased to maintain stability, and; stabilization [12, 16, 17], in which penalty terms are
introduced to couple the degrees of freedom in small cells with neighboring cells.

Cell merging, in particular, has been popular among different cut-cell methods to deal with the small-cell problem;
however, one of the problems faced by this method while dealing with the small-cell problem is that it may not always
be straightforward to decide on which cells should be considered “small”.

Specialized preconditioners have also been developed as a solution to the small-cell problem. For example, in [18]
the authors propose an optimal preconditioner in the sense that the resulting condition number is independent of the
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mesh size and the embedded boundary position for elliptic problems. However to the best of our knowledge, such
a preconditioner has not been developed for advection-dominated problems. Furthermore, preconditioning is not a
suitable solution to a restrictive CFL condition when using an explicit time integration scheme.

In this paper, we investigate a cut-cell version of the discontinuous Galerkin difference (DGD) method [19-21]
that does not appear to suffer from the small-cell problem. DGD discretizations are based on piecewise discontinuous
polynomial basis functions whose support extends over several elements; we believe the stencil of the DGD reconstruction
eliminates the small-cell problem without requiring special treatment. This claim is supported by the preliminary results
presented herein.

The rest of the paper is organized as follows. Section II presents the governing equations and their weak formulation;
the section also describes the level-set method used to represent the geometry and develop quadratures for cut-cells.
Section III provides the cut-cell DGD discretization for the Euler equations, and accuracy studies are presented in
Section IV. Finally, we conclude with a summary in Section V.

I1. Cut-cell finite-element formulation using level-sets

This section provides a high-level overview of how the cut-cell finite-element method can be used to discretize the
Euler equations of gas dynamics. Consider the strong form of the two-dimensional Euler equations:
ouU  oF, OIFy
ot ox ay

=0, VxeQ, (D

where the state variables are the conservative variables, U = [p, pu, pv, e]T , and the flux vectors are

pu pv
2
pu-+p pvu
Fr= , Fv=| 1
puv PV +p
(e+plu (e+p)v

The pressure is defined by the calorically perfect ideal gas law as p = (y — 1)[e — —(u +v?)], with y = 1.4. For
simplicity, we do not include boundary conditions for the time being.

We begin the discretization process by partitioning the domain into K elements of uniform size*; that is, Q = Uf:l Q
where Q, denotes the domain of a single element « with boundary I',.. Let 7 = max, vQ, be the nominal element size
(in 2D). To obtain the Galerkin weak formulation of the Euler equations, we multiply (1) by a test function and integrate
over each element to yield the following problem statement: find U € W (L) such that

/fV—dQ Z/ (—?X — )dQ +Zj§(v (Feny +Fyny)dle =0, VYV e W(Q),

2
where W(Q) is an appropriate function space. Note that we have used integration-by-parts on each element to arrive at
the weak form (2).

The infinite-dimensional problem (2) is transformed into a finite-dimensional problem by replacing W (Q) with
a finite element space, which we denote by W, (). Thus, the generic finite-element problem statement is to find
Uy, € W, (Q) such that

Z/ U awh o, Z/ (a%, awr,ry) dQ, +Zj§ VP (U U AT =0, VYV, € Wiy (Q),
3)

where F, (U, U ,,) denotes a conservative numerical flux function. The flux function depends on the trace value taken
from the interior of the element, ‘LI;;, and the trace value from the exterior of the element, U P the latter is based on the
numerical solution, for interior faces, or the boundary conditions, for boundary faces. The particular numerical flux
functions used in this work will be described in Section I'V.

*we consider non-conforming, Cartesian adaptive meshes later.
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In order to evaluate the integrals in (3), we need a quadrature rule for each element. We can use standard quadrature
rules for the elements that are not cut by the boundary; for example, tensor-product Gauss-Legendre quadrature rules for
quadrilaterals and hexahedral elements. However, for cut-cells — the elements intersected by the embedded boundary —
standard quadrature rules cannot be used, in general. In order to both identify and integrate over cut-cells, we leverage
the algorithms in [22], which brings us to the subject of level-sets.

A. Level-set method and cut-cells

Suppose we have a rectangular domain € that can be decomposed into a fluid domain, , the immersed boundary,
'y, and a solid domain, Q°, as shown in Figure 1(a). Let Q, be the domain of a single (uncut) element in Q.

We are only interested in the elements that intersect, partially or completely, with Q in the context of solving (3).
For the cut-cells, {Q,,x=1,2,3,...,K | Q. NIy 0}, we only want to integrate over that part of the cell lying in the
fluid domain, €, as highlighted by the tan-colored regions in Figure 1(b). Consequently, we are left with the problem of
(numerically) integrating over cut-cell domains and boundaries of arbitrary shape and size.

Finding suitable numerical quadrature rules for cut-cells is greatly simplified if we represent the geometry as a
level-set function [22] and this is the approach adopted in this work. In addition to representing the immersed boundary,
level-sets can also be used to quickly identify cut-cells and the elements lying inside/outside of the embedded geometry.
Level-set functions have been used in earlier works for this purpose; for example, see [10, 12, 23, 24].

I

N\
o r, 1)
G

(a) Cartesian mesh domain (b) Cartesian mesh with cut-cells
Fig.1 Example flow domain, embedded geometry, and background mesh.

To be more precise, if we wish to identify whether x € Q belongs to the solid domain, fluid domain, or immersed
boundary, we use a level-set function ¢ : R — R as follows:

o(x) <0, xe€Qf
d(x)=0, xely, 4)
o(x) >0, xeQ,

where the boundary of the embedded geometry is given by zero level-set of function ¢(x).

B. Quadrature rules for cut cells

Once the cut cells are identified, the next task is to generate an accurate quadrature rule for the corresponding
elements. The standard Gauss-Legendre quadrature rules are used for regular (non-cut) quadrilateral elements. For the
cut cells, we seek quadrature rules whose points lie strictly inside the portion of element « that intersects with € and,
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more importantly, we require the quadrature rules to have strictly positive quadrature weights. The requirement for
positive quadrature weights is motivated by our long-term interest in developing an entropy-stable cut-cell discretization.
Since we use a level-set function to represent the geometry, we can use the algorithm from Reference [24] to produce
quadrature rules for the cut-cells that satisfy our requirements.

The algorithm described in [24] provides high-order accurate quadrature rules to evaluate integrals over surfaces
and volumes defined implicitly via a level-set function restricted to a given hyperrectangle. Suppose Q, represents a
hyperrectangle (mesh element) intersected by the embedded geometry. Then the algorithm presented in [24] provides a
quadrature rule that meets our requirements; that is, all quadrature points lie strictly inside their respective domains,

x; € Q =Q, NQ, and all quadrature weights are strictly positive, w; > 0.

II1. Cut-cell DGD discretizations and their conditioning

As discussed in the introduction, one of the numerical challenges associated with cut-cell methods is the so-called
small-cell problem. Near the embedded boundary of the domain, some cut cells may be orders of magnitude smaller
than the regular (non-cut) mesh cells. This can produce system matrices (or Jacobians) that have eigenvalues with
relatively small modulus resulting in poor conditioning [25].

In this work we investigate the impact of the small-cell problem on a discontinuous Galerkin difference (DGD)
discretization. Since Galerkin difference (GD) basis functions extend over several elements, we hypothesize that
the discretization will automatically ameliorate the small-cell problem. The high-order GD method was originally
proposed in the context of continuous basis functions [26], but it was subsequently extended to discontinuous basis
functions [19, 20].

We adapt the DGD method of [21] to cut-cell meshes with the following differences: instead of using summation-
by-parts (SBP) operators for element-level operations, we use conventional discontinuous Galerkin basis functions; and,
instead of triangular elements, we focus on quadrilateral elements. The development of entropy-stable cut-cell operators
is a work in progress and will be included in a forthcoming paper.

A. DGD basis functions

The DGD method is a form of finite-element method, albeit based on non-standard basis functions. Therefore,
to familiarize readers with the method, we review the discontinuous basis functions used in the one-dimensional
formulation of the DGD scheme.

The discrete DGD solution is given by
K

up(x) = Z uihi(x), &)
i=1
where u; is the discrete solution at the center of element i and i; (x) is the corresponding discontinuous basis function.
The discontinuous basis function in one dimension is given by

Pri(x), ifxe <x <xyq1,andi € Sy,
Yi(x) = .
0, otherwise,

where S, is the stencil of element «, which is defined later. The function P, ;(x) € P, (€,) is the pth order Lagrange
interpolant that satisfies the interpolation conditions

I, x;j=x,
Pri(xj) = {O, otherwise,
where x; is the center of an element in the stencil S,.

The interpolation condition is satisfied for one-dimensional basis functions, but for two- and three-dimensional
unstructured grids it will be violated since we only solve the interpolation conditions in a least-squares sense. Nevertheless,
the resulting DGD basis functions are still able to exactly represent polynomials of total degree p, provided the stencil
S is unisolvent for P, (€2,).

The stencil S, of an element « is the set of all degrees of freedom that directly influence the solution on element «;
typically, the stencil S, consists of « itself and some of the neighbouring elements. Starting from «, elements are added
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(a) Non-cut domain

(b) Cut-cell domain

Fig. 2 Domain for 1-D advection

to the stencil S, recursively (based on face-adjacent elements) until the stencil is sufficiently large to exactly represent
degree p polynomials. For more details, see [21].

B. Role of DGD basis in avoiding the small-cell problem

One of our primary motivations for this work was a hypothesis that DGD would not suffer from the small-cell
problem. Our hypothesis is based on the following, informal reasoning. A DGD basis function extends over several
elements; consequently, even if an element associated with basis « is small, the influence of the basis function itself
remains significant. In other words, the equation associated with such a basis function is not poorly scaled, and the
system remains well conditioned.

We test this hypothesis by investigating the condition number of the stiffness matrix for two linear partial differential
equations over a range of cut-cell sizes.

1. One-dimensional advection PDE
The one-dimensional advection equation (6) is solved using the discontinuous Galerkin (DG) and DGD methods.
The domain is cut at the right end as shown in Figure 2(b). Figure 2(a) shows the non-cut domain.

ou
—-a— = A4 Q
a o T, x e€Q, ©)

U =Uyp, x =1-ph,

where Q = [0, 1 — Bh] with 8 = 1 — @, the advection velocity magnitude is @ = 1, and the exact solution is U = e*. The
cut-cell size is given by ah with 0 < @ < 1, where, & is the cell size for a non-cut cell.

In order to study the condition number for different cut-cell sizes, the right boundary cell is cut at different locations;
the condition number of the stiffness matrix is then evaluated for each cut-cell size using for both the DG and DGD
discretizations. For completeness, we compare with the condition number that results when the cut-cell is merged with
its neighbor.

Figure 3 shows the condition number versus cut-cell size for the DG, the cell-merged DG, and the DGD methods.
We see that the condition number for DG increases rapidly as the cut-cell size decreases, as shown in Figure 9(a). In
contrast, for DGD the condition number remains constant with decreasing cut-cell size; see Figure 9(b). The behavior
of DGD is similar to the cell-merged DG case, as shown in Figure 9(c), except for one difference. For cell-merging, as a
approaches 1 the condition number grows substantially, so the choice of when to merge a cut-cell with a neighbor is
quite critical. In contrast, DGD eliminates this dilemma, since it remains well conditioned for all & € [0, 1].
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Fig. 3 Condition number vs cut-cell factor, o, for a one-dimensional advection PDE

2. Two-dimensional Poisson PDE

Next, we consider the two-dimensional Poisson PDE,

-AU =F,

VxeQ,

(7

on a square domain, Q = [0, 1]?, in which a circle with center at (0.5, 0.5) is embedded, as shown in Figure 4. The
radius, r, of the circle is varied to obtain cut-cells of different sizes. The PDE is supplied with the following Dirichlet

and Neumann boundary conditions;

U =Uyp, VxeTl, ®
nVU = Uy, Vxely,
where I' is the outer boundary of the domain and I';, is the circular immersed boundary.
0 02 04 06 08 !
09 0.9
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0 \\ = / 0.3
02 0.2
01 0.1
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Fig.4 Cartesian mesh with embedded circle
In this case, the cut-cell factor is given by
_ Area of the smallest cut-cell ©)

Area of non-cut cell
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In this case, we use DG with a Symmetric Interior Penalty Galerkin (SIPG) [27] penalty for the interface flux
functions. For the DGD case, we use GD basis, in addition.

Figure 5 compares the condition number of the stiffness matrix for two discretizations. The Figure 5(a) shows the
condition number using the DG method for different cut-cell sizes. As observed in the one-dimensional advection case,
the condition number also increases significantly as « is decreased. And, again, for the DGD case, the condition number
remains almost constant with decreasing «.

20 > 108
10 -@- p=1 —0- p=1
— p=2 — p=2
=& p=3 —A— p=3
—— p=4 —- p=4
107 | 10% w
3 3 \—//H———A—H-A
c c
o <]
o 101 o -\.//;/./.__—._—".'.
10 104+ W»
50
° 10° 3 2 1 0
1073 1072 10" 10° 10 10" 10 10
cut cell factor, o cut cell factor,
(a) DG (b) DGD

Fig. 5 Condition number vs cut-cell factor, a, for a two-dimensional Poisson PDE

The above tests support our hypothesis that DGD will alleviate, if not eliminate, the small-cell problem. As
mentioned earlier, the small-cell problem has been addressed previously in several distinct ways. The advantage of the
DGD method is that it does not require any special treatment for cut-cells beyond the aforementioned quadrature rules.
This makes the DGD method straightforward to implement for complex geometries.

IV. Accuracy studies

This section presents numerical experiments that further explore the DGD cut-cell discretization. In particular,
we investigate accuracy in the context of Cartesian adaptive meshes and the Euler equations of gas dynamics. The
discretization is implemented using the open source finite element library mfem [28] and the quadrature algorithm
of [24].

A. Steady isentropic vortex problem

To verify the accuracy of the Euler-equations discretization, we begin by solving the steady isentropic vortex problem
using the cut DGD discretization, and we compare the results against those obtained using the conforming-mesh DGD
discretization. We chose the two-dimensional isentropic vortex because it has an analytical solution and, thus, is useful
for verifying accuracy.

The two-dimensional isentropic vortex is a simple flow consisting of circular streamlines and radially varying density
and pressure. The exact solution for the two-dimensional steady vortex problem is defined as

-1 P2\ [T
p(r) = p; 1+72 Miz(l——lz)l , u(r,9)=—p‘/EMasin6’,
’ L (10)
1
v(r,0) =p EMa cos 6, e(r,0) = P + —pré,
\V p y-1 2

where r is the radial polar coordinate, and r; = 1 is the reference radius. The density and Mach number at r; are given
by p; = 1 and M; = 0.5, respectively. Here, u, v, e are calculated using the isentropic gas relations and M,, is the local



Downloaded by Jason Hicken on January 5, 2021 | http://arc.aiaa.org | DOI: 10.2514/6.2021-1939

mach number given by

2
y—1

a=

-1
(%)7 (1+%(y—1)Mi2) —ll.

The domain for the steady-vortex verification is a quarter annulus: Q = {(r,0)| 1 <r <3, 0 <0 < 7/2}. The
conforming mesh is created by generating an N X N quadrilateral mesh in polar-coordinate space. For the cut-cell
domain case, the background mesh is a simple Cartesian mesh with domain {(x,y) |0 < x < 3, 0 < y < 3}, generated
using an N X N quadrilateral mesh in Cartesian space. A slip-wall boundary condition is applied along the inner radius
at r = 1, and the exact solution is supplied to incoming characteristics on the remaining boundaries. For the slip-wall,
the numerical flux is defined by the Euler flux with the normal component of the velocity projected out. Finally, we use
the Lax-Friedrichs flux function along interior interfaces.

The solution for p = 3, N = 80 is shown in Figure 6 for conforming (non-cut) and cut DGD discretizations. The
rough edge for cut-cell DGD solution is a limitation of the plotting software and does not reflect the true domain.

Figure 7 compares the L? density error calculated from the two DGD discretizations as a function of element size
h = 1/N. The results show that degrees p = 1 and p = 3 have closer to optimal p + 1 rates of convergence — both
non-cut and cut — while p = 2 is sub-optimal. Similar sub-optimal behavior for p = 2 was observed in [21].

X
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12 14 16 18 2 22 24 26 28 33
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4 6 —212 2 6 —212 2

Y Jo—a 4 Y _21 &
208 208
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08 2.0e+00 2.0e+00

(a) conforming (non-cut) DGD discretization (b) cut-cell DGD discretization

Fig. 6 Density solution for p = 3, N = 80

B. Flow over an ellipse

Next we solve the Euler equations to model the flow over an ellipse. We selected the ellipse problem because it
approximates an airfoil while having a simple level-set function. We are currently developing a level-set approach for
more general geometries.

The ellipse is placed inside a 40 x 40 square domain and a background mesh is constructed using quadrilateral
elements as shown in Figure 8. The ellipse is centered at (x, y) = (20, 20), and its level-set function is

_(x=20)\* (y-20)°
¢(x’y)‘( 0.5 ) +( 0.05) -l an

The elements in the initial, coarse mesh are refined isotropically (i.e. split into four equal-sized cells) in a non-conforming
sense starting from the cells that are cut by the embedded ellipse. The refinement is constrained such that elements have
at most two elements along any edge.

The Mach number for the flow is set to M = 0.5 and the angle of attack is zero. Along the edges of the square
domain, far-field boundary conditions are imposed using a characteristic-based numerical flux function. As with the
isentropic vortex, the slip-wall boundary condition at the surface of the ellipse is imposed by removing the normal
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(a) conforming (non-cut) DGD discretization (b) cut-cell DGD discretization

Fig.7 L’ density error comparison using DGD for non-cut and cut-cell domain

component of the velocity in the state when evaluating the Euler flux. Unlike the isentropic vortex, we use the Roe
numerical flux [29] for the fluxes between interior element interfaces.

We plot density contours for the ellipse problem in Figure 9. Contours are shown for degrees p = 1,2, and 3 DGD
discretizations. Density contours closer to the leading and trailing edges are shown separately in Figures 10 and 11,
respectively. Qualitatively, the three discretizations produce similar contours, although the higher order results are
slightly more symmetric.

For a more quantitative comparison, the drag on the ellipse is evaluated using the same three discretizations and
the resulting values are listed in Table 1. For this inviscid and isentropic flow, the analytical value of the drag should
be zero. However, numerical dissipation introduces error into the numerical solution, and this is reflected in the drag
values in Table 1.

We see that the drag error is roughly equal across the three orders of accuracy, and the high-order methods show
no significant advantage; while the drag error for p = 3 is half that of p = 1, we observe that the error for p = 2 is
higher than the lowest order scheme. We believe that additional refinement will improve the accuracy of the high-order
methods more than the p = 1 scheme; unfortunately, the (serial) limitations of our implementation relegate such a study
to future work.

Before concluding this example, we remark that all three degree-p discretizations have the same number of degrees
of freedom, unlike DG methods on the same mesh.

Table 1 Drag values for flow over an ellipse

degree (p) 1 2 3
Drag 0.000317462  0.000380608 0.00015232

V. Summary and future work

We have presented a DGD discretization for cut-cell meshes, and we have verified our hypothesis that the DGD
stencil helps to alleviate the small-cell problem. Results were presented that verify the accuracy of the discretization in
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Fig. 8 Background mesh for the ellipse problem
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@p=1 b)yp=2 ©p=3

Fig. 9 Density contour plot, full domain

@ p=1 by p=2 ©p=3

Fig. 10 Density contour plot, leading edge

@ p=1 b)yp=2 ©p=3

Fig. 11 Density contour plot, trailing edge
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the context of the Euler equations. Future work will address entropy stability and level-set functions for more complex
domains. We are also seeking a formal theoretical explanation for the favorable conditioning of the cut-cell DGD
method.
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