
QEI: Query Acceleration Can be Generic
and Efficient in the Cloud

Yifan Yuan1, Yipeng Wang2, Ren Wang2, Rangeen Basu Roy Chowhury2, Charlie Tai2, Nam Sung Kim1

1UIUC, 2Intel
{yifany3, nskim}@illinois.edu {yipeng1.wang, ren.wang, rangeen.basu.roy.chowhury, charlie.tai}@intel.com

Abstract—Data query operations of different data structures
are ubiquitous and critical in today’s data center infrastructures
and applications. However, query operations are not always
performance-optimal to be executed on general-purpose CPU
cores. These operations exhibit insufficient memory-level paral-
lelism and frontend bottlenecks due to unstructured control flow.
Furthermore, the data access patterns are not cache- or prefetch-
friendly. Based on our performance analysis on a commodity
server, query operations can consume a large percentage of the
CPU cycles in various modern cloud workloads. Existing accelera-
tor solutions for query operations do not strike a balance between
their generality, scalability, latency, and hardware complexity.

In this paper, we propose QEI, a generic, integrated, and
efficient acceleration solution for various data structure queries.
We first abstract the query operations to a few regular steps and
map them to a simple and hardware-friendly configurable finite
automaton model. Based on this model, we develop the QEI
architecture that allows multiple query operations to execute
in parallel to maximize throughput. We also propose a novel
way to integrate the accelerator into the CPU that balances
performance, latency, and hardware cost. QEI keeps the main
control logic near the L2 cache to leverage existing hardware
resources in the core while distributing the data-intensive
comparison logic to each last-level cache slice for higher
parallelism. Our results with five representative data center
workloads show that QEI can achieve 6.5×∼11.2× performance
improvement in various scenarios with low overhead.

Index Terms—data query, on-chip accelerator, near-cache
processing

I. INTRODUCTION

Nowadays, the combination of diverse applications and

infrastructure in data centers has created great challenges for

both cloud service providers and chip makers in improving data

center hardware’s performance and efficiency. Researchers have

explored the adoption of specialized hardware (or accelerators),

such as FPGAs [12, 28, 49, 66] and GPUs [9, 17, 31], to

improve the performance and efficiency of important parts (com-

pute kernels) of such workloads. These accelerators are usually

connected to the CPU via an I/O interface such as PCIe. Due to

the long communication latency between the core and the PCIe

device [41, 58], the compute kernel has to run for a significant

amount of time to amortize the communication overhead, mak-

ing them unsuitable for accelerating fine-grained and latency-
sensitive operations [7]. One such operation is data query.

Data query (or lookup), in general, refers to the process

of retrieving data for a given key from one of a handful

of popular data structures (see Sec. II for details). Query
operations exist in almost all data center workloads. For

example, a firewall can use a list of blacklisted keywords

to query on a traffic flow to identify malicious requests; a

network packet can query on a routing table to determine

the output port in a virtual switch; a web server can send

query to a database to retrieve a user’s profile. Optimizing

such operations can benefit a wide range of workloads.

In addition to numerous software optimizations for query

operations, there have been a few proposals to use specialized

hardware to accelerate these operations [25, 45, 48, 54, 79, 81].

Almost all of them propose to offload the query operations

entirely or partially to an accelerator integrated inside a

CPU chip. Compared with PCIe-based devices, these on-chip

accelerators considerably reduce the communication overhead,

making them appealing for the query operations.

However, there are still substantial limitations with these

existing solutions. First, the accelerator should efficiently deal

with a wide range of popular applications to justify being

integrated into a general-purpose CPU. Most existing solutions

either focus on a particular application (e.g., only hash table

lookups are accelerated [79, 81]) or require multiple instances

to support different data structures [45], all of which lack

generality and efficiency. Second, many existing proposals

assume a loose integration of the accelerator with the CPU

cores, which still has latency concern, given query operations’

strict latency sensitivity in many workloads. Third, the

hardware complexity and cost of these solutions make them

less practical. For example, the queried data structures seldom

reside in a contiguous memory address space (i.e., larger than a

4KB page) [8, 26], which necessitates an address translation of

some sort and may require a dedicated memory management

unit (MMU) in the accelerator for it to be high-performance.

This incurs non-trivial on-chip hardware costs (see Sec. VII

for detail). These limitations make many of the existing

proposals less attractive for a general-purpose platform. It is

highly desirable to have a versatile, efficient, and balanced

accelerator design with low latency and high throughput.

To this end, we propose QEI, which strives to achieve this

fine balance. We first investigate the processing steps of various

data query operations on popular data structures and observe

that they share very similar inputs/outputs and execution pat-

terns. Based on this observation, we abstract data query opera-

tions using five steps with three types of operations: memory ac-

cess, comparison, and arithmetic. With this abstraction, we can

map each data query operation to a distinct configurable finite

automaton (CFA) – a finite automaton with fixed transition rules
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but configurable parameters. We design QEI to be capable of ex-

ecuting these CFAs in a way that makes it possible for a single

accelerator to process multiple types of data query operations,

improving the performance for a wide range of workloads.

QEI consists of three main components: (1) a Query State

Table to store the state information of in-flight query operations,

(2) a CFA Execution Engine that is capable of supporting

multiple CFAs for different data structures and can be extended

via firmware update to support new data structures, and (3)

a Data Processing Unit comprising of various processing

elements such as ALUs and Comparators. The query is initialized

by a new instruction (with two flavors) and is processed by the

appropriate CFA model for state transitions and intermediate

data processing via micro-operations. Depending on the flavor,

the result is returned to either the core or the designated

memory space. Such architecture enables QEI to support a wide

range of queries efficiently with shared hardware resources.

Regarding how the accelerator should be integrated into a

CPU, prior works generally explore two directions. They either

use a distributed design by integrating the accelerator in the core

or last-level Cache (LLC) (see Fig. 6a) or a centralized design

by placing the dedicated accelerator hardware away from the

core tile (connected to the on-chip fabric through a dedicated

port) (see Fig. 6b). In this paper, we propose a novel integration

scheme that builds on the advantages of these schemes to bal-

ance throughput, latency, and design complexity. More specif-

ically, in our integration scheme, the accelerator is tightly cou-

pled to the core while still being able to extract a large amount

of memory-level parallelism (MLP) by overlapping many query

operations (see Fig. 6c). We place the majority of QEI close

to each core’s L2 cache and second-level TLB (L2-TLB) for

resource sharing and put the Comparators into the Caching and

Home Agent (CHA) of each LLC slice to avoid moving large

amounts of data into private caches. With this scheme, QEI can

conveniently leverage L2-TLB for address translation while per-

forming the data-intensive comparisons in a near-data fashion to

exploit parallelism in Non-Uniform Cache Access (NUCA) [37,

44] design, as well as to avoid private cache pollution.

We evaluate QEI using the Sniper simulator [11] with five

representative cloud data center workloads. The results show

that QEI can achieve ∼8× speedup on average and as high

as ∼10× speedup over the baseline software implementation.

We also demonstrate how the integration schemes impact the

performance delivered by the accelerator.

II. BACKGROUND AND CHALLENGES

A. Data Structures in Cloud Workloads

Cloud workloads in data centers are usually data-

intensive [26, 42], and the data is typically organized in

various data structures with different performance and memory

trade-offs. In this section, we discuss the characteristics of

some popular data structures.

Hash Table. A basic hash table is an array where one can

store each key-value pair at a dedicated location indexed by

hashing the key. Hash tables often appear in network function
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Fig. 1: Percentage of data query operation among total

execution time in different workloads (data structures).

virtualization (NFV) environments, where network functions

run on general-purpose servers instead of specialized hardware

boxes [36, 56]. Some examples of such network functions are

virtual switch [63], firewall [29], and load balancer [21]. Hash

tables are also used for in-memory key-value stores [24] and

machine learning workloads [13, 73].

Tree.1 Tree is a hierarchical data structure with each tree node

storing the key and data. One of the most popular tree data

structures used in the cloud is the object tree managed by

runtime languages for garbage collection. For example, the

garbage collector in Java Virtual Machine (JVM) maintains the

live objects in a tree data structure [1]. A garbage collection

event causes a traversal of the object tree to mark and move

live objects and recycle dead ones. As most cloud applications

are written in managed languages such as Java, garbage

collection is a major consumer of CPU cycles [55].

Trie. We distinguish trie from tree because they have distinct

implementations and usages. In a basic trie, each child node is

indexed by a distinct byte. The node itself does not store a key.

Instead, the path to a leaf node implicitly represents a unique

key. Trie is commonly used for literal matching or prefix

matching. For example, in networking workloads, a routing

table applies longest prefix matching (LPM) on IP addresses to

decide a route [4, 67]. Intrusion prevention systems (IPSs) use

literal matching to decide if a networking request is malicious

by matching the request’s content with a list of keywords [16].

Linked list. Unlike trees and hash tables, linked list is a data

structure that can be more easily extended and maintained

during runtime. People usually choose linked list when data

updates happen frequently. For faster data query speed, a

special type of linked list called skip list [65] is also widely

used. Skip list keeps its data sorted and maintains multiple

levels of linked list so that the query thread can skip nodes

during traversal. One can find skip list usages in database

applications such as RocksDB [23].

To better demonstrate the overheads of query operations

in cloud workloads, we conduct a profiling study with DPDK,

RocksDB, and FLANN on a commodity server with two Intel®

Xeon® 8160 CPUs [40] and 64GB DDR4 memory (see Sec. VI

for benchmarks details and configuration). Based on our

performance profiling with Intel® VTune® [39] and previous

works [27, 55], as summarized in Fig. 1, the data query

1We do not strictly distinguish tree and graph since they share similar
operations from the hardware point of view. For graph-specific issues, such as
circle handling, programmers need to properly deal with them in the software.
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operations in various workloads take up 23%∼44% of the CPU

time. We further use vTune’s top-down analysis to investigate

the architectural bottleneck of query operations. Workloads can

be categorized as being backend bound or frontend bound. We

find hash table queries to be backend bound due to the excessive

amount of data accesses. For instance, DPDK workload is

7.5% frontend bound and 63.9% backend bound2. We observe

higher frontend pressure for queries into lined list or tree

due to the large number of instructions and data-dependent

branches, primarily from pointer chasing. Specifically, the

RocksDB workload is 25.9% frontend bound and 9.5%

backend bound. Although the out-of-order (OoO) execution of

the modern CPU core helps with instruction-level parallelism,

we find each query operation can easily generate hundreds

of dynamic instructions. Core’s ROB and Load-Store Unit can

be quickly saturated. These findings motivate us to accelerate

query operations by reducing data access overhead (backend

bottleneck), dynamic instruction count (frontend/backend

bottleneck), and irregular control flow (frontend bottleneck).

B. Challenges of Designing Query Accelerator

Challenge 1: generality. Query operations on different data

structures can have distinct implementations in software.

Previous works only focus on accelerating a specific operation

on a particular data structure [45, 79, 81] or develop specific

hardware for each data structure [48], resulting in restricted

usage scenarios and poor extensibility.

Challenge 2: latency. We find that previous accelerator studies

rarely discuss the communication latency between the CPU

core and the accelerator. This is partially attributed to the long

execution time of many offloaded computing kernels, which

amortizes such latency. For example, one can offload a large

portion of the computing time in machine learning workloads

to a GPU or a dedicated accelerator [17, 62]. Communication

only happens at the kernel initialization and the data retrieval

stages, which is amortized by the kernel’s long execution time.

However, not all use cases can tolerate such latency. For exam-

ple, as discussed by Kalia et al. [41], the average networking

response latency can be tripled when operations are offloaded

to a GPU. Our targeted query operations are fine-grained and

often used in latency-sensitive workloads, including networking

and database applications. The jitters and latency to serve each

query are critical to the observed quality of service [15, 69, 72].

Challenge 3: design complexity and cost. Adding an

accelerator to the CPU die means reduced area and power

budget for CPU cores and other components. When the

accelerator is not used, it becomes dark silicon, wasting area

and leakage power [22]. Hence, it is desirable to minimize the

area and power consumption by the accelerator. One example

is the MMU, which can substantially increase the hardware

cost of an accelerator. Previous works either assume largely

consecutive memory space via huge page [35, 54, 79] or

dedicated memory management hardware [5, 48]. Using huge

2These numbers show the percentage of unused pipeline slots caused by
either frontend or backend issues.

Comparison
Result

Item (bucket, node, …)

Match

Mis‐
match

Key & Starting Addr
Hash

Fig. 2: Abstraction of query operations.

struct node{
void* _key; void* _value;
struct node *_next;

};
...
void* query_linkedlist
(void* key, struct node *root){

struct node *current = root;
while(current != NULL){

if(!memcmp(current->_key, \
key, KEY_LENGTH)){

return current->_value;
}
current = current->_next;

}
return NULL;

}

voidvoid* query_linkedlist* query_linkedlist
((voidvoid* key,* key, structstruct node *root){node *root){

dstructstruct node *current = root;node *current = root;

ifif(!memcmp(current->_key, \(!memcmp(current->_key, \
key, KEY_LENGTH)){

p
key, KEY_LENGTH)){

l

}}
return
}
return NULL;NULLNULL;

Item (node)
Key & Starting Addr

Comparison

Item (node)
Result

Result
}}
current = current->_next;
}
current = current->_next;

returnreturn current->_value;current->_value;

List 1: Routine of the linked list query and its corresponding

steps in the abstraction.

page can easily cause fragmentation, and there is no guarantee

that huge pages are available on a system that is not freshly

booted. Using dedicated hardware, on the other hand, increases

the hardware area and power budget significantly. Later on,

we will show that an extra TLB can take a significant amount

of area in silicon (see Sec. VII).

III. ABSTRACTING QUERY OPERATIONS

Data queries, regardless of the exact type of the data structure,

have very similar characteristics. In this section, we summarize

these similarities and build an abstract model that can fit

different data structures and query algorithms (see Fig. 2).

Input/output. Each data query operation requires two inputs

and one output. The first input is the key to be queried, and

the second input is a pointer to the data structure (starting

address). Both inputs can be passed to the accelerator through

reference, i.e., via pointers to memory locations. The output

(result) of the operation is the data being queried, e.g., a

node in a linked list. In real applications where the result can

be large, a pointer to the actual data is used as the result.

Execution pattern. Given the inputs, the query operation

starts by accessing an initial location in the data structure. For

a tree and a linked list, the query begins at the root node. For

a hash table, an offset is generated by hashing the key, and

the query operation starts from starting address + offset.

For each item in the data structure (either a node in a tree or

linked list or an entry in a hash table bucket), the item’s key

is read out and compared against the queried key. If the keys

match, the associated data is returned as the result of this

query operation. Otherwise, the query operation will iterate

to the next item linked by the current one until a match is

found or all potential items have been examined.

We demonstrate the execution pattern with a linked list

query operation shown in List 1. Other data structures share

similar flows for query operations with minor modifications.
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IDLE MEM

MEM.N

MEM.K

COMP DONE
1

2

3

4

5
6

7

8

1. {inst, , mem.node & mem.key req}
2. {mem.node recved, , }
3. {mem.key recved, , }
4. {mem.key recved, , comparison}

5. {mem.node recved, , comparison}
6. {comparison recved, mismatch, mem.node req}
7. {comparison recved, match, send final result}
8. {final result sent, , }

Fig. 3: CFA of linked list query operations. State transition

format: {trigger event, condition(s), action(s)}.

A. CFA Model

Given the common inputs and output, and the formalized

execution patterns, we observe that data query operations

can be easily represented as CFA. Typically, accelerators use

fixed pipelines or functional elements to implement specific

algorithms. However, we choose CFA as our model because

(1) the steps in data query operations are relatively regular

and fixed, which fits the expressiveness of a CFA’s state

transitions. (2) CFA enables us to decouple the control logic

and the execution units in the hardware design. Different query

operations can share the same execution units (e.g., ALUs and

Comparators) to amortize the hardware cost and maintain high

generality. (3) Compared to the basic finite automaton, CFA is

more flexible and enables us to process multiple instances of

a single data structure with different parameters. This allows

us to implement multiple CFAs in the accelerator to support

various data structures and query algorithms efficiently.

We continue the linked list example to illustrate how CFA

can be applied to a query operation in detail (see Fig. 3).

Then we briefly describe how the other data structures differ

from the linked list. A query instruction will trigger the idle

CFA to issue memory requests for both the queried key and

the starting node ( 1 ). Depending on the order in which the

results of these two requests are returned, the CFA executes

the first comparison via 2 4 or 3 5 . If the comparison

result is “mismatch”, the CFA goes back to “MEM.N” state

and issues the memory request for the next node ( 6 ). The

operation continues until a “match” is found, or the next node

is NULL. If a “match” is found, the CFA returns query result

(the node’s value) and becomes idle again via 7 8 .

Querying a binary search tree or a skip list is similar to linked

list, with a slight modification to the comparison state (adding

“>” and “<” to know the traversal direction for transition 6 ).

For a trie, the next node is indexed by one or more bytes of

the queried key. Within a node, we search an index table (e.g.,

an array) for a match to traverse to the next node. Between

“MEM.N” and “COMP”, we can insert a state to search the

index table. The CFA transits to “DONE” state when we cannot

find a match or the node is the leaf node. For a hash table query,

one extra state for hash calculation needs to be inserted before

1 . For 1 , the memory node is now a key bucket indexed

by the hash value. Also, 6 will load the next entry from

the same bucket. With these basic states and transitions, the

Starting
Addr Type Subtype Key Length Stucture 

Size Flags
8B 4B 4B 8B 8B 32B

Fig. 4: Format of data structure header (with field size).

accelerator can even operate on combined data structures such

as a hash table of linked lists. To achieve this, we can treat each

combined data structure as a unified and unique data structure

and assign a unique “subtype” and a dedicated CFA to it.

B. Software Usage Model

As noted above, the accelerator should contain multiple CFA

models to support different data structures and query algorithms

with the same hardware components. To initiate a specific

query operation, the software needs to communicate the

specifics of the data structure and the query to the accelerator.

This allows the accelerator to use the appropriate CFA and

configuration/parameters for the query. For example, the

accelerator needs to know the length of the key for comparison.

It also needs to know the type of the data structure to invoke

the appropriate CFA for the query. These configuration

parameters are uniquely specified for each queried data

structure. We call this set of configuration parameters the

“metadata”. We define a single-cacheline (i.e., 64B) header to

store the metadata (see Fig. 4). This header’s fields include the

pointer to the data structure, type and subtype (e.g., number

of entries in a hash table bucket) of the data structure, the

length of the key stored, the size of the entire data structure

(for static data structures such as hash table), other flags and

reserved bits for future extension. The software is responsible

for populating the header properly, and the CFA parses the

parameters from it before executing a data query operation.

IV. QEI DESIGN

A. QUERY Instructions

To initiate the query operations on QEI and leverage the

software abstraction we built in Sec. III, we define an instruction

called QUERY. This instruction has two flavors – (1) blocking

and (2) non-blocking – which target two distinct use cases.

QUERY_B reg.key/result mem.header_addr
This instruction sends the header_address and key_address

to the accelerator and waits for the result to be returned in

the same register as key_address before it can retire. Note

that it does not block succeeding instructions from entering

core’s pipeline (if slots available).

QUERY_B can be used when there is no independent work

available and can be used in small batches, determined by the

resource limitations of the accelerator and the core pipeline,

to maximize the parallelism. However, once the accelerator

resources are filled up, forward progress will be blocked until

at least one of the query instruction completes. The OoO core

will continue to execute independent instructions until resource

limitations are hit due to the incomplete query instructions

blocking the head of the OoO window.

QUERY_NB impl_reg.header_addr mem.result_addr reg.key
This flavor of the query instruction has an extra operand

indicating the address that the accelerator can write the result to.
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inline static void*
query_b(void* key, void* header){

void* result = key;
__qei_query_b(header, result);
return result;

}

inline static void
query_nb(void** keys, void* header, void** results){

for(int i = 0; i < BATCH_SIZE; i ++){
__qei_query_nb(header, keys, results);
keys ++;
results ++;

}
}

inline static void
polling_result(void** results){

__m512 zmm;
while(1){

__qei_snapshot_read(results, zmm);
if(_mm512_cmpeq_epi64_mask(zmm, 0) != 1){

break;
}

}
}

List 2: An example of QEI instructions usage.

This instruction retires from the core as soon as the accelerator

accepts the request. After the query operation is done, the

accelerator writes the result to the designated result_addr

provided by the instruction. The non-blocking version does not

prevent forward progress, and the program can perform other

independent work while the query is being processed by the

accelerator, thus maximizing the parallelism without blocking

the core resources (e.g., ROB). However, the software is

responsible for reading the result from memory and checking

the result’s completion flags. One way to check for completion

is by occasionally polling the result from the output address,

but this costs extra cycles. The overhead can be reduced by

using wide SIMD SNAPSHOT_READ instruction similar to

HALO [79]. We do not choose hardware interrupt because

it requires the OS to handle the interrupt, which is not cheap.

We show a code snippet that uses the query instructions in

buitin format in List 2. As indicated in the snippet, QUERY_NB
should be used in algorithms where other independent tasks

can be time-multiplexed with the query operations. These

instructions can be batched to maximize the parallelism, but

care must be taken to prevent overflowing the accelerator

resources. An overflow will prevent the accelerator from

accepting further query requests and will prevent them from

retiring, eventually blocking the machine.

Update operations (e.g., insert, delete) are still in software.

Also, memory concurrency is handled by the software by using

appropriate locks and barriers. Since QEI targets read-intensive

cases, the "synchronization" happens infrequently. Besides, the

overhead of lock and barrier operations can be significantly

reduced by using purpose-built hardware mechanisms [14, 51,

77, 79, 82], which are orthogonal to the design of QEI.

B. QEI Microarchitecture

QEI’s goal is to efficiently execute the data query operations

of different data structures with a shared pattern (see Sec. II).

Based on the CFA model we apply in Sec. III, we propose a

flexible design that can handle several common data structure

queries and can also be extended to support emerging data

structures and query algorithms.

Since we want to leverage memory access parallelism, QEI

must support multiple in-flight query operations. This can

CFA Execution Engine
Data Structure 1 Data Structure N

…

=

Comparators

type state datakey_addr
TLB and 
Memory 
Access

Re
su

lt
Q

ue
ue

ALUs

Q
ue

ry
Q

ue
ue

Query State Table 
State Update

Memory 
Result

Data Processing
 Unit

…

…

Fig. 5: QEI accelerator microarchitecture.

be done in one of two ways - (1) parallel CFAs by naively

replicating all the hardware for the CFA as many times as the

number of queries, or (2) pipelined CFAs by only working

on one query operation at a time but pipelining multiple

queries one after the other. QEI chooses pipelined CFAs but

in an OoO fashion. Typically, each query operation requires a

series of memory accesses, and the latency for these memory

accesses is quite high. During these memory accesses, the

CFA for that operation is stuck in the same state until the

data comes back and can be processed to determine the next

state. Instead of letting a single query monopolize the CFA

hardware, in QEI, the current state of the operation is saved

in a table, and the hardware is allowed to work on another

query whose data might already be ready. In this way, we time

multiplex the hardware to process multiple in-flight queries.

We depict QEI microarchitecture in Fig. 5 and describe

QEI’s three main components.

Query State Table (QST). To hide memory access latency and

exploit parallelism, like many other accelerator designs, QEI

supports multiple in-flight query operations in parallel. Query

State Table stores the current state of all the in-flight queries.

Specifically, this information includes the key_address (8B),

result_address - valid only for non-blocking queries (8B), type

- type of the data structures (1B), state - the current state in the

corresponding CFA (1B), data - intermediate data or scratch

space (64B), query_mode - blocking or non-blocking (1b), and a

ready bit (1b). When inserting a new outstanding query from

Query Queue, QST finds the first empty entry and sets the ready

bit to 1, and the index of this entry (QST ID) is used for address-

ing during the state transitions. A completed query releases its

QST entry and marks the ready bit to 0. Software is responsible

for tracking the availability of the QST slots to make sure that

QEI accelerator is not overflown. The intermediate data field is

used to stage either a cacheline (i.e., 64B) worth of data from

memory or intermediate results from arithmetic/comparison

operation. QST acts as a scheduler tableĖvery cycle, it selects

a ready entry (in a FIFO manner) to be processed by the CFA

Execution Engine and its state to be updated.

CFA Execution Engine (CEE). CFA Execution Engine is re-

sponsible for processing the entries in the QST and update

their state. CEE contains the state transition rules for CFAs of

multiple data query flows for various data structures. The rules
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to be applied to an entry depend on the value of the type field.

The CEE processes the intermediate data and updates the state

of an entry accordingly, writing back the updated state to the

QST. Each state update can be accompanied by one of several

different operations on the intermediate data - (1) memory

access (in cacheline granularity, i.e., 64B per access)3, (2) arith-

metic operation, and (3) comparison, which is issued to the ap-

propriate Data Processing Unit. The intermediate data is read

from the QST at this time and sent to the processing element

along with the QST ID of the query. Once the operation finishes,

which can take one or several cycles, the new result is written

back to the QST, and the entry is marked ready for further

processing. Software can achieve a similar time-multiplexing

effect by either using software pipelining techniques or helper

threads. However, due to the complex software implementations,

they cannot compete with the efficiency of hardware CFAs.

The state transition rules for several CFAs for querying

common data structures are pre-defined in the CEE. However,

the CEE is designed as a microcoded control machine (i.e.,

configurable), and a firmware update [47, 83], with new state

transition rules, can be applied to support emerging data struc-

tures and query algorithms. In our design, the number of states

is limited by the size of the current_state field in the QST

and allows for 256 states. This is sufficient for the algorithms

we experimented with. However, the field can be made larger if

other data structures’ queries require more states in their CFAs.

Data Processing Unit (DPU). Data Processing Unit consists

of multiple processing elements or function units used to

perform certain operations on intermediate data. The processing

elements include ALUs, comparators, and a hashing unit. For

each related state transition in the corresponding CFA, a micro-

operation can be issued to a data processing element. QEI

’s micro-operations include memory access (read), arithmetic

and logic operations, and comparison. The micro-operation se-

quence in a query is defined by its CFA. For example, querying

a hash table may require computing a hash function with an

input key to produce an output value for further lookup. To do

this, CEE first issues a memory micro-operation to fetch the key

and a subsequent micro-operation to the hash unit to generate

the hashed value. The hashing unit supports common hash

functions. Hash functions not supported by the hashing unit can

be decomposed into several simple arithmetic operations, such

as shift and bit-wise Boolean operations, and calculated using a

series of micro-operations. Comparison is another critical step

in data query operations for most, if not all, data structures.

The comparator elements in the DPU are capable of conducting

bit-wise comparisons (>, < or =) of 64-bit values each cycle.

C. Life of a Query Operation

A query instruction is fetched like any other instruction

by the CPU core and is scheduled by the OoO scheduler

3QEI is backed by the regular cacheable memory in the coherence domain,
following the write-back policy. We assume weak ordering for both the
memory accesses issued by QEI and the query requests sent to QEI by
the core. If strong ordering is required for software’s update operations,
lock/mfence instructions should be applied manually in the software.

to be executed on QEI. Once a query instruction has been

issued, depending on whether it is a blocking or non-blocking

instruction, the instruction behaves like a load or a store.

A blocking query operation behaves like a load, occupies

space in the Load Queue, and is blocked waiting for data to

come back from QEI. Once the query is completed by QEI,

the final data is returned to the Load-Store Unit, which wakes

up the query instruction to get the data and write it back to

the physical register file before it completes and is marked as

such in the ROB. From the point of view of the core pipeline,

this is very similar to a long-latency load.

A non-blocking query operation behaves like a store.

However, it does not have strict ordering requirements as

the software guarantees that ordering violations do not have

any functional impact on it. The instruction goes through

the Load-Store Unit as a store and is immediately completed

upon execution once it is done communicating the required

information to QEI. Upon completion of the request by QEI,

the result is written back to a memory location.

Once a query has been issued to QEI, it writes the pointer

to the key to the key_address field and the pointer to the

header in the data field of an empty QST entry. The pointer

to the header is only needed for fetching the metadata and is

discarded once processing begins. The state is set to “START”,

and the ready bit is set. When the CEE begins processing

this entry, the first thing it does is issue a read for the

metadata and update the state. Once the metadata is ready to

be parsed, required fields are extracted from it and written to

corresponding QST fields. From here on, the type-specific CFA

kicks in. As the CFA goes through various states, it issues

micro-operations to the DPU for fetching and processing

intermediate data and eventually completes the query. After

that, the state of this data query request is changed to “DONE”.

At this point, the result is returned to the core or designated

address via the Result Queue. The corresponding entry is

released by setting it to “IDLE” and notifying the core.

D. Exceptions and Interrupts

When processing a query operation, QEI accesses memory

and performs arithmetic operations on intermediate data. This

can result in several types of faults and exceptions, e.g., access-

ing memory that does not belong to the current thread. Once

an exception occurs, QEI transitions the query to the “EXCEP-

TION” state. For a blocking query, the exception information is

sent to the core through the Result Queue. For a non-blocking

query, the error code is written to the result memory address so

that after polling the designated memory address, the software

can find the exception. The entry is then released. Every query

that causes an exception eventually gets reported to the core

through one of the above two mechanisms, and no special action

is required by the application or the core. The software, how-

ever, must handle the exception if it needs to recover gracefully.

Interrupts, including timer interrupts for context switches,

are handled by flushing QEI. No special action is required

for blocking queries since QEI only holds state for incomplete

queries, which will be flushed from the core on an interrupt. If
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Fig. 6: Different integration schemes for QEI.

TABLE I: Comparison of different integration schemes.

Scheme
Accelerator-Core
Latency (cycle)

Accelerator-Data
Latency (cycle)

Hardware Cost
Mem Mgmt
HW

NoC Hot Spot
Private $
Pollution

Scalability

CHA-based 40∼60 10∼50 Low
Dedicated/
Shared

No No Good

Device-based 100∼500 100∼500 Medium/High Dedicated Yes No Medium
Core-integrated 10∼25 20∼40 Low Shared No No Good

QST holds any non-blocking queries, an abort code is written

to its result memory location so that the application can restart

the queries after interrupt handling. This means the flush is

not instantaneous and can take a few cycles, depending on

the number of non-blocking queries in the QST. To reduce the

latency, the writes are done using non-temporal stores, and

stores to the same cacheline can coalesce. Technically QEI

only needs to wait until all the addresses have been translated

for the stores, after which the stores are guaranteed to complete

and are handled by the memory element in the DPU. The

core cannot start executing interrupt handler code until QEI

has been successfully flushed. However, it can start fetching

interrupt handler instructions to parallelize some of the work.

V. INTEGRATING QEI INTO A CPU

As evident from Sec. II-B, the design of QEI needs to

strike a delicate balance between generality, latency, design

complexity, and cost. Having described how QEI can adapt

to various data query operations, we now consider integrating

QEI accelerator into the CPU chip, i.e., where to physically

place QEI and how to interface it with the other components

of the CPU in order to achieve its goal. In this section, we

discuss several possibilities (demonstrated in Fig. 6) and their

respective advantages and disadvantages (summarized in Tab. I).

More specifically, we try to answer the following question:

how should the accelerator be integrated into the CPU?

We first consider an intuitive scheme [45, 54, 80], where

a dedicated functional unit is fully embedded inside the

general-purpose core. The accelerator and the core share

the MMU and the private caches. Although this design has

very low initiation latency, it does not scale well: First,

the accelerator resources are private to the core and can

only execute queries from this core. Second, the accelerator

competes for the data TLB and the private caches and can

negatively interfere with the core. Third, the data access

latency is not much better than if the query is executed using

general-purpose instructions. Due to these limitations, we

restrict ourselves to a qualitative evaluation of this design.

CHA-based Schemes. To solve the scalability issue, the most

recent work, HALO [79], proposed a CHA-based scheme, de-

picted in Fig. 6a. CHA is the LLC controller that is attached to

each LLC slice. The CHA-based scheme exploits parallelism by

placing accelerators in each CHA and distributing the query re-

quests to these accelerators based on a hash function specific to

the NUCA architecture of the particular CPU. This scheme has

two major advantages. First, computations and key comparisons

are moved closer to the LLC. In many cloud workloads, the data

is larger than the core’s private caches (i.e., 1MB L2 cache for

Intel® Xeon® Skylake CPU [78]). Thus, moving computation

near LLC can effectively reduce the memory access latency

and private cache pollution [79]. Second, the accelerators are

naturally distributed with LLC slices, which maximizes the par-

allelism of the query operations. However, CHA itself does not

provide address translation capability. HALO’s usage scenario

assumes that the full data structure can reside within one con-

tiguous page (i.e., huge page). This assumption does not always

hold for many cloud workloads [8, 26], especially when the tar-

geted data structure is a dynamic one, such as linked list. To ac-

commodate querying different kinds of data structures, address

translation capability becomes a necessity. With the CHA-based

scheme, one may add MMU or TLB into the CHA or use the

core’s MMU or IOMMU for address translation. Adding MMU

to a CHA introduces non-negligible hardware cost and leads

to TLB coherence and manageability problems. Using core’s

MMU or IOMMU adds extra round-trip latency to each memory

access and eats into the performance benefits of the accelerator.

We show the penalty of these design choices in Sec. VII.

Device-based Schemes. Another popular way to integrate

hardware accelerators into a CPU is as a device attached to

a high-speed on-chip or off-chip bus (see Fig. 6b). Intel®’s

CXL [18] and IBM’s OpenCAPI [25, 59] are recent efforts to

provide such capability in their proprietary CPUs. This scheme

has the least impact on design as it does not change the design

of the core or the on-chip network. Different accelerators

attached to the same standard device interface can share the

memory management hardware (e.g., IOMMU for IO devices)

and other interfacing logic. In addition, such standard interfaces
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can easily support third-party IP blocks. However, a major

issue with this scheme is the high request and response latency

and limited bandwidth compared to the more integrated designs.

The round-trip latency to an OpenCAPI device can be as high

as 300 ns [10], preventing many latency-sensitive workloads

from benefiting from such design. When multiple devices

connected to openCAPI are in active use, this latency can be

even worse. Since the accelerator is not distributed across the

chip, it also creates a single hotspot on the chip, introducing

fabric congestion and thermal issues. In our experiments, we

observe that each QEI accelerator can saturate as much as

8% of the mesh NoC bandwidth. For a modern CPU with 20

cores or more, if the accelerator is not fully distributed across

the chip, it is easy to cause a hotspot. Note that even if the

NoC bandwidth is not saturated, a higher bandwidth utilization

caused by the hotspot will lead to much longer latency [34].

Alternatively, the accelerator can also be directly connected

to the NoC as a heterogeneous core. DASX [48] is one example.

This scheme can keep the access latency of core-accelerator

and data-accelerator lower than through the standard device

interface. However, this design requires the accelerator to

behave like a regular core, which significantly complicates

the hardware design. For example, the accelerator has to

handle address translation and coherence messages properly

on its own, making the hardware design non-trivial [46]. The

accelerator also occupies one NoC stop, which could have

been used by a general-purpose core.

A. QEI Core-Integrated Scheme

We propose a novel integration scheme for QEI, called

“Core-integrated” in the paper depicted in Fig. 6c, that has the

advantages of being close to the core and yet highly scalable.

The main components of QEI are integrated alongside the

core’s L2 cache. It shares the memory access hardware units

with the L2 cache and uses the L2-TLB, which is typically

close to the L2 cache, for address translation. We leverage

existing hardware mechanisms in the core without significant

changes in their microarchitecture. Since QEI uses the L2

resources, it does not contend for L1 cache and L1 TLB,

reducing negative interference. We place the memory-intensive

operation – the key comparison – in CHAs to maximize

the parallelism and efficiency through near-data computing.

We add Comparators in each of the CHA across the chip to

maximize the throughput. These CHA-based comparators

access the data directly from the LLC, preventing private cache

pollution and reducing round-trip latency. Depending on the

type of query operation, the key can sometimes be huge. Hence,

leaving them in the LLC and doing the comparison in-place

can significantly increase throughput and reduce latency.

The interface between the CEE and Comparators is extended

to traverse the on-chip network using remote micro-operations.

The CEE calculates the address of the memory location to be

compared to the key, translates the address using the L2-TLB,

and issues a remote operation to the appropriate Comparator

(based on the NUCA hash function) to perform the key

comparison and return the result. Note that certain query

TABLE II: Simulated CPU model configuration.
Item Configuration
Cores 24 OoO cores, 2.5GHz

Caches
8-way 32KB L1D/L1I,
16-way 1MB L2,
11-way 33MB shared LLC (split to 24 slices)

LQ/SQ/ROB Entries 72/56/224

Memory Controllers
6 DDR4-2666 channels, 19.2GB/s per channel,
4 8-chip DIMMs per channel

QEI Accelerator
five ALUs per DPU
two comparators per CHA for CHA-based/Core-integrated
ten comparators per DPU for Device-based

NoC Mesh

Process 22nm

algorithms might not use the remote comparison feature, and

a local comparison in QEI might be sufficient. QEI does fetch

cachelines to obtain the next set of pointers in some cases (e.g.,

linked list query), and a small key comparison can be done

in one of the DPU if the key is part of the fetched cacheline.

VI. METHODOLOGY

A. Simulator

We implement QEI in Sniper [11], a multi-core x86 simulator.

We configure the simulator to model a modern Intel® Skylake-

SP server CPU [40] (see Tab. II). We simulate QEI in five differ-

ent integration methods, listed below, and compare the results.

• CHA-TLB. This scheme is similar to HALO described

in [79]. It integrates the accelerator inside each CHA with

a dedicated 1024-entry TLB for address translation.

• CHA-noTLB. Similar to the first scheme. But this scheme

completely leverages the core’s MMU for address translation.

• Device-direct. This scheme attaches the accelerator directly

to the NoC as a special core [48].

• Device-indirect. It simulates a dedicated accelerator which

is connected to the NoC via a standard device interface.

• Core-integrated. The new QEI scheme proposed in this

paper. The QST, CEE, and some of the DPU of the accelerator

are placed in the core, close to L2-cache/TLB, while the

comparators are distributed in the CHAs.

In the Core-integrated, CHA-TLB, and CHA-noTLB schemes,

we configure the accelerator to support ten in-flight query

operations (i.e., each QST has ten entries), which can

keep a decent balance between performance and cost (i.e.,

50% ∼ 90% occupancy). For fairness, in Device-Direct and

Indirect schemes, we configure the accelerator to support

10×24 (number of cores) in-flight operations.

We use McPAT [50] and CACTI [6] for power and area evalu-

ation in an incremental way. That is, we first configure the CPU

in Tab. II and get the baseline power/area. We then add compo-

nents of the QEI accelerator into the configuration. For compo-

nents like ALUs and TLBs, we used the default models in the

tools. We also change the connection-related configuration, e.g.,

TLB port counts. We subtract the baseline value from the value

with the QEI accelerator, thus get the final value of QEI itself.

B. Benchmarks

DPDK. DPDK [38] is a popular networking application

development library for kernel-bypass network functions. We
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use the optimized cuckoo hash table library [19] from DPDK

to setup an L3 Forwarding Information Table (FIB) and

evaluate its performance. During the evaluation, we configure

the hash table to contain various numbers of keys, 16-Bytes

in length, to simulate a regular TCP/IP packet header. We also

connect multiple hash tables to implement tuple space search

algorithm [74] to show the parallelism of QEI.

JVM. Due to the limitations of the simulator, we are not able

to directly simulate JVM. Hence we extract OpenJDK [60]’s

serial Mark-and-Sweep garbage collection functionality and

set up an independent benchmark for the garbage collection

process. We dump a real object tree from running Derby [76],

a relational database, in SPECjvm2008 [75] and use it as the

input to our benchmark.

RocksDB. RocksDB [23] is a persistent key-value store

using Log-Structured Merge-Tree algorithm [61]. Since QEI

targets in-memory and in-cache acceleration, we focus on the

in-memory memtables of RocksDB rather than querying the

data on the disk. The memtable of RocksDB is a skip list. We

first insert 10k items into the database and then do random

queries. We use db_bench, the standard performance testing

tool for RocksDB, to test with 100B key size and 900B value

size for each data item.

Snort. Snort [68] is a popular network IPS. It uses Aho-

Corasick (AC) algorithm [2] for literal matching to detect

potential malicious packets. We follow an efficient open-source

implementation [33] to show the speedup of QEI for querying

the trie data structure. The dictionary contains around 40K

keywords, and we query a 1KB string of characters.

FLANN. FLANN [57] is a library that implements similarity

search algorithms widely used in search engines, e.g., searching

similar images from a large image database. We run the Locality

Sensitive Hashing (LSH) algorithm, which queries a series of

hash tables. We use the 100K-item dataset and default param-

eters for LSH, which are 12 hash tables with 20B key size.

We identify the query-related snippets in each benchmark

as Region-of-Interest (ROI), rewrite these snippets with QEI

instructions, run the entire benchmark, and report the perfor-

mance improvement of such ROIs with QEI. All benchmarks

(including baselines) are complied by GCC 5.4 with “O3”

optimization and are evaluated in single-thread mode, mostly

with default parameters. For each benchmark, we generate

queries as quickly and densely as possible and feed them to

the benchmarks. This stresses QEI to show peak performance.

VII. EVALUATION

A. Query Operation Speedup

We show the data query operation speedup of all

benchmarks with different schemes in Fig. 7. The overall

trend is, the Core-integrated scheme and the CHA-based

schemes have comparable performance over all benchmarks,

while the Device-based schemes sometimes have a significant

performance gap compared to the other schemes.

Not surprisingly, the CHA-TLB scheme achieves the best

performance in all benchmarks (i.e., up to 12.7× speedup).
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The performance gain mainly comes from two aspects. First,

data queries are fully distributed to all the accelerators on

the CHAs. This is the fully scalable model, as we discussed

in previous sections. Second, thanks to the dedicated TLBs,

the accelerator can perform address translation locally, without

extra round-trips to the core’s MMU when TLB-hit. Because of

the relatively large TLB size (same as the L2-TLB size), there

are few TLB misses in our tests. On the other hand, the CHA-

noTLB scheme performs worse than the CHA-TLB because of

the extra latency to the core’s MMU. However, the performance

gap between the two CHA-based schemes is 0.5%∼17.9%, not

as much as we initially expected. This is because the parallelism

of CHA-based schemes hides such latency to some extent.

The Core-integrated scheme can achieve at most 10.4×
speedup compared to software baselines. As expected, this

scheme enjoys both parallelism and near-data advantages.

Keys are compared across multiple CHAs and stay in the LLC.

Meanwhile, it leverages the core’s L2-TLB for convenient

address translation. This reduces the design complexity and cost

and eliminates the round-trip latency for address translation

in the CHA-noTLB scheme. Since QEI’s Query State Context

Table is not scaled out of the core, this slightly constrains its

parallelism. Thus, the integrated scheme has a 0.9%∼15.0%

performance gap compared to the fastest CHA-TLB scheme.

However, such a small gap does not defeat the Core-integrated

scheme’s prominent advantages regarding design complexity

and cost (we will show this later), which renders it a more

practical solution in real-world CPUs over CHA-based ones.

Regarding the two Device-based schemes, the performance

is worse than the other schemes. This is mainly due to the

long access latency involved in these two schemes, which

counteracts the benefit of processing multiple in-flight query

operations in parallel. For the Device-direct scheme, although

it accesses the cache with the latency similar to a regular
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core, the core-accelerator communication overhead is still

significant. For the Device-indirect scheme, the cost is even

higher since each data access from the accelerator leads to

a costly round trip through the device interface. To better

understand the impact of the access latency, we also conduct

a latency sensitivity study for the Device-indirect scheme

and demonstrate it in Fig. 8. Here we sweep the accelerator’s

data access latency, which reflects the overhead of the device

interface (including the protocol translation and coherence

handling), from 50 cycles to 2000 cycles. We observe a non-

trivial performance drop of all workloads when we increase the

communication latency. Although the industry keeps improving

the throughput and bandwidth of standard interfaces such as

OpenCAPI, recent data still shows a much more significant

round-trip time of 300ns [10] comparing to CHA-based or

core-integrated model. One way to improve throughput under

outstanding latency overhead is to process queries in batch to

hide the latency. Although this approach effectively improves

throughput [31, 41], it can also lead to much worse average

latency and tail latency, as investigated in [5]. This is not

desirable for our targeted latency-sensitive workloads.

Besides the different integration schemes, the characteristics

of the workloads also affect the efficiency of the accelerator.

First, the degree of parallelism that QEI can achieve depends

on the “density” of the query operations in the workloads.

Take RocksDB as an example. The code size of its “seek”

loop, where one query operation is conducted, is relatively

large. That is, RocksDB executes many other operations

(e.g., key’s pre-processing, memcpy, and thread management)

besides looking up the data structure when process each

request. Hence, the core’s ROB is filled up pretty quickly since

the block version of the query instruction is not retired. In

other words, the performance improvement is bounded by the

core rather than the accelerator. The core’s resource limits the

parallelism we can achieve by QEI. Other benchmarks, such

as JVM, have a relatively higher query density, enabling the

core to issue as many query requests as possible before ROB

is filled up. Thus, the effect of parallelism is more prominent.

Data structures themselves affect the accelerating

performance as well. For each query operation of the hash

table (e.g., DPDK), the number of memory accesses (namely,

header, key, bucket, and key-value pair) is relatively small and

fixed compared to other data structures such as skip list. As

a result, the processing time of each query is relatively short.

In this case, the latency for the core to communicate with the

accelerator becomes more prominent. Hence, the Device-based
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schemes’ performance fails to compete with other schemes

with much shorter communication latency. For comparison,

other data structures such as the tree in JVM and the trie in

Snort have much more memory accesses for a single query

operation (e.g., 39.9 on average in our JVM benchmark).

Moreover, the core to accelerator latency is amortized by the

relatively long processing time. Consequently, the performance

of the Device-based scheme is closer to that of other schemes.

This proves that the Device-based scheme is more suitable

for larger kernels that can run for a relatively long time.

For the full application (i.e., not a library or routine of

the program), we also demonstrate the end-to-end query-per-

second improvement in Fig. 9. It shows that QEI improves

end-to-end throughput by 36.2%∼66.7%. Meanwhile, QEI’s

Core-integrated integration scheme’s performance gain is at

the same level as the CHA-based schemes’. Note that, since

query operations are ubiquitous, just like other accelerators for

operations like Malloc [43], and garbage collection [55], even

if the end-to-end performance improvement is not amazingly

high, it still helps save a huge number of CPU cycles and

thus improve the efficiency and throughput of the data center.

B. Non-blocking Query Evaluation

We further evaluate the performance benefit of the

QUERY_NB instruction. As discussed, some applications limit

the parallelism they can benefit from QEI schemes because of

their own characteristics. Thus, we evaluate the non-blocking

version of query instruction with one representative workload,

which demonstrates the ideal use cases of the instruction.

Fig. 10 demonstrates the tuple space search results with 5, 10,

and 15 tuples based on DPDK’s hash library. Tuple space search

can be parallelized naturally since the data query to each hash ta-

ble is independent. For each query, a series of hash tables can be

queried concurrently. Usage of the non-blocking query instruc-

tion can maximize such parallelism. In this test, the software

polls the results every 32 keys. With the non-blocking instruc-

tion, it effectively sends 32×(tuple_count) requests in parallel

to the accelerator. The results show that as the number of tuples
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TABLE III: Area and static power results of QEI.
Configuration Area/mm2 Static Power/mW

QEI-10 0.1752 10.8984
QEI-10+TLB 0.5730 30.9049

QEI-240 1.0901 20.8764
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Fig. 12: QEI’s average dynamic power consumption compared

to the software baseline (in percentage).

increases, the speedup also increases due to the increasing paral-

lelism. We also notice that the performance of the Device-based

schemes becomes much better than using the blocking instruc-

tion. This is because the performance degradation caused by the

long access latency of both core to accelerator and accelerator

to data is amortized by executing many in-flight operations.

This shows that to compete with our proposed Core-integrated

scheme and CHA-based scheme, the application has to gen-

erate hundreds of requests simultaneously to fully utilize the

parallelism of the accelerator. As mentioned in Sec. VI, the QEI

of Core-integrated scheme only processes ten in-flight queries

concurrently in the integrated CFA. This limited the parallelism

even though the comparators can still process key comparisons

in parallel. Still, the Core-integrated scheme has a significant

latency advantage, as we mentioned previously, which makes

this scheme competitive when the tuple count is smaller.

C. Instruction Count Reduction

We demonstrate the results of the number of dynamic

instructions executed by the core in ROIs in Fig. 11. As ex-

pected, with QEI, a significant amount of dynamic instructions

in the ROIs can be eliminated. As mentioned in Sec. II-A

and [42], the performance of cloud workloads is frequently

bounded by core’s frontend. Thus, reducing the dynamic

instruction count can reduce the frontend pressure significantly.

This, in turn, improves the efficiency of the whole application.

D. Area and Power Results

For the area and static power comparison, we compare

three configurations. They are (1) QEI-10, which can handle

ten in-flight queries simultaneously to represent the CHA

and Core-integrated scheme, (2) QEI-10+TLB to handle

ten in-flight queries simultaneously plus a dedicated TLB

to represent CHA-TLB schemes, and (3) QEI-240 that can

handle 240 in-flight queries to represent the two Device-based

schemes. It is worth noting that for the CHA-based and

Core-integrated schemes, the data is a single accelerator’s area

and power, while for the Device-based schemes, it is the total

area and power of the centralized accelerator.

We show the area and static power results of these three

configurations in Tab. III. In terms of area cost, the QEI-10

configuration only occupies less than 0.2mm2 without TLB

and ∼0.57mm2 with TLB. The extra TLB incurs significant

overhead here, which shows that although CHA-TLB achieves

better performance, the hardware area budget limits its

practicality. On the other hand, the larger device model

(QEI-240), which enjoys a more relaxed design budget, takes

up ∼1mm2. Considering the size of a typical modern CPU

core tile can be around 18mm2 [78], the total area overhead

is negligible. Similarly, the static power consumption of QEI

is also small compared with the total thermal design power

of a CPU chip, which can easily exceed 100W. Besides

the raw power and area comparison, there are some other

considerations of design trade-offs. For example, the Device-

direct accelerator occupies one NoC stop, which can have been

used by a regular core tile. With the Device-direct scheme, we

need to remove one core from the CPU chip. This is the hidden

cost that can not be shown in the area and power comparison.

Other design complexities, such as the logic to make the

accelerator behave like a core (i.e., to answer coherence

message properly, to manage address mapping), are not easy

to be evaluated but are essential factors for accelerator design.

We show the normalized average dynamic power consump-

tion per query in Fig. 12. From the results, the accelerators

can reduce more than 60% dynamic power overhead compared

to the software baseline. This power reduction comes from

both the reduced frontend overhead and private cache accesses,

which take up a considerable portion of the whole core activity.

With such power and area efficiency, and considering that

QEI is integrated inside the CPU chip, which does not require

extra cost for device purchase and maintenance, QEI can

largely reduce the server’s operational cost.

VIII. RELATED WORK

On-chip accelerator for fine-grained operations is not a brand-

new concept. While prior works [3, 32, 43, 52, 55, 64, 70, 71]

focus on specific operations/applications, QEI is more generic

for diverse data structures. We achieve this by abstracting the

data query operations and map them to the accelerator’s CFA.

Minnow [80] also claims flexibility/programmability, but it

does not clearly demonstrate the mapping between its model

and software algorithms/routines, and thus its generality.

The most relevant works to ours are [35, 45, 48, 54, 79, 80],

which also do data query/lookup/analytic accelerations. Each

integration scheme has pros and cons, as we discussed in Sec. V.

QEI is different from these works regarding both hardware

design and integration scheme. No existing accelerator takes

such a hybrid scheme and balances every aspect of a design.

Fully integrated designs [45, 54, 80] tightly couple the

accelerator with the CPU core. Although the latency is

minimum, they do not address the scalability and private

cache pollution issues. Dedicated accelerator designs such as

DASX [48] have relatively long latency comparing to core

integrated design. Thus it is best for applications that are not

latency-sensitive and can batch process many requests each

time. The design complexity is also another concern since the

accelerator needs extra logic to behave like a heterogeneous

core. It also occupies an NoC stop, which could have been

used by an additional general-purpose core. Other accelerators

connected to standard device interfaces will have even longer
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access latency, which leads to sub-optimal performance. Both

Device-based schemes can create hotspots on the CPU chip

and congestion in the NoC, which further increases the latency.

A recently proposed data query accelerator is HALO [79].

HALO targets on a specific data structure, hash table. It

places accelerators inside each LLC slice to get the benefit

of near-data computing and parallelism. Some near-memory

solutions [20, 30, 35, 53] have also been proposed for data

query/analytic operations. These approaches are limited to

particular workloads, and the accelerators have to be able to do

address translation either by hardware or software mechanisms.

For hardware solutions, they need to have their own MMU or go

through the core’s MMU or IOMMU. This increases hardware

cost and complexity or degrades the performance because of

the extra round-trip latency. For software solutions, they require

the application to guarantee that the entire data structure can

reside in the same page, or a new memory mapping method

has to be introduced, which is not easy for many existing

workloads and OSs. Compared to these solutions, QEI keeps

a decent balance among performance, design complexity,

cost, and feasibility. In other words, QEI’s generality and

practicality distinguish it from other similar works.

IX. CONCLUSION

We propose QEI, a generic, integrated, and efficient

accelerator design for speeding up fine-grained query

operations in a diverse set of data structures for cloud

infrastructures and applications. The generality of QEI comes

from abstracting the various data query operations. The CFA

model, which we map the abstraction to, guarantees efficient

execution by simple hardware. We then propose a novel scheme

for integrating QEI and evaluate it against other schemes. Our

results with five representative cloud workloads show that

QEI can achieve 6.5×∼11.2× performance improvement in

various scenarios at low hardware cost and complexity.
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