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A bstr a ct — M oti v at e d b y r e c e nt d e v el o p m e nts i n s e r v e rl ess s ys-
t e ms f o r l a r g e-s c al e c o m p ut ati o n as w ell as i m p r o v e m e nts i n s c al-
a bl e r a n d o mi z e d m at ri x al g o rit h ms, w e d e v el o p O v e r S k et c h e d
N e wt o n, a r a n d o mi z e d H essi a n- b as e d o pti mi z ati o n al g o rit h m
t o s ol v e l a r g e-s c al e c o n v e x o pti mi z ati o n p r o bl e ms i n s e r v e rl ess
s yst e ms. O v e r S k et c h e d N e wt o n l e v e r a g es m at ri x s k et c hi n g i d e as
f r o m R a n d o mi z e d N u m e ri c al Li n e a r Al g e b r a t o c o m p ut e t h e
H essi a n a p p r o xi m at el y. T h es e s k et c hi n g m et h o ds l e a d t o i n b uilt
r esili e n c y a g ai nst st r a g gl e rs t h at a r e a c h a r a ct e risti c of s e r v e rl ess
a r c hit e ct u r es. D e p e n di n g o n w h et h e r o r n ot t h e p r o bl e m is
st r o n gl y c o n v e x, w e p r o p os e diff e r e nt it e r ati o n u p d at es usi n g
t h e a p p r o xi m at e H essi a n. F o r b ot h c as es, w e est a blis h c o n v e r-
g e n c e g u a r a nt e es f o r O v e r S k et c h e d N e wt o n, a n d w e e m pi ri c all y
v ali d at e o u r r es ults b y s ol vi n g l a r g e-s c al e s u p e r vis e d l e a r ni n g
p r o bl e ms o n r e al- w o rl d d at as ets. E x p e ri m e nts d e m o nst r at e a
r e d u cti o n of ∼ 5 0 % i n t ot al r u n ni n g ti m e o n A W S L a m b d a,
c o m p a r e d t o st at e- of-t h e- a rt dist ri b ut e d o pti mi z ati o n s c h e m es.

I n d e x Ter ms —s e r v e rl ess c o m p uti n g, s e c o n d- o r d e r o pti mi z a-
ti o n, m at ri x s k et c hi n g, c o d e d c o m p uti n g

I. I N T R O D U C T I O N

I n r e c e nt y e ars, t h er e h as b e e n tr e m e n d o us gr o wt h i n
us ers p erf or mi n g distri b ut e d c o m p uti n g o p er ati o ns o n t h e
cl o u d, l ar g el y d u e t o e xt e nsi v e a n d i n e x p e nsi v e c o m m er ci al
off eri n gs li k e A m a z o n We b S er vi c es ( A W S), G o o gl e Cl o u d,
Mi cr os oft A z ur e, et c. S er v erl ess pl atf or ms —s u c h as A W S
L a m b d a, Cl o u d f u n cti o ns a n d A z ur e F u n cti o ns — p e n etr at e a
l ar g e us er b as e b y pr o visi o ni n g a n d m a n a gi n g t h e s er v ers o n
w hi c h t h e c o m p ut ati o n is p erf or m e d. T h es e pl atf or ms a bstr a ct
a w a y t h e n e e d f or m ai nt ai ni n g s er v ers, si n c e t his is d o n e
b y t h e cl o u d pr o vi d er a n d is hi d d e n fr o m t h e us er — h e n c e
t h e n a m e s er v erl ess . M or e o v er, all o c ati o n of t h es e s er v ers is
d o n e e x p e diti o usl y w hi c h pr o vi d es gr e at er el asti cit y a n d e as y
s c al a bilit y. F or e x a m pl e, u p t o t e n t h o us a n d m a c hi n es c a n b e
all o c at e d o n A W S L a m b d a i n l ess t h a n t e n s e c o n ds [ 1] –[ 4].

T h e us e of s er v erl ess s yst e ms is g ai ni n g si g ni fi c a nt r es e ar c h
tr a cti o n, pri m aril y d u e t o its m assi v e s c al a bilit y a n d c o n v e-
ni e n c e i n o p er ati o n. It is f or e c ast e d t h at t h e m ar k et s h ar e
of s er v erl ess will gr o w b y U S D 9. 1 6 billi o n d uri n g 2 0 1 9-
2 0 2 3 ( at a C A G R of 1 1 %) [ 5]. I n d e e d, a c c or di n g t o t h e
B er k el e y vi e w o n S er v erl ess C o m p uti n g [ 6], s er v erl ess s yst e ms
ar e e x p e ct e d t o d o mi n at e t h e cl o u d s c e n ari o a n d b e c o m e
t h e d ef a ult c o m p uti n g p ar a di g m i n t h e c o mi n g y e ars w hil e
cli e nt-s er v er b as e d c o m p uti n g will wit n ess a c o nsi d er a bl e
d e cli n e. F or t h es e r e as o ns, usi n g s er v erl ess s yst e ms f or l ar g e-
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Fi g. 1: A v er a g e j o b ti m es f or 3 6 0 0 A W S L a m b d a n o d es o v er 1 0
tri als f or distri b ut e d m atri x m ulti pli c ati o n. T h e m e di a n j o b ti m e is
ar o u n d 1 3 5 s e c o n ds, a n d ar o u n d 2 % of t h e n o d es t a k e u p t o 1 8 0
s e c o n ds o n a v er a g e.

s c al e c o m p ut ati o n h as g ar n er e d si g ni fi c a nt att e nti o n fr o m t h e
s yst e ms c o m m u nit y [ 3], [ 4], [ 7] –[ 1 2].

D u e t o s e v er al cr u ci al diff er e n c es b et w e e n t h e tr a diti o n al
Hi g h P erf or m a n c e C o m p uti n g ( H P C) / s er v erf ul a n d s er v er-
l ess ar c hit e ct ur es, e xisti n g distri b ut e d al g orit h ms c a n n ot, i n
g e n er al, b e e xt e n d e d t o s er v erl ess c o m p uti n g. First, u nli k e
s er v erf ul c o m p uti n g, t h e n u m b er of i n e x p e nsi v e w or k ers i n
s er v erl ess pl atf or ms is fl e xi bl e, oft e n s c ali n g i nt o t h e t h o us a n ds
[ 3], [ 4]. T his h e a v y g ai n i n t h e c o m p ut ati o n p o w er, h o w e v er,
c o m es wit h t h e dis a d v a nt a g e t h at t h e c o m m o dit y w or k ers i n
s er v erl ess ar c hit e ct ur e ar e e p h e m er al a n d h a v e l o w m e m or y. 1

T h e e p h e m er al n at ur e of t h e w or k ers i n s er v erl ess s yst e ms
r e q uir es t h at n e w w or k ers s h o ul d b e i n v o k e d e v er y f e w it er a-
ti o ns a n d d at a s h o ul d b e c o m m u ni c at e d t o t h e m. M or e o v er, t h e
w or k ers d o n ot c o m m u ni c at e a m o n gst t h e ms el v es, a n d i nst e a d
t h e y r e a d/ writ e d at a dir e ctl y fr o m/t o a si n gl e hi g h-l at e n c y d at a
st or a g e e ntit y ( e. g., cl o u d st or a g e li k e A W S S 3 [ 3]).

S e c o n d, u nli k e H P C/s er v erf ul s yst e ms, n o d es i n t h e s er v er-
l ess s yst e ms s uff er d e gr a d ati o n d u e t o w h at is k n o w n as s yst e m
n ois e . T his c a n b e a r es ult of li mit e d a v ail a bilit y of s h ar e d
r es o ur c es, h ar d w ar e f ail ur e, n et w or k l at e n c y, et c. [ 1 3], [ 1 4].
T his r es ults i n j o b ti m e v ari a bilit y, a n d h e n c e a s u bs et of
m u c h sl o w er n o d es, oft e n c all e d str a g gl ers . T h es e str a g gl ers
si g ni fi c a ntl y sl o w t h e o v er all c o m p ut ati o n ti m e, es p e ci all y i n

1 F or e x a m pl e, s er v erl ess n o d es i n A W S L a m b d a, G o o gl e Cl o u d F u n cti o ns
a n d Mi cr os oft A z ur e F u n cti o ns h a v e a m a xi m u m m e m or y of 3 G B, 2 G B a n d
1. 5 G B, r es p e cti v el y, a n d a m a xi m u m r u nti m e of 9 0 0 s e c o n ds, 5 4 0 s e c o n ds
a n d 3 0 0 s e c o n ds, r es p e cti v el y (t h es e n u m b ers m a y c h a n g e o v er ti m e).
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large or iterative jobs. In Fig. 1, we plot the running times
for a distributed matrix multiplication job with 3600 workers
on AWS Lambda and demonstrate the effect of stragglers
on the total job time. In fact, our experiments consistently
demonstrate that at least 2% workers take significantly longer
than the median job time, severely degrading the overall
efficiency of the system.

Due to these issues, first-order methods, e.g., gradient
descent and Nesterov Accelerated Gradient (NAG) methods,
tend to perform poorly on distributed serverless architectures
[15]. Their slower convergence is made worse on serverless
platforms due to persistent stragglers. The straggler effect
incurs heavy slowdown due to the accumulation of tail times as
a result of a subset of slow workers occurring in each iteration.

Compared to first-order optimization algorithms, second-
order methods—which use the gradient as well as Hessian
information—enjoy superior convergence rates. For instance,
Newton’s method enjoys quadratic convergence for strongly
convex and smooth problems, compared to the linear con-
vergence of gradient descent [16]. Moreover, second-order
methods do not require step-size tuning and unit step-size
provably works for most problems. These methods have a
long history in optimization and scientific computing (see,
e.g., [16]), but they are less common in machine learning and
data science. This is partly since stochastic first order methods
suffice for downstream problems [17] and partly since naive
implementations of second order methods can perform poorly
[18]. However, recent theoretical work has addressed many of
these issues [19]–[23], and recent implementations have shown
that high-quality implementations of second order stochastic
optimization algorithms can beat state-of-the-art in machine
learning applications [24]–[28] in traditional systems.

A. Main Contributions

In this paper, we argue that second-order methods are highly
compatible with serverless systems that provide extensive
computing power by invoking thousands of workers but are
limited by the communication costs and hence the number
of iterations; and, to address the challenges of ephemeral
workers and stragglers in serverless systems, we propose and
analyze a randomized and distributed second-order optimiza-
tion algorithm, called OverSketched Newton. OverSketched
Newton uses the technique of matrix sketching from Sub-
Sampled Newton (SSN) methods [19]–[22], which are based
on sketching methods from Randomized Numerical Linear Al-
gebra (RandNLA) [29]–[31], to obtain a good approximation
for the Hessian, instead of calculating the full Hessian.

OverSketched Newton has two key components. For
straggler-resilient Hessian calculation in serverless systems,
we use the sparse sketching based randomized matrix mul-
tiplication method from [32]. For straggler mitigation during
gradient calculation, we use the recently proposed technique
based on error-correcting codes to create redundant computa-
tion [33]–[35]. We prove that, for strongly convex functions,
the local convergence rate of OverSketched Newton is linear-
quadratic, while its global convergence rate is linear. Then, go-

ing beyond the usual strong convexity assumption for second-
order methods, we adapt OverSketched Newton using ideas
from [22]. For such functions, we prove that a linear conver-
gence rate can be guaranteed with OverSketched Newton.

We extensively evaluate OverSketched Newton on AWS
Lambda using several real-world datasets obtained from the
LIBSVM repository [36], and we compare OverSketched
Newton with several first-order (gradient descent, Nesterov’s
method, etc.) and second-order (exact Newton’s method [16],
GIANT [24], etc.) baselines for distributed optimization. We
further evaluate and compare different techniques for straggler
mitigation, such as speculative execution, coded computing
[33], [34], randomization-based sketching [32] and gradient
coding [37]. We demonstrate that OverSketched Newton is
at least 9x and 2x faster than state-of-the-art first-order and
second-order schemes, respectively, in terms of end-to-end
training time on AWS Lambda. Moreover, we show that
OverSketched Newton on serverless systems outperforms ex-
isting distributed optimization algorithms in serverful systems
by at least 30%.2

B. Related Work

Our results tie together three quite different lines of work,
each of which we review here briefly.

Existing Straggler Mitigation Schemes: Strategies like
speculative execution have been traditionally used to mitigate
stragglers in popular distributed computing frameworks like
Hadoop MapReduce [39] and Apache Spark [40]. Speculative
execution works by detecting workers that are running slower
than expected and then allocating their tasks to new workers
without shutting down the original straggling task. The worker
that finishes first communicates its results. This has several
drawbacks, e.g., constant monitoring of tasks is required and
late stragglers can still hurt the efficiency.

Recently, many coding-theoretic ideas have been proposed
to introduce redundancy into the distributed computation for
straggler mitigation (e.g., see [33]–[35], [37], [41], [42]). The
idea of coded computation is to generate redundant copies of
the result of distributed computation by encoding the input
data using error-correcting-codes. These redundant copies are
then used to decode the output of the missing stragglers.
Our algorithm to compute gradients in a distributed straggler-
resilient manner uses codes to mitigate stragglers, and we
compare our performance with speculative execution.

Approximate Second-order Methods: In many machine
learning applications, where the data itself is noisy, using
the exact Hessian is not necessary. Indeed, using ideas from
RandNLA, one can prove convergence guarantees for SSN
methods on a single machine, when the Hessian is com-
puted approximately [19]–[21], [23]. To accomplish this, many
sketching schemes can be used (sub-Gaussian, Hadamard,
random row sampling, sparse Johnson-Lindenstrauss, etc. [29],
[30]), but these methods cannot tolerate stragglers, and thus
they do not perform well in serverless environments.

2A longer technical report version of this paper is available at [38].
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This motivates the use of the OverSketch sketch from our
recent work in [32]. OverSketch has many nice properties,
like subspace embedding, sparsity, input obliviousness, and
amenability to distributed implementation. To the best of our
knowledge, this is the first work to prove and evaluate con-
vergence guarantees for algorithms based on OverSketch. Our
guarantees take into account the amount of communication at
each worker and the number of stragglers, both of which are
a property of distributed systems.

There has also been a growing research interest in design-
ing and analyzing distributed implementations of stochastic
second-order methods [24], [43]–[46]. However, these imple-
mentations are tailored for serverful distributed systems. Our
focus, on the other hand, is on serverless systems.

Distributed Optimization on Serverless Systems: Opti-
mization over the serverless framework has garnered signif-
icant interest from the research community. However, these
works either evaluate and benchmark existing algorithms (e.g.,
see [9]–[11]) or focus on designing new systems frameworks
for faster optimization (e.g., see [12]) on serverless. To the
best of our knowledge, this is the first work that proposes a
large-scale distributed optimization algorithm that specifically
caters to serverless architectures with provable convergence
guarantees. We exploit the advantages offered by serverless
systems while mitigating the drawbacks such as stragglers and
additional overhead per invocation of workers.

II. NEWTON’S METHOD: AN OVERVIEW

We are interested in solving on serverless systems in a dis-
tributed and straggler-resilient manner problems of the form:

f(w∗) = min
w∈Rd

f(w), (1)

where f : Rd → R is a closed and convex function bounded
from below. In the Newton’s method, the update at the (t+1)-
th iteration is obtained by minimizing the Taylor’s expansion
of the objective function f(·) at wt, that is

wt+1 = arg min
w∈Rd

{
f(wt) +∇f(wt)

T (w −wt)

+
1

2
(w −wt)

T∇2f(wt)(w −wt)
}
. (2)

For strongly convex f(·), that is, when ∇2f(·) is invertible,
Eq. (2) becomes wt+1 = wt − H−1t ∇f(wt), where Ht =
∇2f(wt) is the Hessian matrix at the t-th iteration. Given a
good initialization and assuming that the Hessian is Lipschitz,
the Newton’s method satisfies the update ||wt+1 − w∗||2 ≤
c||wt − w∗||22, for some constant c > 0, implying quadratic
convergence [16].

One shortcoming for the classical Newton’s method is that
it works only for strongly convex objective functions. In
particular, if f is weakly-convex3, that is, if the Hessian matrix
is not positive definite, then the objective function in (2)
may be unbounded from below. To address this shortcoming,

3For the sake of clarity, we call a convex function weakly-convex if it is
not strongly convex.

authors in [22] recently proposed a variant of Newton’s
method, called Newton-Minimum-Residual (Newton-MR). In-
stead of (1), Newton-MR considers the following auxiliary
optimization problem:

min
w∈Rd

||∇f(w)||2.

Note that the minimizers of this auxiliary problem and (1) are
the same when f(·) is convex. Then, the update direction in
the (t+ 1)-th iteration is obtained by minimizing the Taylor’s
expansion of ||∇f(wt + p)||2, that is,

pt = arg min
w∈Rd

||∇f(wt) + Htp||2.

The general solution of the above problem is given by p =
−[Ht]

†∇f(wt) + (I − Ht[Ht]
†)q, ∀ q ∈ Rd, where [·]† is

the Moore-Penrose inverse. Among these, the minimum norm
solution is chosen, which gives the update direction in the t-th
iteration as pt = −H†t∇f(wt). Thus, the model update is

wt+1 = wt + pt = wt − [∇2f(wt)]
†∇f(wt). (3)

OverSketched Newton considers both of these variants.

III. OVERSKETCHED NEWTON

We present OverSketched Newton, a stochastic second order
algorithm for solving—on serverless systems, in a distributed,
straggler-resilient manner—problems of the form (1).

Distributed straggler-resilient gradient computation:
OverSketched Newton computes the full gradient in each
iteration using tools from error-correcting codes [33], [34].
Our key observation is that, for several commonly encountered
optimization problems, gradient computation relies on matrix-
vector multiplications (see Sec. IV for examples). We leverage
coded matrix multiplication technique from [34] to perform
the large-scale matrix-vector multiplication in a distributed
straggler-resilient manner. The idea of coded matrix multipli-
cation is explained in Fig. 2; detailed algorithm is provided in
the technical report version of this paper [38].

Distributed straggler-resilient approximate Hessian
computation: For several commonly encountered optimiza-
tion problems, Hessian computation involves matrix-matrix
multiplication for a pair of large matrices (see Sec. IV
for several examples). For computing the large-scale matrix-
matrix multiplication in parallel in serverless systems, we use
a straggler-resilient scheme from [32] called OverSketch. It
uses a sparse sketching matrix based on Count-Sketch [29]. It
has similar computational efficiency and accuracy guarantees
as that of the Count-Sketch, with two additional properties: it
is amenable to distributed implementation; and it is resilient
to stragglers. More specifically, the OverSketch matrix is
constructed as follows.

Recall that the Hessian ∇2f(·) ∈ Rd×d. First choose the
desired sketch dimension m (which depends on d), block-size
b (which depends on the memory of the workers), and straggler
tolerance ζ > 0 (which depends on the distributed system).
Then, define N = m/b and e = ζN , for some constant ζ > 0.
Here ζ is the fraction of stragglers that we want our algorithm

Authorized licensed use limited to: Univ of Calif Berkeley. Downloaded on September 29,2021 at 21:14:07 UTC from IEEE Xplore.  Restrictions apply. 
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Fig. 2: Coded matrix-vector multiplication: Matrix A is divided
into 2 row chunks A1 and A2. During encoding, redundant chunk
A1+A2 is created. Three workers obtain A1,A2 and A1+A2 from
the cloud storage S3, respectively, and then multiply by x and write
back the result to the cloud. The master M can decode Ax from the
results of any two workers, thus being resilient to one straggler (W2

in this case).
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Fig. 3: OverSketch-based approximate Hessian computation: First,
the matrix A—satisfying ATA = ∇2f(wt)—is sketched in parallel
using the sketch in (4). Then, each worker receives a block of each of
the sketched matrices ATS and STA, multiplies them, and commu-
nicates back its results for reduction. During reduction, stragglers can
be ignored by the virtue of “over” sketching. For example, here the
desired sketch dimension m is increased by block-size b for obtaining
resiliency against one straggler for each block of Ĥ.

to tolerate. Thus, e is the maximum number of stragglers per
N + e workers that can be tolerated. The sketch S is given by

S =
1√
N

(S1,S2, · · · ,SN+e), (4)

where Si ∈ Rn×b, for all i ∈ [1, N+e], are i.i.d. Count-Sketch
matrices4 with sketch dimension b. Note that S ∈ Rn×(m+eb),
where m = Nb is the required sketch dimension and e is
the over-provisioning parameter to provide resiliency against
e stragglers per N + e workers. We leverage the straggler
resiliency of OverSketch to obtain the sketched Hessian in a
distributed straggler-resilient manner. An illustration of OverS-
ketch is provided in Fig. 3; see the technical report version of
this paper [38] for a detailed algorithm.

Model update: Let Ĥt = AT
t StS

T
t At, where At is the

square root of the Hessian ∇2f(wt), and St is an independent
realization of (4) at the t-th iteration. For strongly-convex

4Each of the Count-Sketch matrices Si is constructed (independently of
others) as follows. First, for every row j, j ∈ [n], of Si, independently
choose a column h(j) ∈ [b]. Then, select a uniformly random element
from {−1,+1}, denoted as σ(i). Finally, set Si(j, h(j)) = σ(i) and set
Si(j, l) = 0 for all l 6= h(j). (See [29], [32] for details.)

Algorithm 1: OverSketched Newton: An Outline

Input: Convex function f ; Initial iterate w0 ∈ Rd;
Line search parameter 0 < β ≤ 1/2; Number
of iterations T

1 for t = 1 to T do
2 Compute full gradient gt in a distributed

straggler-resilient manner
3 Compute sketched Hessian matrix Ĥt in a

distributed fashion using OverSketch
4 if f is strongly-convex then
5 Compute the update direction at the master as:

pt = −[Ĥt]
−1∇f(wt)

6 Compute step-size αt satisfying the line-search
condition (5) in a distributed fashion

7 else
8 Compute the update direction at the master as:

pt = −[Ĥt]
†∇f(wt)

9 Find step-size αt satisfying the line-search
condition (6) in a distributed fashion

10 end
11 Compute the model update wt+1 = wt + αtpt at

the master
12 end

functions, the update direction is pt = −Ĥ−1t ∇f(wt). We
use line-search to choose the step-size, that is, find

αt = max
α≤1

α such that

f(wt + αpt) ≤ f(wt) + αβpTt ∇f(wt), (5)

for some constant β ∈ (0, 1/2]. For weakly-convex func-
tions, the update direction (inspired by Newton-MR [22]) is
pt = −Ĥ†t∇f(wt), where Ĥ†t is the Moore-Penrose inverse
of Ĥt. To find the update wt+1, we find the right step-
size αt using line-search in (5), but with f(·) replaced by
||∇f(·)||2 and ∇f(wt) replaced by 2Ĥt∇f(wt), according
to the objective in ||∇f(·)||2. More specifically, for some
constant β ∈ (0, 1/2], find

αt = max
α≤1

α such that

||∇f(wt + αpt)||2 ≤ ||∇f(wt)||2 + 2αβpTt Ĥt∇f(wt). (6)

Note that for OverSketched Newton, we use Ĥt in the line-
search since the exact Hessian is not available. The update in
the t-th iteration in both cases is given by

wt+1 = wt + αtpt.

Note that line-search in Eq. (5) can be solved approximately
using Armijo backtracking line search (see [16] for a general
algorithm and [24] for a distributed implementation). OverS-
ketched Newton is concisely described in Algorithm 1. Next,
we prove convergence guarantees for OverSketched Newton.

A. Convergence Guarantees
First, we focus our attention to strongly convex functions.

We consider the following assumptions. We note that these
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assumptions are standard for analyzing approximate Newton
methods, (e.g., see [19], [20], [23]).

Assumptions:
1. f is twice-differentiable;
2. f is k-strongly convex (k > 0), that is, ∇2f(w) � kI;
3. f is M -smooth (k ≤M <∞), that is, ∇2f(w) �MI;
4. The Hessian is L-Lipschitz continuous, that is, for any ∆∆∆ ∈
Rd, we have ||∇2f(w + ∆)−∇2f(w)||2 ≤ L||∆||2, where
|| · ||2 is the spectral norm for matrices.

We can prove the following “global” convergence guarantee
which shows that OverSketched Newton would converge from
any random initialization of w0 ∈ Rd with high probability.5

Theorem III.1 (Global convergence for strongly-convex f ).
Consider Assumptions 1, 2, and 3 and step-size αt given by
Eq. (5). Let w∗ be the optimal solution of (1). Let ε and µ be
positive constants. Then, using the sketch in (4) with a sketch
dimension Nb + eb = Ω(d

1+µ

ε2 ) and the number of column-
blocks N + e = Θµ(1/ε), the updates for OverSketched
Newton, for any wt ∈ Rd, satisfy

f(wt+1)− f(w∗) ≤ (1− ρ)(f(wt)− f(w∗)),

with probability at least 1 − 1/dτ , where ρ = 2αtβk
M(1+ε) and

τ > 0 is a constant depending on µ and constants in Ω(·)
and Θ(·). Moreover, αt satisfies αt ≥ 2(1−β)(1−ε)k

M .

Theorem III.1 guarantees the global convergence of OverS-
ketched Newton starting with any initial estimate w0 ∈ Rd to
the optimal solution w∗ with at least a linear rate.

Next, we can also prove an additional “local” convergence
guarantee for OverSketched Newton, under the assumption
that w0 is sufficiently close to w∗.

Theorem III.2 (Local convergence for strongly-convex f ).
Consider Assumptions 1, 2, and 4 and step-size αt = 1.
Let w∗ be the optimal solution of (1) and γ and β be the
minimum and maximum eigenvalues of∇2f(w∗), respectively.
Let ε ∈ (0, γ/(8β)] and µ > 0. Then, using the sketch in
(4) with a sketch dimension Nb + eb = Ω(d

1+µ

ε2 ) and the
number of column-blocks N + e = Θµ(1/ε), the updates
for OverSketched Newton, with initialization w0 such that
||w0 −w∗||2 ≤ γ

8L , follow

||wt+1 −w∗||2 ≤
25L

8γ
||wt −w∗||22 +

5εβ

γ
||wt −w∗||2,

for t = 1, 2, · · · , T , with probability ≥ 1−T/dτ , where τ > 0
is a constant depending on µ and constants in Ω(·) and Θ(·).

Theorem III.2 implies that the convergence is linear-quadratic
in error ∆t = wt − w∗. Initially, when ||∆t||2 is large, the
first term of the RHS will dominate and the convergence will
be quadratic, that is, ||∆t+1||2 . 25L

8γ ||∆t||22. In later stages,
when ||wt−w∗||2 becomes sufficiently small, the second term
of RHS will start to dominate and the convergence will be
linear, that is, ||∆t+1||2 . 5εβ

γ ||∆t||2. At this stage, the sketch
dimension can be increased to reduce ε to diminish the effect

5Due to space, proofs are deferred to the technical report version [38].

of the linear term and improve the convergence rate in practice.
Note that, for second order methods, the number of iterations
T is in the order of tens in general, while the number of
features d is typically in thousands. Hence, the probability
of failure is generally small (and can be made negligible by
choosing τ appropriately).

Finally, we consider the case of weakly-convex functions.
For this case, we consider two more assumptions on the
Hessian matrix, similar to [22]. These assumptions are a
relaxation of the strongly-convex case.

Assumptions:
5. There exists some η > 0 such that, ∀ w ∈ Rd,
||(∇2f(w))†||2 ≤ 1/η. This assumption establishes regularity
on the pseudo-inverse of ∇2f(x).
6. Let U ∈ Rd×d be any arbitrary orthogonal basis for
Range(∇2f(w)), there exists 0 < ν ≤ 1, such that,

||UT∇f(w)||2 ≥ ν||∇f(w)||2 ∀ w ∈ Rd.

This assumption ensures that there is always a non-zero com-
ponent of the gradient in the subspace spanned by the Hessian,
and, thus, ensures that the model update −Ĥ†t∇f(wt) will
not be zero. Note that these assumptions are always satisfied
by strongly-convex functions. Under these assumptions, we
prove global convergence of OverSketched Newton when the
objective is weakly-convex.

Theorem III.3 (Global convergence for weakly-convex f ).
Consider Assumptions 1,3,4,5 and 6 and step-size αt given
by Eq. (6). Let ε ∈

(
0, (1−β)νη2M

]
and µ > 0. Then, using

an OverSketch matrix with a sketch dimension Nb + eb =
Ω(d

1+µ

ε2 ) and the number of column-blocks N + e = Θµ(1/ε),
the updates for OverSketched Newton, for any wt ∈ Rd, satisfy

||∇f(wt+1)||2 ≤
(

1− 2βαν
(1− ε)η
M(1 + ε)

)
||∇f(wt)||2,

with probability at least 1−1/dτ , where α = η
2Q

[
(1−β)νη−

2εM
]
, Q = (L||∇f(w0)||+M2), w0 is the initial iterate of

the algorithm and τ > 0 is a constant depending on µ and
constants in Ω(·) and Θ(·).

IV. OVERSKETCHED NEWTON: EXAMPLES

Here, we describe several examples where our general
approach can be applied.

Logistic Regression: The optimization problem for super-
vised learning using Logistic Regression takes the form

min
w∈Rd

{
f(w) =

1

n

n∑
i=1

log(1 + e−yiw
Txi) +

λ

2
‖w‖22

}
. (7)

Here, x1, · · · ,xn ∈ Rd×1 and y1, · · · , yn ∈ R are training
sample vectors and labels, respectively. The goal is to learn
the feature vector w∗ ∈ Rd×1. Let X = [x1,x2, · · · ,xn] ∈
Rd×n and y = [y1, · · · , yn] ∈ Rn×1 be the example and label
matrices, respectively.

It is straightforward to see that the calculation of ∇f(w)
involves two matrix-vector products,ααα = XTw and∇f(w) =
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Algorithm 2: OverSketched Newton: Logistic Regres-
sion on Serverless Systems

1 Input Data (stored in cloud storage): Example Matrix
X ∈ Rd×n and vector y ∈ Rn×1 (stored in cloud
storage), regularization parameter λ, number of
iterations T , Sketch S as defined in Eq. (4)

2 Initialization: Define
w1 = 0d×1,βββ = 0n×1, γγγ = 0n×1, Encode X and XT
as illustrated in Fig. 1

3 for t = 1 to T do
4 ααα = Xwt ; // Compute in parallel
5 for i = 1 to n do
6 βi = −yi

1+eyiαi ;

7 end
8 g = XTβββ ; // Compute in parallel
9 ∇f(wt) = g + λwt;

10 for i = 1 to n do
11 γ(i) = eyiαi

(1+eyiαi )2 ;

12 end
13 A =

√
diag(γγγ)XT

14 Ĥ = ATSSTA ; // Compute in parallel
15 H = 1

n Ĥ + λId;
16 wt+1 = wt −H−1∇f(wt);
17 end

Result: w∗ = wT+1

1
nXβββ + λw, where βi = −yi

1+eyiαi ∀ i ∈ [1, · · · , n]. When
the example matrix is large, these matrix-vector products are
performed distributedly using codes. Faster convergence is
obtained by second-order methods which will additionally
compute the Hessian H = 1

nXΛΛΛXT + λId, where ΛΛΛ is a
diagonal matrix with entries given by Λ(i, i) = eyiαi

(1+eyiαi )2 . The
product XΛΛΛXT is computed approximately in a distributed
straggler-resilient manner using the sketch matrix in (4). Using
the result of distributed multiplication, the Hessian matrix
H is calculated at the master and the model is updated as
wt+1 = wt−H−1∇f(wt). In practice, an efficient algorithm
like conjugate gradient, that provides a good estimate in a
small number of iterations, can be used locally at the master
to solve for wt+1 [47].6

We provide a detailed description of OverSketched Newton
for large-scale logistic regression for serverless systems in
Algorithm 2. Steps 4, 8, and 14 of the algorithm are computed
in parallel on AWS Lambda. All other steps are simple vector
operations that can be performed locally at the master. Steps
4 and 8 are executed in a straggler-resilient fashion using
the coding scheme in [34], as illustrated in Fig. 1. Since the
example matrix X is constant in this example, the encoding of
X is done only once before starting the optimization algorithm.

6For simplicity, we assume here that the number of features is small enough
to perform the model update locally at the master. This is not necessary, and
straggler resilient schemes, such as in [35], can be used to perform distributed
conjugate gradient in serverless systems when the assumption does not hold.

Thus, the encoding cost can be amortized over iterations.
Decoding over the resultant product vector requires negligible
time and space, even when n is scaling into the millions.

The same is, however, not true for the matrix multiplication
for Hessian calculation (step 14 of Algorithm 2), as the matrix
A changes in each iteration. Thus, encoding costs will be
incurred in every iteration if error-correcting codes are used.
Moreover, encoding and decoding a huge matrix stored in
the cloud incurs heavy communication cost and becomes
prohibitive. Motivated by this, we use OverSketch in step 14,
as illustrated in Fig. 3, to calculate an approximate matrix
multiplication, and hence the Hessian, efficiently in serverless
systems with inbuilt straggler resiliency.7

Softmax Regression: We take unregularized softmax re-
gression as an illustrative example for the weakly convex case.
The goal is to find the weight matrix W = [w1, · · · ,wK ]
that fits the training data X ∈ Rd×N and y ∈ RK×N . Here
wi ∈ Rd represents the weight vector for the k-th class for all
i ∈ [1,K] and K is the total number of classes. Hence, the
resultant feature dimension for softmax regression is dK. The
optimization problem is

f(W) =
N∑
n=1

[
K∑
k=1

yknwT
k xn − log

K∑
l=1

exp
(
wT
l xn

)]
. (8)

The gradient vector for the i-th class is

∇fi(W) =
N∑
n=1

[
exp

(
wT
i xn

)∑K
l=1 exp

(
wT
l xn

) − yin]xn, (9)

which can be written as matrix products αiαiαi = XTwi and
∇fi(W) = Xβββi, where the entries of βββi ∈ RN are given by
βin =

(
exp(αin)∑K
l=1 exp(αln)

− yin
)

. Thus, the full gradient matrix
is given by ∇f(W) = Xβββ where the entries of βββ ∈ RN×K
are dependent on ααα ∈ RN×K as above and the matrix ααα is
given by ααα = XTW. We assume that the number of classes
K is small enough such that tall matrices ααα and βββ are small
enough for the master to do local calculations on them.

Since the effective number of features is d×K, the Hessian
matrix is of dimension dK × dK. The (i, j)-th component of
the Hessian, say Hij , is

Hij(W) =
d

dwj
∇fi(W) =

d

dwj
Xβiβiβi = X

d

dwj
βββi = XZijX

T

(10)

where Zij ∈ RN×N is a diagonal matrix whose n-th diagonal
entry is

Zij(n) =
exp(αin)∑K
l=1 exp(αln)

(
I(i = j)− exp(αjn)∑K

l=1 exp(αln)

)
, (11)

for all n ∈ [1, N ], where I(·) is the indicator function and ααα =
XW was defined above. The full Hessian matrix is obtained

7We also evaluate the exact Hessian-based algorithm with speculative
execution, i.e., recomputing the straggling jobs, and compare it with OverS-
ketched Newton in Sec. V.
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by putting together all such Hij’s in a dK × dK matrix. It
can be expressed in a matrix-matrix multiplication form as

∇2f(W) =

 H11 · · · H1K

...
. . .

...
HK1 · · · HKK


=

 XZ11X
T · · · XZ1KXT

...
. . .

...
XZK1X

T · · · XZKKXT

 = X̄Z̄X̄T , (12)

where X̄ ∈ RdK×NK is a block diagonal matrix that contains
X in the diagonal blocks and Z̄ ∈ RNK×NK is formed
by stacking all the Zij’s for i, j ∈ [1,K]. In OverSketched
Newton, we compute this multiplication using sketching in
serverless systems for efficiency and resiliency to stragglers.
Assuming d×K is small enough, the master can then calculate
the update pt using efficient algorithms such the minimum-
residual method [22], [48].

Other common problems where OverSketched Newton is
applicable include linear Regression, lasso, linear program-
ming via interior point methods, support vector machines,
semidefinite programs, etc. (see the technical report version
of this paper [38] for more details).

V. EXPERIMENTAL RESULTS

In this section, we evaluate OverSketched Newton on AWS
Lambda using real-world and synthetic datasets, and we
compare it with state-of-the-art distributed optimization algo-
rithms. We use the serverless computing framework Pywren
[3]. Our experiments are focused on logistic and softmax
regression, which are popular supervised learning problems,
but they can be reproduced for other problems such as linear
program, lasso, linear regression, etc. We present experiments
on the following datasets:

Dataset Training Samples Features Testing samples
Synthetic 300, 000 3000 100, 000
EPSILON 400, 000 2000 100, 000

WEBPAGE 48, 000 300 15, 000
a9a 32, 000 123 16, 000

EMNIST 240, 000 7840 40, 000

For comparison of OverSketched Newton with existing dis-
tributed optimization schemes, we choose recently-proposed
Globally Improved Approximate Newton Direction (GIANT)
[24]. The reason is that GIANT boasts a better convergence
rate than many existing distributed second-order methods for
linear and logistic regression, when n � d. In GIANT, and
other similar distributed second-order algorithms, the training
data is evenly divided among workers, and the algorithms
proceed in two stages. First, the workers compute partial
gradients using local training data, which is then aggregated by
the master to compute the exact gradient. Second, the workers
receive the full gradient to calculate their local second-order
estimate, which is then averaged by the master.

For straggler mitigation in such server-based algorithms,
[37] proposes a scheme for coding gradient updates called
gradient coding, where the data at each worker is repeated
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Fig. 4: Convergence comparison of GIANT (employed with dif-
ferent straggler mitigation methods), exact Newton’s method and
OverSketched Newton for Logistic regression on AWS Lambda. The
synthetic dataset considered has 300,000 examples and 3000 features.

multiple times to compute redundant copies of the gradient.
We implement GIANT with three different ways of dealing
with stragglers: (1) we use gradient coding to mitigate strag-
glers; (2) we wait for all the workers to return; and (3) we
simply ignore the stragglers. We compare the convergence
of OverSketched Newton and GIANT with these straggler
mitigation schemes. We further evaluate and compare the con-
vergence exact Newton’s method (employed with speculative
execution, that is, reassigning and recomputing the work for
straggling workers).

A. Comparisons with Second-Order Methods on AWS Lambda

In Figure 4, we present our results on a synthetic dataset
with n = 300, 000 and d = 3000 for logistic regression on
AWS Lambda. Each column xi ∈ Rd, for all i ∈ [1, n],
is sampled uniformly randomly from the cube [−1, 1]d. The
labels yi are sampled from the logistic model, that is, P[yi =
1] = 1/(1 + exp(xiw + b)), where the weight vector w and
bias b are generated randomly from the normal distribution.

The orange, blue and red curves demonstrate the conver-
gence for GIANT with the full gradient (that waits for all
the workers), gradient coding, and mini-batch gradient (that
ignores the stragglers while calculating gradient and second-
order updates) schemes, respectively. The purple and green
curves depict the convergence for the exact Newton’s method
and OverSketched Newton, respectively. The gradient coding
scheme is applied for one straggler, that is the data is repeated
twice at each worker. We use 60 Lambda workers for executing
GIANT in parallel. Similarly, for Newton’s method, we use 60
workers for matrix-vector multiplication in steps 4 and 8 of
Algorithm 2, 3600 workers for exact Hessian computation and
600 workers for sketched Hessian computation with a sketch
dimension of 10d = 30, 000 in step 14 of Algorithm 2.

Remark 1. In our experiments, we choose the number of
workers in such a way that each worker receives approxi-
mately the same amount of data to work with, regardless of
the underlying scheme. This is motivated by the fact that the
limited memory at each worker is the bottleneck in serverless
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(a) Training error for logistic re-
gression on EPSILON dataset
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Fig. 5: Training and testing errors for logistic regression on EP-
SILON dataset with several Newton based schemes on AWS Lambda.
OverSketched Newton outperforms others by at least 46%.

0 100 200 300 400 500
Time (seconds)

0.2

0.3

0.4

0.5

0.6

Tr
ai

ni
ng

 E
rr

or

Training error on WEBPAGE dataset
Uncoded GIANT with full gradient
GIANT with gradient coding
GIANT with ignoring stragglers
Exact Newton's method
OverSketched Newton

(a) Logistic regression on WEB-
PAGE dataset

0 50 100 150 200
Time (seconds)

0.35

0.4

0.45

0.5

0.55

0.6
0.65

Tr
ai

ni
ng

 E
rr

or

Training error on a9a dataset

Uncoded GIANT with full gradient
GIANT with gradient coding
GIANT with ignoring stragglers
Exact Newton's method
OverSketched Newton

(b) Logistic regression on a9a
dataset

Fig. 6: Logistic regression on WEBPAGE and a9a datasets with
several Newton based schemes on AWS Lambda. OverSketched
Newton outperforms others by at least 25%.

systems. Note that this is unlike serverful/HPC systems, where
the number of workers is the bottleneck.

In all cases, unit step-size was used to update the model.8

An important point to note from Fig. 4 is that the uncoded
scheme (that is, the one that waits for all stragglers) has the
worst performance. The implication is that good straggler/fault
mitigation algorithms are essential for computing in the server-
less setting. Secondly, the mini-batch scheme outperforms the
gradient coding scheme by 25%. This is because gradient
coding requires additional communication of data to serverless
workers (twice when coding for one straggler, see [37] for
details) at each invocation to AWS Lambda. On the other
hand, the exact Newton’s method converges much faster than
GIANT, even though it requires more time per iteration.

The number of iterations needed for convergence for OverS-
ketched Newton and exact Newton (that exactly computes
the Hessian) is similar, but OverSketched Newton converges
in almost half the time due to an efficient computation of
(approximate) Hessian (which is the computational bottleneck
and thus reduces time per iteration).

1) Logistic Regression on EPSILON, WEBPAGE and a9a
Datasets: In Figure 5, we repeat the above experiment with
EPSILON classification dataset obtained from [36], with n =
400, 000 and d = 2000. We plot training and testing errors for

8Line-search in Section III was mainly introduced to prove theoretical
guarantees. In our experiments, we observe that constant step-size works well
for OverSketched Newton.

logistic regression for the schemes described in the previous
section. We use 100 workers for GIANT, and 100 workers
for matrix-vector multiplications for gradient calculation in
OverSketched Newton. We use gradient coding designed for
three stragglers in GIANT. This scheme performs worse than
uncoded GIANT that waits for all the stragglers due to the
repetition of training data at workers. Hence, one can conclude
that the communication costs dominate the straggling costs. In
fact, it can be observed that the mini-batch gradient scheme
that ignores the stragglers outperforms the gradient coding and
uncoded schemes for GIANT.

During exact Hessian computation, we use 10, 000 server-
less workers with speculative execution to mitigate stragglers
(i.e., recomputing the straggling jobs) compared to OverS-
ketched Newton that uses 1500 workers with a sketch di-
mension of 15d = 30, 000. OverSketched Newton requires
a significantly smaller number of workers, as once the square
root of Hessian is sketched in a distributed fashion, it can
be copied into local memory of the master due to dimension
reduction, and the Hessian can be calculated locally. Testing
error follows training error closely, and important conclusions
remain the same as in Figure 4. OverSketched Newton out-
performs GIANT and exact Newton-based optimization by at
least 46% in terms of running time.

We repeated the above experiments for classification on the
WEBPAGE (n = 49, 749 and d = 300) and a9a (n = 32, 561
and d = 123) datasets [36]. For both datasets, we used 30
workers for each iteration in GIANT and any matrix-vector
multiplications. Exact hessian calculation invokes 900 workers
as opposed to 300 workers for OverSketched Newton, where
the sketch dimension was 10d = 3000. The results for training
loss on logistic regression are shown in Figure 6. Testing error
closely follows the training error in both cases. OverSketched
Newton outperforms exact Newton and GIANT by at least
∼ 25% and ∼ 75%, respectively, which is similar to the trends
witnessed heretofore.

Remark 2. Note that conventional distributed second-order
methods for serverful systems—which distribute training ex-
amples evenly across workers (such as [24], [43]–[46])—
typically find a “localized approximation” (localized to each
machine) of second-order update at each worker and then
aggregate it. OverSketched Newton, on the other hand, uses
the massive storage and compute power in serverless systems
to find a more “globalized approximation” (globalized in the
sense of across machine). Thus, it performs better in practice.

B. Softmax Regression on EMIST

In Fig. 7, we solve unregularized softmax regression, which
is weakly convex. We use the Extended MNIST (EMNIST)
dataset [49] with N = 240, 000 training examples, d = 784
features for each of the K = 10 classes. Note that GIANT
cannot be applied here as the objective function is not strongly
convex. We compare the convergence rate of OverSketched
Newton, exact Hessian and gradient descent based schemes.
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For gradient computation in all three schemes, we use
60 workers. However, exact Newton scheme requires 3600
workers to calculate the dK × dK Hessian and recomputes
the straggling jobs, while OverSketched Newton requires only
360 workers to calculate the sketch in parallel with sketch
dimension 6dK = 47, 040. The approximate Hessian is then
computed locally at the master using its sketched square root,
where the sketch dimension is 6dK = 47, 040. The step-size
is fixed and is determined by hyperparamter tuning before
the start of the algorithm. Even for the weakly-convex case,
second-order methods tend to perform better. Moreover, the
runtime of OverSketched Newton outperforms both gradient
descent and Exact Newton based methods by ∼ 75% and
∼ 50%, respectively.

C. Coded computing versus Speculative Execution

In Figure 8, we compare straggler mitigation schemes,
namely speculative execution and coded computing, on the
convergence rate of logistic regression on the EPSILON
dataset. We regard OverSketch based matrix multiplication
as a coding scheme in which some redundancy is introduced
during “over” sketching for matrix multiplication. There are
four different cases, corresponding to gradient and Hessian
calculation using either speculative execution or coded com-
puting. For speculative execution, we wait for at least 90%
of the workers to return (this works well as the number of
stragglers is generally less than 10%) and restart the jobs that
did not return till this point.

For both exact Hessian and OverSketched Newton, us-
ing codes for distributed gradient computation outperforms
speculative execution based straggler mitigation. Moreover,
computing the Hessian using OverSketch is significantly better
than exact computation in terms of running time as calculating
the Hessian is the computational bottleneck.

D. Comparison with First-Order Methods on AWS Lambda

In Figure 9, we compare gradient descent and Nesterov
Accelerated Gradient (NAG) (while ignoring the stragglers)
with OverSketched Newton for logistic regression on EP-
SILON dataset. We observed that for first-order methods, there
is only a slight difference in convergence for a mini-batch
gradient when the batch size is 95%. Hence, for gradient
descent and NAG, we use 100 workers in each iteration while

ignoring the stragglers.9 These first-order methods were given
the additional advantage of backtracking line-search, which
determined the optimal amount to move in given a descent
direction.10 Overall, OverSketched Newton with unit step-
size significantly outperforms gradient descent and NAG with
backtracking line-search.

E. Comparison with Serverful Optimization

In Fig. 10, we compare OverSketched Newton on AWS
Lambda with existing distributed optimization algorithm GI-
ANT in serverful systems (AWS EC2). The results are plotted
on synthetically generated data for logistic regression. For
serverful programming, we use Message Passing Interface
(MPI) with one c3.8xlarge master and 60 t2.medium
workers in AWS EC2. In [4], the authors observed that many
large-scale linear algebra operations on serverless systems take
at least 30% more time compared to MPI-based computation
on serverful systems. However, as shown in Fig. 10, we
observe a slightly surprising trend that OverSketched Newton
outperforms MPI-based optimization (that uses existing state-
of-the-art optimization algorithm). This is because OverS-
ketched Newton exploits the flexibility and massive scale at
disposal in serverless, and thus produces a better approxima-
tion of the second-order update than GIANT.11
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