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Abstract 

Calcium sulfates such as anhydrite, hemihydrate, and gypsum find widespread use in building 

materials, implants, and tissue healing. We introduce a simple and compatible atomistic force field 

for all calcium sulfate phases that reproduces a wide range of experimental data including lattice 

parameters, surface, hydration, mechanical, and thermal properties in 1% to 5% accuracy relative 

to experiments. The performance is several times better than prior force fields and DFT methods, 

which lead to errors in structures and energies up to 100%. We explain (hkl) cleavage energies, the 

dynamics of (hkl) water interfaces, and new insights into molecular origins of crystal-facet specific 

hydration and solubility. Impressive agreement of computed and experimentally measured 

hydration energies is shown. The models add to the Interface force field (IFF) and are compatible 

with multiple force fields (CHARMM, AMBER, GROMOS, CVFF, PCFF, OPLS-AA) for 

property predictions of sulfate-containing materials from atoms to the large nanometer scale.  
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1. Introduction  

Gypsum and anhydrite are the most abundant sulfate minerals in the Earth’s crust,[1, 2] and 

calcium sulfates find applications in building materials, medicinal chemistry, energy storage, and 

geotechnical engineering (Figure 1a).[3, 4] Calcium sulfate minerals are extensively used in 

building materials such as wallboard due to fire resistance, natural abundance, and low cost.[5, 6] 

Gypsum also serves as an additive during cement production to regulate the hydration reaction of 

tricalcium aluminate.[7, 8] In the medical arena, calcium sulfates are used in casts, for bone 

regeneration, oral surgery, and in guided tissue healing.[3, 9-11] Other uses include geological 

repositories for radioactive waste, materials for solar energy storage, and geothermal wells.[12-

15]  

The structural and interfacial properties with electrolyte solutions, the role of organic additives, 

phase transformations, mechanical and thermal properties play a major role for these applications. 

However, experimental characterization down to the atomic scale is often not achievable, and 

understanding of nanoscale properties and interfacial processes requires molecular simulations 

(Figure 1b).[16-20] Calcium sulfate minerals exist in three major phases: calcium sulfate 

(anhydrite), CaSO4, calcium sulfate hemihydrate (bassanite or Plaster of Paris), CaSO4 · 0.5 H2O, 

and calcium sulfate dihydrate (gypsum), CaSO4 · 2 H2O.[1] Anhydrite and gypsum occur as rock-

forming minerals and several partially hydrated phases similar to bassanite are also known.[21, 

22] Thermodynamic stability depends on the hydration state, temperature, as well as other 

environmental conditions. All major phases have the ability to crystallize in the presence of 

water.[1, 23, 24] 
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Figure 1. (a) Applications of calcium sulfate mineral phases. (b) Features of the proposed model. 

All-atom simulations can be used to predict structural, interfacial, and mechanical properties of 

calcium sulfates and related multiphase materials in high accuracy. 

 

In contrast to nanoscale properties, bulk properties of calcium sulfate minerals have been 

thoroughly characterized in experiments.[25-44] X-ray diffraction (XRD) data show the common 

crystal structures, all of which comprise calcium ions, tetrahedral sulfate ions, and, when present, 

water (Figure 2 and Table S1 in the Supplementary Information).[25-27] Physical and 

thermodynamic properties are well known.[28-44] Some insights at the molecular level have been 

obtained using atomic force microscopy (AFM), transmission electron microscopy (TEM), 

scanning electron microscopy (SEM), nuclear magnetic resonance spectroscopy (NMR), infrared 

(IR), and Raman spectroscopy.[2, 3, 22, 27, 45-49] However, facet-specific cleavage, hydration 

and dispersion properties, as well as directional mechanical and thermal properties are barely 

known due to limitations in visualization and real time imaging. Monitoring of nucleation and 

growth, interactions with polymers, proteins, DNA, and other minerals at atomic resolution remain 

largely elusive by current laboratory techniques. 
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Figure 2. Crystal structures of anhydrite, bassanite, gypsum, as well as atom types and atomic 

charges for the force field. (a) Orthorhombic β-anhydrite, shown as a (2×2×2) super cell (a ≠ b ≠ 

c and α = β = γ= 90°).[26] (b) Monoclinic bassanite, shown as a (1×2×1) super cell (a ≠ b ≠ c and 

α = γ ≠ β).[25] (c) Monoclinic gypsum, shown as a (2×1×2) super cell.[27, 50] (d) Atom types and 

atomic charges (in units of e). The atomic charges quantify chemical bonding in the CaSO4 · xH2O 

phases (ref. [51]) and standard water models (SPC, TIP3P, PCFF) can be used without 

modification. 

 

Molecular simulations for similar minerals (phosphates, silicates) have contributed essential 

understanding of nucleation and growth, composition-dependent bulk and hydration properties, as 

well as modification of interfacial properties by organic and polymeric ligands.[17, 52-54] 

However, there is a chronic lack of reliable models for sulfates. Available models are hardly 

suitable to perform molecular dynamics simulation of bulk CaSO4 hydrate minerals, electrolyte  

interfaces, and composite materials with polymers and other minerals. For example, deviations up 
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to 10% in lattice parameters and overestimates in surface energies up to 150% are found in early 

models, including computed surface energies of 0.71 J/m2 for gypsum (010) surfaces[55] versus 

0.27 J/m2 in experiment.[55-57] In addition, earlier Buckingham potentials are incompatible with 

common models for water and organic molecules, and the performance of these models is similarly 

low.[58] Generic force fields have been applied to calcium sulfate minerals and tend to be 

unreliable due to lack of a chemical rationale and validation.[59, 61-64] Major shortcomings are 

the lack of implementation of a realistic charge distribution,[65] polarizability, and vibrational 

frequencies. Empirical fits to lattice parameters and mechanical properties without rationale often 

result in even higher deviations in surface and interfacial energies exceeding 200%. Among more 

recent models, ReaxFF does not reproduce lattice parameters and surface energies deviate by 

100%, and ClayFF (including partial adaptations from the Interface force field) leads to deviations 

of 20% in surface energies and 100% in bulk modulus relative to experiments (Table 1). Also, 

DFT methods perform with variable accuracy, or require lengthy testing of suitable density 

functionals (revised PBE used here) (Table 1). Deviations in density exceed 10%, large deviations 

in surface energies up to 100% are seen, and the bulk modulus shows 10% to 30% deviation (Table 

1). Errors of this magnitude using common density functionals are also known for metals, oxides, 

and other compounds.[66, 67] Improvements can be achieved with DFT-D, which better accounts 

for van-der-Waals interactions using added fit parameters for dispersion.[66, 67] The underlying 

electron-electron interactions are difficult to embed in density functionals otherwise (PBE, 

revPBE, LDA). While DFT-D tends to be more reliable (e.g., gypsum in Table 1), different 

approaches have been suggested and the physical interpretation remains somewhat 

ambiguous.[66-68] In summary, existing models may be best described as curve fits with limited 
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internal consistency and, as a result, low accuracy and transferability. Major shortcomings are the 

neglect of underlying chemical detail and a missing interpretation of the Hamiltonian.  

The new parameters in the Interface Force Field (IFF) take an entirely different approach and 

perform at least one order of magnitude better (errors lower by a factor of 10). We include the 

correct balance of covalent bonding versus ionic bonding, the validation of structure, surface 

energies, interfacial energies, energy derivatives, as well as full interpretation and thermodynamic 

consistency of the parameters.[20, 51, 69, 70] A first set of consistent parameters and surface 

models for gypsum (dihydrate) and bassanite (hemihydrate) was introduced in ref. [20] and 

evolved into the version presented here. This complete set of force field parameters and validation 

for hydrous calcium sulfate phases has far higher reliability in comparison to prior models and full 

compatibility with existing force fields for organic compounds (IFF, AMBER, CHARMM, CVFF, 

DREIDING, OPLS-AA, PCFF). Typical deviations relative to experiment are <1% in lattice 

parameters and density, <5% in surface energies, and <5% in mechanical and thermal properties 

(see summary in Table 1 as well as Tables S2 and S3 in the Supplementary Information). 

The force field parameters and surface models allow accurate simulations of calcium sulfate 

minerals and complex hybrid materials in atomic resolution up to the 1000 nanometer scale for 

quantitative insights into cleavage, hydration, phase transformations, mechanics, interaction with 

organic compounds, and thermal expansion. Molecular models and all-atom force field parameters 

for calcium sulfate minerals are described in section 2. In section 3, computed structural and 

vibrational properties of the CaSO4 · xH2O phases are reported and compared to experiment. In 

section 4, (h k l) cleavage energies, solid-liquid interfacial energies, and immersion energies are 

presented and interpreted at the molecular scale, including validation by available experimental 
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data. Conclusions follow in section 5. Full computational details, models, force field files, and 

additional information on calcium sulfate crystal structures are provided in the Supplementary 

Information. Insights into phase equilibria upon hydration and dehydration, mechanical and 

thermal properties, and organic interfaces are discussed in a follow-on publication.[71]  
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Table 1. Comparison of key structural and energetic properties of calcium sulfates according to experiment, the new force field (IFF), 

earlier force fields, and DFT. The reliability is much improved over earlier models. 

Minerals Properties Experiment IFF (LJ 9-6) COMPASS CVFF ReaxFFa CHARMM ClayFF-IFF DFTb 

Anhydrite  

Lattice 

parameters 

(nm) and 

density ρ 

(g/cm3) 

a = 2.098, 

b = 2.098, 

c = 1.873, 

α = β = 90° 

γ = 90° 

ρ = 2.960 

[26] 

2.119, 

2.052, 

1.895, 

90°, 90° 

90° 

2.963 

2.060, 

1.977, 

1.760, 

90°, 90° 

90° 

3.403 

2.181, 

2.082, 

1.786, 

90°, 90° 

90° 

3.009 

2.168 

2.169 

1.931 

90°,90° 

90° 

2.682 

2.024, 

2.020, 

1.923,    

90°, 90° 

90° 

3.103 

2.108 

2.098 

1.895 

90°, 90° 

90° 

2.911 

2.160 

2.178 

1.927 

90°, 90° 

89.83° 

2.69 

Bassanite  a = 2.406, 

b = 2.078, 

c = 2.534, 

α = γ = 90° 

β = 90.27° 

2.407, 

2.076, 

2.501, 

90°, 90° 

90.29° 

2.311, 

1.987, 

2.376, 

90°, 90° 

90.68° 

2.435, 

2.086, 

2.508, 

90°, 90° 

91.32° 

2.406 

2.701 

25.068 

90°, 90° 

90.27 

2.351, 

2.028, 

2.538,     

90°, 90° 

90.23° 

2.401 

2.078 

2.597 

90°, 90° 

90.36° 

2.488 

2.173 

2.596 

90°, 90° 

90.2° 
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ρ = 2.739 

[25] 

2.778 3.181 2.725 0.554 2.868 2.678 2.473 

Gypsum a = 1.703, 

b = 1.521, 

c = 1.886, 

α = γ = 90° 

β = 114.08° 

ρ = 2.307 

[27, 50] 

1.698, 

1.494, 

1.876, 

90°, 90° 

110.0° 

2.302 

1.607, 

1.467, 

1.750, 

90°, 90° 

112.49° 

2.700 

1.690, 

1.521, 

1.886, 

90°, 90° 

115.11° 

2.359 

1.957 

39.46 

2.035 

86°, 89° 

108.2° 

0.138 

1.645, 

1.485, 

1.907,     

90°, 90° 

113.08° 

2.401 

1.679 

1.509 

1.911 

90°, 90° 

114.57° 

2.337 

1.704e 

1.518e 

1.913e 

90°, 90°e 

114.3°e 

2.271e 

Anhydrite 

(hkl)c 
Surface 

energy 

(mJ/m2) 

NA 
542 ± 20 

(1 0 0) 

765 ± 49 

(1 0 0) 

665 ± 7 

(1 0 0) 

0.0 

(1 0 0) 

473 ± 6        

(1 0 0) 

895 ± 2 

(1 0 0) 

273 ± 10 

(1 0 0) 

Bassanite 

(hkl) 
NA 

390 ± 32 

(0 0 1) 

277 ± 2 

(0 0 1) 

309 ± 7        

(0 0 1) 

0.0 

(0 0 1) 

292 ± 5         

(0 0 1) 

493 ± 3 

(0 0 1) 

846 ± 10 

(0 0 1) 

Gypsum 

(hkl) 

365 ± 25 

(facet-

348 ± 20 

(facet avg.) 

258 ± 6 

(0 1 0) 

219 ± 7 

(0 1 0) 

0.0 

(0 1 0) 

231 ± 3        

(0 1 0) 

331 ± 4 

(0 1 0) 

300 ± 10e 

(0 1 0) 
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average) 

[38-40] 

271 ± 15 

(0 1 0) 

Anhydrite 

Bulk 

modulus 

(GPa) 

55 ± 3 

[28, 29, 44] 
58 ± 3  60 ± 3 89 ± 5 165 56 ± 5 106 ± 8 50 ± 1 

Bassanite 52.4 

[30, 44] 
53 ± 2  68 ± 2 63 ± 3 0.0 56 ± 2 89 ± 4 36 ± 1 

Gypsumd 44 ± 1.5 

[29, 44] 
44 ± 1 48 ± 5 49 ± 1 0.383 28 ± 2 64 ± 4 44 ± 1e 

 

a From ref. [72], which contains S, O, Ca, and water. Several phases and surfaces are unstable. b Revised PBE functional, ultrasoft 

pseudopotential, 380 eV energy cutoff, 2x2x2 k points, geometry optimization with 200 cycles, 5·10-7 eV/atom convergence, CASTEP 

program. The bulk modulus was calculated at 0.5 GPa stress using a difference in volume. c Values for the lowest energy (hkl) surface 

are given. See details in Table 4. d See details of mechanical properties in Table S2 in the Supplementary Information and in ref. [71]. e 

We report recent values using DFT-D (Tkatchenko and Scheffler) from ref. [68] instead of revPBE. Deviations with revPBE and other 

DFT-D functionals can be significant, e.g., revPBE yields lattice parameters of a = 1.742 nm, b = 1.567 nm, c = 1.970 nm, α = γ = 90°, 

β =  113.3°, a density of 2.084 g/cm3, a (010) surface energy of 143 ± 10 mJ/m2, and a bulk modulus of 31 ± 1 GPa.
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2. Force Field Parameterization  

2.1. Potential energy expressions 

We derived force field parameters that can be used with the common polynomial energy 

expressions CFF, PCFF,[73, 74] COMPASS (eq 1),[75] CHARMM,[76]  AMBER,[22, 77] 

CVFF,[78] DREIDING, and OPLS-AA[79] (eq 2). The potential energy of the system potE  is the 

sum of energy contributions for quadratic bond stretching (Ebonds), quadratic angle bending 

(Eangles), as well as electrostatic (ECoulomb) and van-der-Waals interactions (EvdW) between atoms. 

potE  depends only on the Cartesian coordinates of the atoms along the directions of the three 

coordinate axes. The parameters qi, r0,ij, θ0,ijk, Kr,ij, Kθ,ijk, εij, and σij used in eq 1 and eq 2 make up 

the force field and represent atomic charges, equilibrium bond lengths, equilibrium bond angles, 

vibrational constants for bond stretching, vibrational constants for angle bending, pairwise 

equilibrium nonbond energy as well as the equilibrium nonbond distance between pairs of atoms, 

respectively (Table 2). 
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The polynomial energy expressions shown in eq 1 and eq 2 are applicable to metals, ceramics, 

and soft matter, including additional torsion and out-of-plane terms for biomacromolecules.[20] 

The parameters can be assigned a clear physical-chemical interpretation. Parameters for 9−6 

Lennard-Jones potentials (eq 1) and 12−6 Lennard-Jones potentials (eq 2) differ slightly for 

algebraic reasons, as well as due to specific combination rules to obtain σij and εij for pairs of 

different atom types i and j from the homoatomic interaction parameters σii and εii  listed in Table 

2. The combination rules follow the conventions for the respective force field.[20] Specific scaling 

rules for nonbonded interactions between 1, 4 bonded atoms in various force fields play no role 

for calcium sulfates as there are no 1, 4 bonded atoms present. Differences in combination rules 

among force fields using a 12-6 LJ potential (CHARMM, AMBER, OPLS-AA, CVFF) are also 

small. Therefore, for calcium sulfates, one parameter set for all force fields using a 12-6 LJ 

potential and one parameter set for FFs using a 9-6 LJ potential are sufficient. 
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Table 2. Force field parameters for calcium sulfate phases using an energy expression with a 9-6 

Lennard-Jones potential (equation 1, PCFF, COMPASS) and with a 12-6 Lennard-Jones potential 

(equation 2, CHARMM, CVFF, AMBER, OPLSA-AA, DREIDING, GROMOS). 

I. Nonbond      Charge (e) 

9-6 LJ Parameters (eq 1) 12-6 LJ Parameters (eq 2) 

            

          (pm) 

      

(kcal/mol) 

          

       (pm) 

            

   (kcal/mol) 

Ca +1.7 355 0.24 310 0.22 

S +0.5 445 0.30 420 0.30 

Osulfate –0.55 350 0.06 340 0.12 

Owater –0.82 360.8 a 0.274 a 355.3b 0.155b 

Hwater +0.41 109.8 a 0.013 a 0.0 b 0.0 b 

II. Bonds r0 (pm) Kr [kcal/(mol·Å2)] 

S–O 150.5 380 

520.00 (k2), –1282.90 (k3), 1902.12 (k4)a,c 

540.63 

O–H: 9-6 LJa 

O–H: 12-6 LJb 

97 

96 

III. Angle θ0 (°) Kθ [kcal/(mol·rad2)] 

O–S–O 109.5 170 

49.84 (k2), –11.60 (k3), –8.00 (k4)  

50.0 

H–O–H: 9-6 LJa   

H–O–H: 12-6 LJb   

103.7 

104.5 

a Parameters for the standard PCFF water model are listed and used here.  

ii,0σ ii,0ε ii,0σ ii,0ε
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b Parameters for a flexible SPC water model are listed and used. Other standard SPC or TIP3P 

parameters for water can also be used without significant changes in performance (even when 

including slightly different atomic charges). 

c Original PCFF parameters for bond stretching were modified to precisely reproduce the IR 

vibrations of water near 3489 cm-1. The original parameters can also be used [563.28 (k2), –1428.22 

(k3), 1902.12 (k4)], then not reproducing this particular IR band. 

 

2.2. Derivation of the atomistic force field  

The development of force field parameters for calcium sulfates followed the IFF approach that 

involves well defined steps for the derivation and interpretation of each parameter.[7, 16, 20, 69, 

80, 81] We present a single set of parameters for all calcium sulfate phases, and no further 

customized force field types for each compound. This approach leads to a minor compromise in 

accuracy which is, however, well within the limits of the accuracy of water models. The broadly 

applicable calcium sulfate models (also extensible for Mg and other sulfates) enable the study of 

reversible hydration and dehydration reactions among all calcium sulfate phases, as well as 

interactions with chemical additives, polymers, and biomacromolecules. 

The first step was the selection of reliable crystal structures from X-ray or Neutron diffraction 

data (Figure 2).[2] We chose X-ray diffraction data by Hawthorne et al.[26] for thermodynamically 

stable β-anhydrite (Figure 2a), X-ray data by Bezou et al.[25] for bassanite (Figure 2b), and 

neutron diffraction data for the monoclinic crystal structure of gypsum by Pedersen and 

Semmingsen[27] with the space group A2/a (Figure 2c). Differences to other proposed space 

groups for gypsum are minor and captured by the force field (see Table S1 and Section S1 in the 
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Supplementary Information). 

We employ five atom types for Ca2+ ions, S and O atoms in sulfate ions, H and O atoms in H2O 

(Figure 2d). Assignment of atomic charges for calcium ions, sulfate ions, and water represents the 

magnitude of ionic versus covalent bonding,[65] and was carefully undertaken as the surface 

energy depends on the square of the atomic charges and on the cation density of cleaved planes. 

The calcium charge is +1.7e out of +2e as a maximum formal charge as there are some covalent 

contributions to bonding, similar to calcium oxide, calcium silicates, and calcium phosphates 

consistent with experimentally measured electron deformation densities and theory.[7, 16, 20, 51, 

80, 82] We also tested a +1.6e charge of Ca2+ instead of +1.7e, which leads to approximately 10-

15% underestimates in cleavage energies, elastic moduli, and overestimated thermal expansion of 

the calcium sulfate phases, and such deviations are near 0% with +1.7e. Calcium sulfate minerals 

have thus slightly more ionic character than previously studied calcium-containing minerals such 

as tricalcium silicate, tricalcium aluminate and hydroxyapatite with Ca charges of +1.5e to 

+1.6e.[7, 16, 80, 83] For the crystal structures of calcium sulfate phases considered in this paper, 

Ca2+ ions and the square-antiprismatic coordination shell of 8 oxygen atoms by water and sulfate 

are described by nonbonded-only terms. The reason is that Ca···O distances are in a range from 

2.366 Å to 2.552 Å that is typical for noncovalent bonds, and the Ca2+ atomic charge is clearly 

more than 50% on the ionic side of the spectrum of pure covalent bonding to pure ionic bonding. 

The atomic charge for S in tetrahedral oxygen coordination is +0.5 ± 0.1e. This value is 

consistent with known similar charges of +1.2e for Al,[7] +1.1e for Si,[81] +0.8e for C,[51] and 

+1.0e for P in tetrahedral oxygen coordination, higher electronegativity of S, and a net negative 

charge on SO42- ions that somewhat reduces the positive charge on the S atom.[16, 20] The degree 
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of ionic bonding also correlates with trends in atomization energies and electronegativity for the 

neighbor elements in the periodic table as represented by the extended Born model.[51, 84] The 

negative charges in ions such as silicate, phosphate, and sulfate warrant even lower positive 

charges at the center atoms (Si, P, S) of +1.0e,[80] +0.8e, and +0.5e.[51] Ultimately, these charge 

distributions represent chemical bonding and verifiable internal multipole moments. The atomic 

charge of the oxygen atoms in sulfate ions then results as –0.55e due to charge neutrality, leading 

to an overall charge of ‒1.7e for sulfate ions in the solid state. S–O bonds in sulfate ions are clearly 

covalent in nature as atomic charges in S and O are both less than half of their formal charges, and 

S–O bond lengths of 1.48 Å are in the expected range for covalent bonds.[85] S–O bonds are 

therefore represented by bonded and nonbonded parameters. Exact bond distances between S and 

O are slightly different in anhydrite (1.473 ± 0.001 Å), bassanite (1.48 ± 0.01 Å) and gypsum 

(1.472 ± 0.001 Å),[25-27] yet close enough to be described with a single set of parameters. 

Structural features such as square-antiprismatic Ca(···O)8 arrangements and sulfate tetrahedra in 

gypsum crystals are similarly found in anhydrite (Amma space group),[26, 27, 82] and in the 

coordination environment in monoclinic bassanite.[30] Similarity in composition and atomic 

arrangements support the use of one set of force field parameters including atomic charges for 

calcium sulfate phases regardless of their water content.   

Lennard-Jones parameters were assigned according to known trends in atomic/ionic radii (σii), 

atomic polarizabilities and coordination environment (εii).[20, 85, 86] In the final optimization of 

cell parameters, only minor changes in the LJ parameters were required to reproduce the lattice 

parameters (a, b, c, α, β, γ) and atomic distances during NPT molecular dynamics simulation in 

agreement with X-ray and neutron diffraction data (Table 3). Nevertheless, we carried out 
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extensive tests of nonbond diameters σii and well depths εii to achieve a consistent match for all 

three minerals. For example, LJ 9-6 potentials suitable for gypsum yield a slightly higher density 

for bassanite, and a better match could be achieved by minor variations of LJ parameters for the 

two minerals. However, we believed that the benefit of consistent parameters for all mineral phases 

outweighs the benefits of fixing such small discrepancies.  

Bonded terms include S–O bonds and S–O–S angles in the SO42- ions as well O–H bonds and 

H–O–H angles in water molecules (Table 2). Water molecules are described using standard water 

models following the concept of thermodynamic consistency in IFF, such as SPC (or TIP3P) water 

models as used in CHARMM, AMBER, and PCFF. The standard water models cause no 

noteworthy difficulties in force field performance.[20] For the SO42– ions, equilibrium bond 

lengths r0,ij and equilibrium bond angles θ0,ijk (eq 1 and eq 2) were selected from neutron diffraction 

and X-ray data.[25-27] Minor adjustments of r0,ij and θ0,ijk relative to bond lengths and angles from 

scattering data were made (<3%) to account for the superposition with nonbonded energy terms in 

the force field (Table 2). X-ray data also suggest small deviations of the geometry of sulfate ions 

from a regular tetrahedron in all three minerals.[25-27] The force field reproduces average bond 

lengths and bond angles in NPT molecular dynamics simulations with <2% deviation from 

experiment, as well as the lattice parameters of the minerals (Table 3). 

Vibration constants Kr,ij and Kθ,ijk were initially estimated according to known force constants 

of similar molecules and refined to be consistent with measured IR spectra of anhydrite and 

gypsum[45, 87, 88] using the Fourier transform of the velocity autocorrelation function (Figure 

3).[7, 80, 81] We also tested specific improvements in bond stretching constants Kr,ij and its 3rd and 

4th power additions in the PCFF water force field (Table 2, footnote c) to best reproduce the 
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experimental O−H stretching vibration of H2O in gypsum crystals near 3489 cm−1. However, such 

adjustments are not necessary for most purposes. 

 

 

Figure 3. Vibration spectra computed from molecular dynamics simulation (superposition of IR 

and Raman) in comparison with experimental IR data.[45, 87, 88] (a) Anhydrite. (b) Gypsum. The 

arrow in (a) indicates a deviation in the classical model. Results are similar for bassanite (not 

shown). 

 

2.3. Refinement and Validation  

Key targets for the refinement of force field parameters are the lattice parameters for all minerals, 

the cleavage energies, as well as reported bulk moduli in comparison to experiment. Once these 

were reproduced quantitatively, remaining properties such as solid-water interfacial energies and 

thermal properties were obtained in agreement with experiment without further assumptions or 

refinements. The agreement demonstrates impressive consistency of the force field in comparison 
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to other models (Table 1), whereby atomic charges,[51] bonded parameters,[81] and [86] are 

associated with a physical-chemical rationale and adjustable only in a small percentage range.[17] 

The well depths  as well as the /  ratio have somewhat more flexibility (see ref. [20]) 

and, for example, affect the hydration energy of Ca2+ ions. 

Parameter refinement and testing involved over 1000 individual calculations in total. The 

stability of the force field was thoroughly tested for large structures (>10 nm) and long simulation 

times (>100 ns). The average accuracy is ~1% in lattice parameters and the reliability of cleavage 

energies, hydration energies, and bulk moduli is essentially the same as the experimental 

uncertainty of ±5%. The performance thereby exceeds the capabilities of common DFT methods 

for the same systems. In addition, IFF is applicable to systems more than a million times larger in 

length and time scale. 

 

3. Structural and Vibrational Properties   

NPT molecular dynamics simulations under ambient conditions yield an average S–O bond length 

of 1.48 ± 0.02 Å for the three minerals, which agrees with average bond lengths of 1.473 ± 0.001 

Å, 1.48 ± 0.01 Å, and 1.472 ± 0.001 Å for anhydrite, bassanite, and gypsum, respectively, from X-

ray data.[25-27] Computed lattice parameters and densities in NPT molecular dynamics deviate 

on average <1% from experiment, and often less than 0.5% (Table 3). Differences in crystal 

symmetry of the minerals are also very well preserved in the simulation. The performance of force 

fields with 9-6 or 12-6 Lennard-Jones potentials (eq 1 and eq 2) is about the same. 

ii,0σ

ii,0ε ii,0σ ii,0ε
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Limitations include, for example, a slight extension of the anhydrite simulation cell along the 

a-axis (+1% to +2%) and a contraction of the b-axis (‒2%). Similar small offsets are seen for 

bassanite (calcium sulfate hemihydrate) while cell angles are precisely reproduced. Gypsum lattice 

parameters in the simulation follow closely experimental data except for the cell angle β. Some of 

the percent-range deviations in the hydrated sulfates (bassanite, gypsum) are related to known 

limitations of the water models.[89]  

 

Table 3. Lattice parameters of anhydrite,[26] bassanite[25] and gypsum[27, 50] crystals according 

to experiment and NPT molecular dynamics simulation using IFF parameters in 9-6 LJ form 

(compatible with PCFF, COMPASS) and in 12-6 LJ form (compatible with AMBER, CHARMM, 

CVFF, OPLS-AA) under standard temperature and pressure.  

Mineral Method 
Cell 

dim. 

a 

(nm) 

b 

(nm) 

c 

(nm) 

α 

(°) 

β 

(°) 

γ 

(°) 

V 

(nm3) 

ρ 

(g/cm3) 

Anhydrite 

Exptl[26] 

Sim 9-6a 

Sim 12-6 

3×3×3 

2.0979 2.0985 1.8735 90 90 90 8.2479 2.9601 

2.119 2.052 1.895 90 90 90 8.241 2.963 

2.142 2.058 1.873 90 90 90 8.258 2.957 

Bassanite 

Exptl[25] 

Sim 9-6 

Sim 12-6 

2×3×2 

2.4063 2.0781 2.5342 90 90.27 90 12.672 2.7387 

2.407 2.076 2.501 90 90.29 90 12.495 2.778 

2.437 2.098 2.483 90 90.45 90 12.670 2.733 

Gypsum 
Exptl[27, 

50] 
3×1×3 

1.7034 1.5213 1.8858 90 114.08 90 4.4616 2.3068 
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Sim 9-6 

Sim 12-6 

1.698 1.494 1.876 90 110.0 90 4.471 2.302 

1.703 1.521 1.856 90 112.1 90 4.455 2.310 

a “Sim 9-6” refers to energy expressions using the 9-6 LJ potential (eq 1). “Sim 12-6” denotes 

energy expressions using the 12-6 LJ potential (eq 2). 

 

The calculation of vibration spectra from MD simulation shows good agreement in 

wavenumbers, though not in intensities, with measured IR spectra for the calcium sulfate hydrates 

(Figure 3).[45, 87, 88] Vibrations at 600−700 cm−1 correspond to O−S−O angle bending, weaker 

bands at 1000 cm−1 to the symmetric S−O bond stretching vibrations, and the strong band at 

1050−1250 cm−1 to asymmetric S−O bond stretching vibrations. The agreement is typically better 

than 50 cm-1 in wavenumbers although the computed value for one of the bands in anhydrite near 

700 cm−1 is shifted approximately 100 cm-1 higher, or might represent a Raman peak near 700 

cm−1 (Figure 3a).[87, 88] In gypsum, the strong band for asymmetric S−O bond stretching is found 

at slightly lower wavenumbers of 1050−1150 cm−1 due to hydrogen bonds with water (Figure 3b). 

Vibrational bands at 1600−1700 cm−1 as well as at 3395 and 3489 cm−1 appear due to the presence 

of water and correspond to H−O−H angle bending and O−H bond stretching vibrations, 

respectively. The peaks can be reproduced using tailored vibration constants Kr,ij and Kθ,ijk  in the 

energy expression (Table 2).  

It is a generally accepted limitation that fine details such as exact wavenumbers and intensities 

are not captured in all-atom force fields because details of the electronic structure are not included 

for simplicity and high computational speed.[45, 87, 88] For the calcium sulfates minerals 
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described here, we use only four harmonic parameters (Table 2) to reproduce the entire vibration 

spectrum (Figure 3). The performance is quite good for this level of simplification, and relative 

differences in wavenumbers due to changes in chemical environment can still be meaningfully 

compared between computation and experiment. 

 

4. Surface and Interfacial Energies 

4.1. Surface Energy  

Accurate surface and interfacial energies are the key to predicting solubility, adsorption, and 

surface reactions in computational models.[17] The cleavage energy equals the surface energy of 

a solid when no surface reconstruction occurs during the measurement time.[81] The cleavage 

energy is also a reproducible measure of cohesion of a solid under standard conditions even if 

surface reconstruction occurs.[17] Possible (h k l) cleavage planes of the calcium sulfates are 

shown in Figures 4, 5, and 6, and hitherto unknown values of facet-specific cleavage energies are 

reported here (Table 4). The cleaved surfaces of calcium sulfates show only minor rearrangements 

of ions and water in molecular dynamics simulations (Figure S1 in the Supplementary 

Information). The crystal-average surface energy of gypsum obtained by simulations is 348 ± 15 

mJ/m2. The value is in excellent agreement with experimental measurements of 365 ± 25 mJ/m2 

(Table 4) [38-40] and confirms the ability of the force field to predict energy differences correctly.  
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Figure 4. Possible cleavage planes in anhydrite (CaSO4) shown in a (2×2×2) super cell. Unit cell 

dimensions are displayed by blue solid lines. Black dashed lines indicate the (1 0 0) plane and the 

equivalent (2 0 0) and (0 4 0) cleavage planes of lowest energy. Brown dashed lines visualize the 

(0 0 1) plane and the equivalent (0 0 2) cleavage plane of intermediate energy. Pink dashed lines 

highlight the (0 1 0) plane and the equivalent (0 2 0) cleavage plane of higher energy. (a) Cleavage 

planes perpendicular to the ab plane; projection perpendicular to the c axis. (b) Cleavage planes 

perpendicular to the ac plane; projection perpendicular to the b axis. (c) Cleavage planes 

perpendicular to the bc plane; projection perpendicular to the a axis.  
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Figure 5. Possible cleavage planes in bassanite (CaSO4 · ½ H2O) drawn in a (2×2×2) super cell. 

Unit cell dimensions are indicated by rectangular boxes with blue solid lines. The black dashed 

lines indicate the (0 0 1) and (0 0 2) planes of lowest energy, brown dashed lines highlight the (0 

1 0) plane of intermediate energy. Pink and green dashed lines denote (1 0 0) and (8 0 0) cleavage 

planes of high energy. (a) Cleavage planes perpendicular to the ab plane; projection perpendicular 

to the c axis. (b) Cleavage planes perpendicular to the bc plane; projection perpendicular to the a 

axis. 
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Figure 6. Observed cleavage planes in gypsum (CaSO4 · 2 H2O) shown in a (2×2×2) super cell. 

Unit cell dimensions are illustrated by rectangular boxes with blue solid lines. Black dashed lines 

denote the (0 1 0) plane and the equivalent (0 2 0) plane of lowest energy. The brown dashed line 

indicates the (1 0 0) plane of intermediate energy. The (‒1 1 1) plane of somewhat higher energy 

is not shown (requires 3D view). The pink dashed line shows the (1 2 0) and (0 1 1) cleavage 

planes of higher energy. (a) Cleavage planes parallel to the c axis; crystal structure projected 

perpendicular to the c axis (approximately in the ab plane). (b) Cleavage planes perpendicular 

parallel to the a axis; crystal structure projected perpendicular to the a axis (approximately in the 

bc plane).   
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Table 4. Computed cleavage energy (surface energy) of various Miller planes of anhydrite, 

bassanite and gypsum, listed in the order of ascending values. Equivalent crystallographic planes 

with the same cleavage energy are indicated. 

Mineral and (h k l) plane Cleavage energy 

 Computed (mJ/m2) Experimental (mJ/m2) 

Anhydrite (1 0 0), (2 0 0), (0 4 0)  542 ± 20a,  535 ± 20b  

Anhydrite (0 0 1), (0 0 2) 600 ± 23  

Anhydrite (0 1 0), (0 2 0) 686 ± 30  

Bassanite (0 0 1), (0 0 2) 390 ± 32a, 370 ± 20b  

Bassanite (0 1 0) 578 ± 25  

Bassanite (1 0 0) 784 ± 30  

Bassanite (8 0 0) 870 ± 40  

Gypsum (0 1 0), (0 2 0) 271 ± 15a, 263 ± 20b  

Gypsum (1 0 0) 417 ± 26  

Gypsum (–1 1 1) 530 ± 20  

Gypsum (1 2 0) 567 ± 20  

Gypsum (0 1 1) 600 ± 23  

Gypsum crystal, facet-average 348 ± 20,c 341 ± 16c 365 ± 25d 

a Using the energy expression with a LJ 9-6 potential. b Using the energy expression with a 12-6 

LJ potential. Results with 12-6 and 9-6 LJ potentials are identical within error bars. c Equilibrium 

facet-average is assumed according to equations (9) and (10) (see also Figure 7b). d Refs. [38-40]. 
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The simulations also indicate that equilibrium cleavage involves equal partition of calcium and 

sulfate ions between the newly created surfaces, consistent with observations for other 

minerals.[16, 80, 90, 91] Low energy surfaces display minimal local electric fields and result from 

(h k l) cleavage planes that require minimal, or no separation of intimate ion pairs and multipolar 

local charge distributions. Cleavage energies consist over 80% of Coulomb energy and the 

maximum contribution of van-der-Waals energy is around 50 mJ/m2. Significant interactions 

subside after 1 to 2 nm surface separation. In case of nonequilibrium, unequal partition of ions, 

cleavage energies can exceed several 1000 mJ/m2 and extend the range of notable attraction 

beyond 10 nm. 

Specifically, in anhydrite, the (1 0 0), (2 0 0), and (0 4 0) cleavage planes are equivalent and 

exhibit the lowest cleavage energy of ~540 mJ/m2 according to the simulation (Figure 4). No 

separation of ions is required during cleavage of this plane. The (1 0 0) plane has been observed 

in atomic force microscopy (AFM)[27, 48, 49] and, consistently, the AFM data indicate near-

perfect cleavage as well as much higher stability in comparison to (0 0 1) and (0 1 0) planes (Figure 

4a,b).[27, 48] The next highest cleavage energy of ~600 mJ/m2 was computed for the (0 0 1) plane 

(Figure 4b,c). The (0 0 1) plane does also not require separation of ions across the cleaved surface, 

nevertheless, it was harder to generate in AFM measurements.[48] Finally, cleavage of the (0 1 0) 

plane requires equal partitioning of calcium and sulfate ions, and the higher ionic density increases 

the surface energy to ~690 mJ/m2 (Figure 4a,c). AFM measurements mention a high, or highest, 

stability of surfaces in the “(0 1 0)” direction, however, these are likely the (0 4 0) surfaces that 

are identical to the (1 0 0) surfaces of lowest energy due to crystal symmetry (see Figure 4).[48, 

49] Therefore, the overall ranking of facet stability according to AFM data is (0 4 0) ≈ (1 0 0) > (0 



   
   
   
  

29 of 51 
 

0 1) and molecular dynamics simulations have quantified the surface energies as (0 4 0) = (1 0 0) 

< (0 0 1) < (0 1 0) consistent with these observations. 

In bassanite (calcium sulfate hemihydrate), cleavage energies are lower relative to anhydrite 

due to the presence of water molecules (Figure 5, Table 4). The plane of lowest energy is the (0 0 

1) plane with ~380 mJ/m2. Cleavage involves only the distribution of Ca2+ ions and water 

molecules and is therefore comparatively low-energetic (Figure 5b). The next highest energy was 

found for the (0 1 0) plane. Due to the distribution of both sulfate and calcium ions, the energy is 

markedly higher at 580 mJ/m2 (Figure 5a,b). Distribution of Ca2+ and sulfate ions is also required 

for the (1 0 0) plane that carries a slightly higher ion density per unit area. Accordingly, the 

cleavage energy increases to 780 mJ/m2 (Figure 5a). Finally, the (8 0 0) plane was found to be 

energetically unfavourable due to a charge imbalance upon separation of the slabs. The charge 

imbalance could be neutralized with the help of temperature gradient MD simulations that allows 

transfer of ions and surface reconstruction, resulting in an energy of 840 mJ/m2 (Table 4). While 

specific experimental data for calcium sulfate hemihydrate are rare, the increased anisotropy of 

surface energies helps explain the observed rod-like crystal habit of α-hemihydrate.[1, 47] The 

rod-like crystal shape in x or y direction includes low-energy (001) bounding facets, and also 

engages further surrounding facets such as (0 1 1)/(0 ‒1 1) and (1 0 1)/( ‒1 0 1), respectively, 

which may be explored in follow-on studies.   

Gypsum displays a well-known (010) cleavage plane of minimum energy (Figure 6a,b).[55, 

92, 93] Equal partitioning of a double layer of water molecules eases cleavage and MD simulations 

identified a low cleavage energy of 270 ± 15 mJ/m2 (Table 4). The (0 1 0) or (0 2 0) planes, 

therefore, constitute the majority of the surface area of macroscopic gypsum crystals (Figure 
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7).[92, 94-96] The (1 0 0) plane is of about 50% higher surface energy of ~420 mJ/m2. Other 

known cleavage planes of gypsum include (‒1 1 1), (1 1 1), (1 2 0), (0 1 1), (0 ‒1 1), and the 

associated surface energies are even higher in the range of 500 to 600 mJ/m2 (Figure 6a,b and 

Table 4). For example, the (‒1 1 1) plane involves separation of Ca2+ and water and is associated 

with a cleavage energy of 530 mJ/m2 (not shown). Similarly, the (1 1 1) plane includes sulfate ions 

near to the cleavage plane. Cleavage of the (1 2 0) plane separates sulfate ions as well as calcium 

ions and requires 570 mJ/m2 (Figure 6a). The (0 1 1), (0 ‒1 1), and (0 1 ‒1) cleavage planes are 

identical and exhibit a cleavage energy of 600 mJ/m2 (Figure 6b). Higher surface energy is 

associated with equal partition of water, sulfate ions, and calcium ions closer to the cleavage plane. 

Gypsum crystals were also found to display (1 2 ‒1) and (1 1 0) facets.[96] The common 

observation of (h k l) facets that possess high cleavage energies and are therefore among the least 

stable in air or vacuum is owed to their stability in water where gypsum crystals are usually grown 

(see following sections). Details of the computation of cleavage energies are described in section 

S2.4 in the Supplementary Information.  

The relationship between cleavage energies A
ECleav∆

 used to describe solid-vapor interfacial 

energies and surface free energies A
GCleav∆

 is given by an entropy contribution A
ST Cleav∆−

: 

 

A
ST

A
E

A
G CleavCleavCleav ∆

−
∆

=
∆               (3) 

  

A small gain in entropy is expected upon cleavage as ions and molecules near the created surfaces 
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gain mobility upon cleavage, yet the contribution A
ST Cleav∆−

 is near zero for ions and contributes 

less than ‒5 mJ/m2 in the presence of crystal water, similar to other strongly cohesive, enthalpy-

dominated solids.[90, 97] The surface free energy A
GCleav∆

 is thus up to ~5 mJ/m2 lower than the 

surface energy A
ECleav∆

, which is within the uncertainty of computation (Table 4). 

 The cleavage energies for all (hkl) surfaces are identical within the error bars using 12-6 and 

9-6 LJ potentials (see examples in Table 4). Near-equality is related to internal consistency of the 

parameters, including structure, energy, and mechanical properties for both parameters sets, and 

was our goal during the development of all-atom force field parameters.[18, 20] Minor differences 

originate from the distinct mathematical form. 
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Figure 7. Bounding facets of gypsum crystals. (a) Gypsum habit in aqueous solution (refs. [92, 

94, 98]). (b) Equilibrium crystal shape based on experimental observations and optimization of 

surface energy (Wulff diagram) (refs. [50, 99]). Estimates of the facet-average solid-vapor and 

solid-liquid interfacial tensions are shown. (c) Alternative crystal shape of gypsum crystals 

according to known variations in bounding facets and area fractions (refs. [95, 96]). 

 

4.2. Interfacial Energy, Solubility, and Heat of Immersion  

Solid-water interfacial energies[41-43] and heats of hydration[100] are key properties of calcium 

sulfates during crystallization, hydration, and dispersion in wallboard, casts, and medical 

applications (Figure 1). Interfacial energies AESL /∆  and solid-water interfacial tensions 

A
STE SLSL

SL
∆−∆

=γ  from molecular dynamics simulations are consistent with experimental data 
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and add strong validation to the force field, including new facet-specific data and mechanistic 

insight. 

Computed interfacial energies AESL /∆  and interfacial tensions SLγ , which are approximately 

+15 mJ/m2 larger than AESL /∆ , correlate with the reactivity and solubility of the calcium sulfate 

minerals in water. Negative values indicate a spontaneous reaction with water (dissolution) while 

positive values indicate  phase boundaries and increasingly lower solubility.[41] Negative 

interfacial energies were computed for bassanite, small positive interfacial energies for anhydrite, 

and larger positive interfacial energies for gypsum (Table 5). This trend matches experimental data 

for reactivity and solubility:[1] 

 

Solubility: Bassanite (6.7 g/l) >> Anhydrite (2.7 g/l) > Gypsum (2.1 g/l)        (4)  

 

The correlation of interfacial energies with solubility is consistent with the groundbreaking work 

by Nielsen et al,[41] and also the experimentally determined, facet-averaged interfacial tension 

SLγ  is known for gypsum to be 76 ± 20 mJ/m2 from precipitation measurements,[41-43] which 

agrees perfectly with the computed value from molecular dynamics simulation, 80 ± 10 mJ/m2 

(Table 5). The precipitation measurements rely on nucleation theory and have been consistently 

applied to sparingly soluble ionic crystals in contact with aqueous solution, considering the 

hydration of dissolved ions as well as the wetting of the surface of newly forming ionic 

crystals:[41] 
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SLγ =  0.338
(𝑉𝑉𝑚𝑚)2/3 ��11.6 + log 𝑡𝑡

𝑠𝑠� log𝑆𝑆�
1/2               (for gypsum)                 (5) 

 

whereby 𝑉𝑉𝑚𝑚 is the molar ionic volume in mol/cm3, 𝑡𝑡 the induction period for mononuclear growth 

in seconds, and 𝑆𝑆 the initial supersaturation ratio ( SLγ  was originally designated as σ). 

More specifically, for anhydrite, a low positive value of the solid-liquid interfacial energy of 5 

± 9 mJ/m2 for the (0 1 0) surface is consistent with a slow reaction with water as observed in 

experiment (eq 4).[100] Interestingly, the same surface has the highest cleavage energy in vacuum 

among the tested planes and is therefore unlikely formed by cleavage. Typical cleavage planes in 

air, (1 0 0) and (0 0 1), have less affinity to water with values of AESL /∆  of 62 and 100 mJ/m2, 

respectively. 

Bassanite is the only phase that exhibits a negative solid-liquid interfacial energy of ‒70 mJ/m2 

(Table 5). This value is observed for the (0 0 1) plane and agrees with rapid spontaneous hydration 

observed in experiment.[1] The (0 1 0) and (1 0 0) surfaces have a positive interfacial energy of 

12 and 97 mJ/m2 and thus lower affinity to water. 

The facets of gypsum display comparatively high solid-liquid interfacial energies in excess of 

+60 mJ/m2 for various (h k l) orientations (Table 5), and accordingly gypsum is known to react 

less readily with water in experiment (equation 4).  

The relationships illustrate that the atomically resolved interfacial structure and associated 

interfacial energy from molecular simulation can be directly related to solubility. For the most 

reactive bassanite (hemihydrate) phase, central for various applications, the solid-liquid interfacial 

energies of the different (h k l) surfaces also correlate with the presence of voids and water 
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channels (Figure 8).[101] Water molecules effectively penetrate (0 1 0) and (0 0 1) surfaces that 

contain void spaces and pre-existing water channels. In particular, on the (0 0 1) surface with a 

negative interfacial energy, water molecules in the internal water channels diffuse out of the 

mineral surface and water molecules from solution enter the interior of the solid phase within 

nanosecond times scales, accompanied by disorder at the interface (Figure 9). Dissolution of 

sulfate ions into the aqueous phase typically takes longer than 10 ns. The expected solubility of 

basanite is 6.7 g/l (46 mM), which equals the dissolution of one sulfate ion and one calcium ion 

per 1200 water molecules. The dissociation of a few ions in systems the size shown in Figure 9 

after longer simulation times is consistent with the expected macroscopic solubility. 

Similar to cleavage energies and surface free energies in vacuum, the interpretation of (h k l) 

specific crystallization and dissolution processes requires a clear distinction of solid-liquid 

interfacial energies AESL /∆  and solid-liquid interfacial tensions SLγ  that represent a free energy

AGSL /∆ : 

 
A
H

f
A
E

A
ST

A
E

A
G mSLSLSLSL

SL
∆

+
∆

≈
∆

−
∆

=
∆

=γ   (f ~ 0.15)   (6) 

This equation follows the definition of the solid-liquid interfacial tensions SLγ  as a free energy of 

formation of the solid-liquid interface ΔGSL per surface area A. Then, we apply the definition of 

the free energy change ΔGSL via energy changes ΔESL (here equal to enthaply due to negligible 

volume work) and entropy changes ΔSSL, ΔGSL = ΔESL – T · ΔSSL. The entropy change upon 

formation of a solid-liquid interface from the liquid ΔSSL is always smaller than the entropy of 

freezing ΔSfreeze, in which case the liquid would entirely loose mobility. The entropy of freezing 

ΔSfreeze is exactly known from experiments, following the defnition as the negative melting 



   
   
   
  

36 of 51 
 

enthalpy - mH∆  divided by the melting temperatue Tm, ΔSfreeze = - mH∆ /Tm.[102] The entropy loss 

upon forming a solid-liquid interface ΔSSL is usually much lower than ΔSfreeze, represented by a 

scaling factor f < 1 in equation (6). 

 The energy difference AESL /∆  is typically calculated using a two-box or three-box method 

(Figure S2 in the Supplementary Information).[103] The entropy of forming the solid-liquid 

interface SLS∆  from bulk solid and bulk water is negative as water loses some mobility near the 

mineral surface. The entropy contribution 
A
ST SL∆

−  in equation (6) is positive and its maximum 

value can be estimated from the melting enthalpy of ice ( mH∆  = 1.44 kcal/mol)[85] and the area 

density of water molecules at the interface (~10 molecules per nm2). These assumptions yield a 

maximum of 
A
H m∆ = +100 mJ/m2 if all water molecules would entirely freeze upon formation of 

the solid-liquid interface. The simulation of the calcium sulfate-water interfaces shows that the 

mobility of water at any (h k l) surface is only slightly restricted relative to the bulk water (10-

20%), i.e., water remains far from being frozen. The entropy loss therefore contributes 

approximately =
∆

≈
∆

−
A
H

A
ST m15.0 +15 ± 5 mJ/m2 at 298.15 K:  

515±+
∆

=
A
ESL

SLγ mJ/m2 (for Ca sulfates)     (7) 

The solid-liquid interfacial tension is thus about +15 mJ/m2 larger than the solid-liquid interfacial 

energy. This relationship was further verified by the direct computation of the mineral-water 

interface tension using the pressure difference method,[104, 105] which involves the time-average 
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vertical pressure component zzpp =⊥ , the average in-plane pressure component 
2||

yyxx pp
p

+
= , 

and the vertical extension 0z  of the simulation box in the z direction during molecular dynamics 

simulation of the interface in the NVT ensemble at equilibrium density (Figure S2a):  

0
||

2
z

pp
SL

−
= ⊥γ .                                                                                                              (8)                     

This method was less practicable for all systems due to the need for long simulation times to 

average out fluctuations in pressure components (~20 ns simulation time for a water slab thickness 

of 5 nm). We selected the anhydrite (0 1 0) and reactive bassanite (0 0 1) mineral-water interfaces 

to apply equation (8) and obtained SLγ  values of +30 ±10 mJ/m2 and –60 ±15 mJ/m2, respectively. 

The equivalent SLγ  values from solid-liquid interfacial energies AESL /∆  (Table 5) after addition 

of +15 mJ/m2 according to equation (7) are +20 ±10 mJ/m2 SLγ = –55 ±15 mJ/m2, respectivly, 

demonstrating good agreement. 

Another independent measurement to probe surface-solvent interactions is the heat of 

immersion immH∆  (Table 5).[100] immH∆  is often associated with less uncertainty than SLγ  

derived from nucleation experiments.[41, 43, 106] Facet-average immersion energies of anhydrite 

were measured to be approximately 140 ± 30 mJ/m2 and computations yield 125 ± 20 mJ/m2.[100] 

Similarly, immersion energies of bassanite are reported as ~340 ± 10 mJ/m2 from measurements 

and obtained as 338 ± 25 mJ/m2 from simulations. Measurements and simulations match within 

the uncertainty, confirming that solid-water interfacial properties are near-quantitatively 

predictable. The prior laboratory measurements were performed on a series of successively 

dehydrated gypsum samples between 100 and 700 ºC and are associated with 5-10% 
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uncertainty.[100] A major cause of experimental error are changes in specific gravity during 

dehydration and some dependence of the heat of immersion on the different forms of bassanite (α 

and β forms) and anhydrite (I, II and III).[1] Computation of the immersion energy involved three 

simulation boxes (Figure S2 in the Supplementary Information). 
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Table 5. Solid-water interfacial energy for (h k l) surfaces, heat of immersion, and solid-liquid 

interfacial tension SLγ  of calcium sulfate minerals in pure water under ambient conditions 

according to molecular dynamics simulations and available experimental data. Values match 

within the uncertainty where experimental data are available. 

Mineral 
Solid-water interfacial energy /AΔESL  

of (h k l) plane using MD (mJ/m2) 

Heat of immersion immH∆  

MD (mJ/m2) Expt (mJ/m2)a  

Anhydrite 

5 ± 9 (0 1 0) 

62 ± 20 (1 0 0) 

110 ± 15 (0 0 1) 

Facet average:b 
125 ± 20 

Facet average: 
~140 ± 30 

Bassanite 

–70 ± 15 (0 0 1) 

12 ± 5 (0 1 0) 

97 ± 15 (1 0 0) 

Facet average:b 
338 ± 25 

Facet average: 
~340 ± 10 

Gypsum 

63 ± 10 (0 1 0) 

67 ± 5 (1 2 0), 

72 ± 5 (–1 1 1) 

125 ± 15 (0 1 1) 

Facet average:c 70 ± 10, 65 ± 7 

 

 SLγ using MD (mJ/m2) 
SLγ  from expt (mJ/m2)e 

Gypsum Facet average:c,d 80 ± 10 Facet average: 76 ± 20 
 

a Ref. [100]. b An arithmetic facet-average is reported because (hkl) surface energies are similar 

in vacuum. c An equibrium facet-average is assumed in solution according to equations (9) and 

(10). d The relationship between interfacial tension SLγ  and interfacial energies /AΔESL   is 
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)515( ±+
∆

=
A
ESL

SLγ mJ/m2 (equation (7)). e Refs. [41-43].  

 

 

Figure 8. Top view onto the crystallographic facets of bassanite, showing the correlation of the 

solid-water interfacial energy with the density of surface voids and water channels (partially 

highlighted as filled and dashed circles). The (1 0 0) plane contains neither voids nor water 

channels, the (0 1 0) and (0 0 1) planes comprise numerous voids, and the (0 0 1) plane exhibits 

additional water channels.[101] As a result, (1 0 0) surfaces are resistant to hydration, (0 1 0) 

surface are hydrophilic, and (0 0 1) surfaces undergo spontaneous hydration. The models 

correspond to (2×4×2) super cells. 
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Figure 9. Exchange of water molecules on the bassanite (0 0 1) surface in contact with bulk water. 

Water molecules are shown in red and blue according to their origin from the liquid and solid 

phases, respectively (hydrogen atoms not shown for clarity). (a) Molecular dynamics snapshot 

before exchange at 10 ps simulation time. (b) Molecular dynamics snapshot during the exchange 

after 10 ns simulation time. The dissociation of blue water molecules from the mineral into the 

solution phase and the intrusion of red water molecules from solution into the mineral (black 

highlights) can be seen.  

 

4.3. Equilibrium Crystal Shape 

The equilibrium crystal shape is essential to determine (h k l) surface-average properties. Little is 

known from experiment about the equilibrium shape of anhydrite and basanite, however, the shape 

of gypsum crystals has been studied upon nucleation in solution and theoretically via calculations 

of lattice energies (Figure 7).[50, 92, 94, 96, 98, 107] Usually at least some interfacial water is 
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present in experimental studies so that models in solution are more common. The data indicate that 

at least 70% of surface area of gypsum crystals in solution consists of (0 1 0) facets, and the overall 

surface free energy crystγ  of a typical gypsum crystal may be composed as follows:[50, 92, 94, 

96, 98, 107] 

011120010 10.015.075.0 γγγγ ++=cryst         (9) 

111120010 10.015.075.0 −++= γγγγ cryst                                      (10) 

The uncertainty in percentage contribution of each surface is approximately ±5% due to possible 

differences in the local environment and, as an approximation, we assume here the same 

equilibrium morphology of gypsum crystals in solution and in vacuum.[55] The origin of the ratios 

corresponds to the interpretation of the habit of gypsum crystals grown from aqueous solution 

(Figure 7a)[98]  and the typical (0 1 0), (1 2 0), and (‒1 1 1) crystal facets observed in experiment 

(Figure 7b).[50] Other facets and different facet combinations were also observed in natural 

gypsum crystals and may play a role in crystal growth and for organic-inorganic interfaces (Figure 

7c). Equations (9) and (10) yield closely the same results as the surface energies of (0 1 1) and (‒

1 1 1) facets are similar. 

The average surface energy of gypsum crystals in vacuum according to molecular simulation and 

equations (9) and (10) is 348 ± 15 mJ/m2, which agrees with facet-average measurements of 365 

± 25 mJ/m2 (Table 4).[38-40] The expected equilibrium crystal shape for the calcium sulfate phases 

can also be constructed from simulation results using a broad set of (h k l) interfacial energies and 

the Wulff algorithm.[108, 109] For example, gypsum features a much lower cleavage energy of (0 

1 0) surfaces versus other (h k l) surfaces (Table 4) that lets expect a stronger contribution of (0 1 
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0) planes to the crystal shape in air than in equations (9) and (10), whereas more similar (h k l) 

solid-liquid interfacial energies (Table 5) let expect a modest preference for (0 1 0) and (0 2 0) 

surfaces and more contributions by other (h k l) facets in solution. 

Further validation of mechanical properties and thermal expansion is described in a follow-on 

paper (see summaries in Tables S2 and S3 in the Supplementary Information), as well as new 

insights into dehydration reactions and organic interactions.[71] 

 

5. Conclusions 

We introduced an all-atom force field for the calcium sulfate minerals anhydrite (CaSO4), bassanite 

(CaSO4· 0.5 H2O), and gypsum (CaSO4· 2H2O) using a single set of parameters. The parameters 

add to the Interface force field (IFF) and follow a rigorous validation scheme, featuring mobility 

of all atoms, computed structural, energetic, mechanical, and thermal properties in excellent 

agreement with experiment, as well as compatibility with common polynomial force fields (PCFF, 

AMBER, CHARMM, CVFF, DREIDING, GROMACS, OPLS-AA). The reliability is several 

times higher than in other force fields such as ReaxFF and ClayFF, which involve large 

inconsistencies, as well as in DFT calculations. 

 Specifically, the lattice parameters of all minerals are computed with average deviations <1% 

from X-ray data. Cleavage energies, heats of immersion, solid-liquid interfacial energies, elastic 

moduli, and thermal expansion coefficients (Tables S2 and S3)[71] match available experimental 

data within their uncertainty (about ±5%), and key features of vibrational spectra are reproduced. 

The force field eliminates large inconsistencies up to 100% in earlier models. The models are 

extensible to other sulfates, mixed mineral phases and sulfonates.  
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We obtained insight into unknown (h k l) cleavage and hydration properties that explain 

available measurements at the atomic scale. Anhydrite (CaSO4) exhibits rather isotropic specific 

surface energies with equivalent (0 4 0) and (1 0 0) planes of 540 mJ/m2 energy, followed by (0 0 

1) planes with 600 mJ/m2 energy. The inclusion of crystal water reduces the surface energy to 

about 380 mJ/m2 for the (0 0 1) plane in hemihydrate (bassanite, CaSO4·0.5H2O) while high energy 

planes above 600 mJ/m2 remain present. Continued hydration to gypsum (CaSO4· 2H2O) leads to 

the dominant (0 1 0) cleavage plane of 270 mJ/m2 surface energy, and still several (h k l) facets 

with energies between 500 and 600 mJ/m2 are found. 

The (h k l) solid-water interfacial energies were also found to be anisotropic, and exhibit 

different anisotropies in comparison to the corresponding (h k l) cleavage energies in vacuum. The 

(h k l) interfacial energies with water allow interesting correlations with solubility. Low solid-

water interfacial energies (or interfacial free energies) indicate better solubility, for example, a 

negative value for the bassanite (001) surface of ‒70 mJ/m2 equates to spontaneous dissolution. 

Moderately positive solid-water interfacial energies for anhydrite and gypsum correspond to 

decreased solubility. The results overall indicate quite anisotropic patterns of dissolution and 

crystal growth that are now predictable and could be interesting subjects of further investigation. 

Follow-on studies also show predictions of phase equilibria and (hkl) differential interactions 

of calcium sulfates with organic additives in unprecedented accuracy (see separate ref. [71]). The 

force field and surface models can be applied to sulfate phases, electrolyte solutions, and interfacial 

interactions with minerals, metals, and polymers to computationally support the design of building 

materials, functional nanomaterials, and medicinal applications. The parameters are extensible to 

similar sulfur compounds by chemical analogy. The exceptionally broad validation adds to a series 
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of quantitative models for phosphates, clays, silica, cement minerals, metals, 2D materials, and 

other compounds in IFF and provides a path to expand high-level electronic structure methods to 

the large nanoscale. Reliable, interpretable, and compatible interatomic potentials are also suitable 

for large-scale computational screening and accelerated property predictions by machine learning. 

 

Supplementary Information Available: Further details of crystal structures of calcium sulfates, 

computational methods, molecular models of unit cells and (h k l) surfaces, and force field 

parameter files.  
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