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Abstract—Future wireless networks must be able to support
Quality of Service (QoS) requirements of emerging 5G and other
next-generation applications. REACT is a distributed resource
allocation protocol can be used to negotiate airtime among nodes
in a wireless network. In this paper, REACT is extended to
support QoS airtime. Experimentation on the w-iLab.t wireless
testbed in an ad hoc setting shows that these extensions allow
REACT to converge on allocations where any node requesting
the higher class of airtime receives its allocation, while nodes
requesting the lower class are allocated remaining airtime fairly.

Index Terms—IEEE 802.11 wireless networks, Quality of
Service, QoS, airtime, distributed protocols

I. INTRODUCTION

In the modern world, wireless networks are everywhere
and are used by billions of people. According to the Cisco
Annual Internet Report for 2018 to 2023, the 5.1 billion mobile
subscribers in 2018 are predicted to grow to approximately
5.7 billion by 2023 [1]. With the emergence of 5G, new
applications that require Quality of Service (QoS) support
are possible including ultra reliable, low latency applications,
such as autonomous vehicles, or high capacity applications
such as virtual reality. Wireless local area network (WLANs)
are envisioned as an offloading solution for 5G networks,
where the 5G infrastructure is unavailable or overloaded [2].
However, this means that WLANs also need to support QoS
at a level comparable to 5G.

One mechanism for achieving QoS support in WLANs is
airtime allocation. Airtime is the amount of time the channel
is sensed busy due to frame transmissions [3]. In order to
provide QoS support in a wireless setting, we need to ensure
that devices that want a higher airtime allocation than others
get it, if possible. To provide guarantees on metrics such as
delay, airtime allocations need to be consistent and unaffected
by other transmitting devices.

The most common channel access method for WLANs
today is the Wi-Fi standard, or IEEE 802.11 [4]. Its main
mechanism is the distributed coordination function (DCF), a
carrier sense multiple access protocol with collision avoidance
(CSMA/CA). The IEEE 802.11e amendment introduced traf-
fic prioritization in the enhanced distributed channel access
(EDCA) protocol using access categories (ACs) for different
traffic classes [5]. Each class has its own contention window
values, allowing for higher priority traffic to be transmitted

in the network before lower priority traffic. The QoS support
provided by IEEE 801.11e is still limited, as there are no
guarantees on delay, jitter, throughput, or other metrics.

Neither IEEE 802.11 nor IEEE 802.11e allocates airtime to
individual nodes. A distributed resource allocation protocol,
REACT, can be used for this purpose [6]. REACT negotiates
an airtime allocation among neighboring nodes, where nodes
concurrently demand and offer airtime. If nodes demand more
airtime than is available, the remaining available airtime is
divided equally among the nodes for fairness. Once REACT
has converged on an allocation for a node, the allocation
must be realized. The original work on REACT proposed a
scheduled MAC protocol where the allocation corresponded to
slot assignments, implemented in simulation [6]. Later work
used a contention-based method, tuning the contention window
using an algorithm based on renewal theory (RENEW [3]), and
with a control theoretic approach (SALT [7]). Through ex-
perimentation on a testbed with these two tuning approaches,
REACT has lower delay and jitter statistics than IEEE 802.11,
with only a relatively small reduction in throughput [7].

We propose an extension to REACT, REACTQoS, which
extends the original algorithm to support two different classes
of airtime, QoS airtime and best effort (BE) airtime. Using the
same concept of demanding and offering airtime, REACTQoS
allows nodes to request and receive QoS airtime, which is pri-
oritized by the algorithm. The remaining airtime is distributed
among the remaining BE nodes as in the original algorithm.
Since REACT was originally designed, implemented, and
evaluated in an ad hoc wireless network setting, we study
REACTQoS in an ad hoc setting as well.

The contribution of this work is threefold. First, the REACT
algorithm is extended to support differentiated traffic. Sec-
ondly, REACTQoS is implemented and also updated to allow
for dynamically changing demands, where prior work focused
on static demands. Finally, to improve the performance of the
tuning, a traffic shaping mechanism using Linux traffic control
(tc) is introduced to prevent nodes from obtaining higher
airtime than they are allocated. We demonstrate that the new
algorithm can successfully allocate differentiated airtime for
nodes requesting a higher priority of service, while equally
sharing remaining airtime among BE nodes.

The rest of this paper is organized as follows. We first
present the QoS extensions to REACT in §II. In §III we
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describe the experimental setup used to evaluate REACTQoS
using the w-iLab.t testbed, as well as the experiments that were
run, presenting the results in §IV. Our plans for next steps for
REACT, including application to infrastructure networks, are
found in §V, and finally in §VI we present our conclusions.

II. SUPPORTING AIRTIME DIFFERENTIATION IN REACT

We first present the REACTQoS algorithm, and then describe
its implementation architecture.

A. REACTQoS Algorithm

As mentioned in §I, REACT negotiates the airtime alloca-
tions for nodes in a wireless network. The idea behind QoS
support in REACTQoS is to provide two classes of airtime
which nodes can request. This allows some nodes to receive
a higher airtime allocation for their applications. In an ad
hoc setting, each node runs both an auctioneer and a bidder
algorithm, which maintains the list of offers and claims,
respectively, for the node and its adjacent auctions (neighbors).

We define two traffic classes: QoS and BE. In the QoS
class, a node is guaranteed its allocation if available, while
the BE class offers no guarantees on how much airtime a node
receives. In this work, all traffic from a node is treated as a
single flow. Therefore, each node is considered either a QoS
node or a BE node, and must select whether it is requesting
QoS airtime or BE airtime. We now present the bidder and
auctioneer algorithms that form REACTQoS.

Algorithm 1 presents the REACTQoS bidder. Each bidder i
maintains three sets: BO

i is the set of BE offers, QO
i is the set

of QoS offers, and αi is the set of auctions bidder i has joined.
Additionally, the bidder keeps track of two variables, qi and
bi which are its QoS and BE demands or claims, respectively.
Initially, all sets are empty and demands are 0.

Though the bidder keeps track of a QoS and a BE demand,
only one is allowed to be positive at a time. When the
bidder receives a new offer from auctioneer j, it updates
its sets accordingly. The main function for the bidder is
UPDATECLAIM (lines 16-26). If qi is positive, this means the
demand is a QoS demand. The node must check whether it
has received QoS offers from each of its neighboring nodes,
and that the offer is at least as large as the demand. If any
of the offers from neighboring nodes is not as large as the
demand, it sets bi to the QoS demand qi, and sets qi to 0.
After it checks all neighboring offers, it sets QoS claim to qi
and BE claim to bi. If qi is not positive, then it sets QoS claim
to 0 and sets BE claim to be the minimum of all offers in BO

i

and bi. Finally, it sends the tuple (QoS claim,BE claim) to all
auctions in αi.

Algorithm 2 presents the REACTQoS auctioneer. Similar to
the bidder, the auctioneer maintains three sets: BC

j is the set
of BE claims, QC

j is the set of QoS claims, and βj is the set of
bidders at auction j. It maintains one variable cj , the capacity
of its resource, which is the airtime to auction at that node.

The main part of this algorithm is the function UPDATEOF-
FER (lines 18-47). In this function, two sets are maintained:
R is the set of all satisfied QoS bidders, and C is the set

Algorithm 1 REACT Bidder for node i.

1: upon initialization do
2: αi ← ∅ . set of neighboring auctions of bidder i
3: BO

i ← ∅, QO
i ← ∅ . set of BE, QoS offers

4: qi ← 0, bi ← 0 . QoS, BE demand for bidder i
5: upon receiving a new demand magnitude (qi, bi) do
6: UpdateClaim()
7: upon receiving offer (xj , yj) from auctioneer j do
8: QO

i [j]← xj
9: BO

i [j]← yj
10: UpdateClaim()
11: upon bidder i joining auction j do
12: αi ← αi ∪ j
13: UpdateClaim()
14: upon bidder i leaving auction j do
15: αi ← αi \ j
16: procedure UPDATECLAIM()
17: if qi > 0 then . either qi or bi is positive
18: for offer ∈ QO

i do
19: if offer < qi then
20: bi ← qi
21: qi ← 0

22: QoS claim ← qi
23: BE claim ← bi
24: else
25: QoS claim ← 0
26: BE claim ← min({offers[j] : j ∈ BO

i }, bi)
27: send (QoS claim,BE claim) to all auctions in αi

of all satisfied BE bidders. As the algorithm works through
claims, it adds bidders to these sets accordingly. The variable
Aj is the remaining airtime that has not been allocated and is
initially set to the capacity of auction j, cj . The boolean flag
done keeps track of when the algorithm has terminated.

Lines 23-25 check if all bidders have been satisfied or
constrained by this auction; a bidder is constrained by an
auction i if it cannot increase its claim based on a higher
offer from a different auction j. Then, BE offer is set to the
remaining airtime plus the maximum claim in BC

j , to ensure
that a bidder can increase its claim if it is no longer constrained
by an adjacent auction. Lines 26-46 are where QoS claims are
satisfied and whether BE claims need to be constrained.

REACTQoS first attempts to satisfy each of the QoS bidders,
subtracting out their claims from the pool of available airtime
(lines 28-37). If the claim is less than the remaining airtime,
we can satisfy this request and move the bidder to the set R
(lines 30-32). We set done to False, because we may need
to update the BE offer with the new available airtime. If we
cannot satisfy the claim (line 34), we instead move the bidder
to the BE auction, and remove it from the QoS auction (lines
35-37), again setting done to False. This allows a QoS node
to still receive some airtime, rather than having wait until the
next round of REACT messages are exchanged.
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Algorithm 2 REACT Auction for node j.

1: upon initialization do
2: βj ← ∅ . set of bidders at auction j
3: BC

j ← ∅, QC
j ← ∅ . set of BE, QoS claims at j

4: cj ← 0 . capacity of resource j
5: upon receiving a new capacity of cj do
6: UpdateOffer()
7: upon receiving claim from bidder i do
8: if claim is QoS claim then
9: QC

j ← QC
j ∪ claim

10: else
11: BC

j ← BC
j ∪ claim

12: UpdateOffer()
13: upon bidder i joining auction j do
14: βj ← βj ∪ i
15: upon bidder i leaving auction j do
16: βj ← βj \ i
17: UpdateOffer()
18: procedure UPDATEOFFER()
19: C ← ∅, R← ∅ . set of satisfied BE, QoS bidders
20: Aj ← cj
21: done ← False
22: while (done = False) do . all bidders are satisfied
23: if (R ∪ C = βj) then
24: done← True
25: BE offer← Aj + max({claims[i] : i ∈ BC

j })
26: else
27: done← True
28: for q ∈ {QC

j \R} do
29: QoS offers[q]← Aj

30: if claims[q] <= QoS offer then
31: R← R ∪ q
32: Aj ← Aj − claims[q]
33: done← False
34: else . move bidder to BE auction
35: BC

j ← BC
j ∪ q

36: QC
j ← QC

j \ q
37: done← False
38: if |BC

j \ C| > 0 then
39: BE offer = Aj/|BC

j \ C|
40: else
41: BE offer = Aj

42: for b ∈ {BC
j \ C} do

43: if (claims[b] < BE offer then
44: C ← C ∪ b
45: Aj ← Aj − claims[b]
46: done← False
47: send (QoS offers,BE offer) to all bidders in QC

j ∪BC
j

In line 38, we check if there are still unsatisfied bidders, and
if so, we divide the remaining airtime up among them; else,
we set it to the available airtime as all claims are satisfied.
Finally, for each remaining unsatisfied bidder, if its claim is

less than the BE offer, we can satisfy that bidder, subtract its
claim from the remaining available airtime, and set done to
False to ensure we iterate again to update the offers. Once
all bidders are satisfied or constrained, we send the set of QoS
offers and the BE offer to all bidders in QC

j ∪BC
j .

Figure 1 gives an example of the operation of REACTQoS.
In this case, node 4 is a QoS node and is demanding 50% QoS
airtime. The other nodes are demanding 100% BE airtime. We
see that node 4 receives its QoS request, but the rest end up
claiming less than their request. Nodes 2 and 3 are constrained
due to node 4’s request, because the auction at node 3 only
has 50% of its airtime left over to offer as BE airtime. It splits
it evenly between the remaining nodes at its auction (nodes 2
and 3), leaving each to claim half. Node 1 claims more airtime
because node 2 offers 50%. Node 2 can offer 50% because
after nodes 2 and 3 claim 25% each, it has 50% left over. No
auction here is aware of all four nodes due to the line topology;
the algorithm relies on indirect information from neighboring
auctions to determine allocations.

Figure 1: Example of REACTQoS on a line topology: bt
gives node t’s initial BE demand; qt is node t’s initial
QoS demand; st gives node t’s ultimate airtime allocation.
White backgrounds represent BE nodes, gray represent QoS
nodes. Double edged circles represent nodes whose airtime is
constrained. The dotted lines represent bidirectional links.

B. REACTQoS Architecture

Figure 2 shows the architecture of the REACTQoS imple-
mentation. REACTQoS communicates directly with the driver
functions, the SALT contention window tuner, and the traffic
shaper (here, a token bucket filter or TBF). The TBF operates
on data traffic before it enters the queue (TX-Q-DATA), so
REACTQoS can use the shaper to control the rate at which the
node sends traffic. The traffic shaper uses a node’s allocation,
along with the channel rate (which is set equally on all nodes
for the experiment) to estimate the rate of traffic. REACTQoS
control messages bypass the shaper, using a separate TX-
Q-CTL queue that goes directly to the driver. Additionally,
REACTQoS interacts directly with the driver to receive control
messages and packet statistics, which it uses to conduct the
auction as well as to tune the contention window. It passes the
claim for its node to the CW estimation module, which sets
the CW parameters in the driver.

We use Linux tc as our TBF, to restrict the load of a
node to be no greater than that of its allocated airtime as
a percentage of the total channel capacity. For example, if a
node is allocated an airtime of 25%, and the channel rate is
6Mbps, then its traffic shaper is set to 1.5Mbps.
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III. E X P E R I M E N T S A N D W - IL A B .T E N V I R O N M E N T

E x p eri m e nts ar e c o n d u ct e d o n t h e w.i L a b-t t est b e d i n Z wi-
j n a ar d e, B el gi u m [ 8]. Z O T A C t y p e n o d es ( e q ui p p e d wit h
At h er os c ar ds usi n g t h e at h 9 k dri v er) ar e us e d f or t h e e x p er-
i m e nts. T h e S A L T t u n er r e q uir es t w o k er n el e xt e nsi o ns: o n e
t o t u n e t h e C W a n d a n ot h er t o e n a bl e s etti n g t h e C W t o a
v al u e ot h er t h a n a p o w er of t w o. R E A C T Q o S is i m pl e m e nt e d
i n P yt h o n 3 o n a n U b u nt u 1 6. 0 4 O S.

As i n p ast w or k, i n R E A C T Q o S w e o nl y all o w e a c h n o d e
t o off er 8 0 % of t h e airti m e. T his is d o n e t o e ns ur e t h at its
c o ntr ol m ess a g es ( w hi c h ar e e n q u e u e d i n a s e p ar at e pri orit y
q u e u e; T X- Q- C T L i n Fi g ur e 2) ar e r e c ei v e d wit h o ut b ei n g
i m p a ct e d b y t h e d at a l o a d o n t h e n o d es.

A n i m p ort a bl e m o d ul e all o ws R E A C T t o r u n fr o m a s cri pt.
T his all o ws n e w d e m a n ds t o b e e n q u e u e d at a n y ti m e t o tri g g er
t h e R E A C TQ o S a u cti o n. T h e a u cti o n a dj usts its d e m a n d f or
t h e n o d e a n d s e n ds o ut n e w m ess a g es t o a dj a c e nt a u cti o ns,
a c c or di n gl y.

T w o s ets of e x p eri m e nts ar e c o n d u ct e d, e a c h o n a diff er e nt
a d h o c t o p ol o g y: a li n e c o nsisti n g of f o ur n o d es, a n d a
c o m pl et e t o p ol o g y of f o ur n o d es as Fi g ur es 3 a n d 4 s h o w,
r es p e cti v el y. We s el e ct t h e c o m pl et e t o p ol o g y t o d e m o nstr at e
R E A C T Q o S b e h a vi or w h e n all n o d es ar e a w ar e of e a c h ot h er,
a n d t h e li n e t o p ol o g y t o d e m o nstr at e b e h a vi or wit h t h e pr es-
e n c e of t h e e x p os e d n o d e pr o bl e m [ 9]. I n t h e fi g ur es, bl a c k
li n es r e pr es e nt bi dir e cti o n al li n ks a n d r e d arr o ws r e pr es e nt
fl o w p at hs. I n t h e c o m pl et e t o p ol o g y fl o ws r u n i n a cir c ul ar
f as hi o n, w hil e fl o ws ar e r u n b et w e e n t h e o ut er n o d es a n d t h eir
a dj a c e nt n ei g h b or i n t h e li n e t o p ol o g y. Fl o ws w er e g e n er at e d
b et w e e n n o d es usi n g M G E N 1 . P a c k ets w er e g e n er at e d usi n g a
P oiss o n distri b uti o n, h a d a fi x e d si z e of 1 0 2 4 b yt e s , a n d w er e
s e nt usi n g U D P. T h e fl o w r at es w er e s et t o 6 M b p s .

We r u n a s et of f o ur e x p eri m e nts t o d e m o nstr at e t h e p erf or-
m a n c e of R E A C T Q o S , as w ell as t o d e m o nstr at e t h e b e h a vi or
u n d er a d y n a mi c l o a d s c e n ari o. E a c h e x p eri m e nt is r u n t wi c e,
o n c e u n d er e a c h t o p ol o g y. E x p eri m e nt 1 is c o n d u ct e d t o
s h o w p erf or m a n c e of I E E E 8 0 2. 1 1, wit h R E A C T dis a bl e d.
E x p eri m e nt 2 s h o ws t h e i m pl e m e nt ati o n of R E A C T wit h o ut
Q o S e xt e nsi o ns e n a bl e d. E x p eri m e nt 3 s h o ws R E A C T Q o S

r u n ni n g, wit h o n e of t h e f o ur n o d es r e q u esti n g airti m e fr o m
t h e Q o S cl ass. Fi n all y e x p eri m e nt 4 c o m bi n es b ot h R E A C TQ o S

a n d d y n a mi c d e m a n ds, wit h e v e nts a n d t h eir ti m es list e d i n
Ta bl e I.

1 htt ps:// w w w. nrl. n a v y. mil/it d/ n cs/ pr o d u cts/ m g e n

Fi g ur e 3: C o m pl et e t o p ol o g y of f o ur n o d es wit h fl o w p at hs.

Fi g ur e 4: Li n e t o p ol o g y of f o ur n o d es wit h fl o w p at hs.

I V. R E S U L T S A N D D I S C U S S I O N

B e gi n ni n g wit h e x p eri m e nt 1 , w e s e e t h at i n t h e c o m pl et e
t o p ol o g y I E E E 8 0 2. 1 1 p erf or ms q uit e w ell ( Fi g ur e 5 a). E a c h
n o d e is all o c at e d a b o ut 2 5 % of t h e airti m e f or t h e e ntir e
e x p eri m e nt r u n. F or t h e li n e t o p ol o g y i n Fi g ur e 5 b, h o w e v er,
I E E E 8 0 2. 1 1 h as m u c h m or e v ari a bl e p erf or m a n c e.

( a) 8 0 2. 1 1 c o m pl et e t o p ol o g y ( b) 8 0 2. 1 1 li n e t o p ol o g y

( c) R E A C T c o m pl et e t o p ol o g y ( d) R E A C T li n e t o p ol o g y

Fi g ur e 5: E x p eri m e nt 1 a n d 2: 8 0 2. 1 1 v. ori gi n al R E A C T
i n c o m pl et e a n d li n e t o p ol o g y. F or ( c) a n d ( d), e a c h n o d e
is r e q u esti n g 1 0 0 % of t h e off er e d airti m e ( b e c a us e 8 0 % is
off er e d, t his r es ults i n a b o ut a 2 0 % all o c ati o n p er n o d e).

E x p eri m e nt 2 pr o vi d es a n i nsi g ht i nt o h o w R E A C T p er-
f or ms. Fr o m Fi g ur es 5 c a n d 5 d w e s e e t h at R E A C T c o n v er g es
o n a m u c h ti g ht er airti m e all o c ati o n, i. e., t h e m e a ns of t h e
airti m e of t h e f o ur n o d es ar e m u c h cl os er. T h e airti m e e a c h
n o d e r e c ei v es i n R E A C T is l ess t h a n u n d er I E E E 8 0 2. 1 1
( p arti all y d u e t o 8 0 % of t h e airti m e b ei n g all o c at e d), b ut t his
m u c h m or e c o nsist e nt all o c ati o n is a n i m pr o v e m e nt.

T o c o m p ar e b et w e e n t h e t w o a p pr o a c h es, w e a n al y z e t h e
v ari a n c e; h o w e v er, t o a c c o u nt f or t h e p eri o d of ti m e t h at
R E A C T t a k es t o c o n v er g e, w e o nl y c o m p ut e t h e v ari a n c e

A ut h ori z e d li c e n s e d u s e li mit e d t o: A S U Li br ar y. D o w nl o a d e d o n S e pt e m b er 3 0, 2 0 2 1 at 1 2: 5 8: 5 4 U T C fr o m I E E E X pl or e.  R e stri cti o n s a p pl y.  



Figure 6: Experiment 3: REACTQoS in complete topology.
Node 4 is requesting 50% QoS airtime, and the rest 100%
(again, 80% is offered, so node 4 receives 40%).

for the time after REACT has converged (at second 3 for
the complete topology; at second 10 for the line). For the
complete topology, the variances for the nodes range from
0.017% to 0.471% for 802.11, while for REACT they range
from 0.016% to 0.024%. For the line topology, variances for
802.11 range from 0.3% to 0.877%, while for REACT they
range from 0.012% to 0.02%. There is some improvement
in the complete topology, but with the line topology the
improvement is much more apparent, as can be seen when
comparing between Figure 5b and Figure 5d.

In Experiment 3, node 4 requests 50% of the offered
airtime, which translates to 40% of the actual airtime. With
the complete topology (Figure 6), node 4 receives about 40%
airtime, while the remaining three nodes receive about 13%
each. The airtimes for the line topology are more complicated
to understand (Figure 7), however, this is the same scenario
presented in Figure 1. As before, node 4 requests half of
the offered airtime, which it correctly receives. Node 1 also
received half of the offered airtime, since it is only constrained
by the auction at node 2. Nodes 2 and 3 are constrained
by multiple auctions, which results in them receiving less
airtime than either node 1 or node 4. This can be seen
in Figure 7, where nodes 1 and 4 receive half the offered
airtime (40%) and nodes 2 and 3 receive a quarter (20%).
Additionally, REACTQoS takes four seconds to converge in the
complete topology, and 8 seconds for the line topology. The
line topology takes longer to converge because information
has to travel two hops in the worst case, where a complete
topology is by definition fully connected and information has
to travel at most one hop.

Finally, for Experiment 4, Figures 8 and 9 show node 1
requesting 50% QoS airtime, with remaining nodes adjusting
their demands dynamically according to the events in Table I.
Note that node 1 has a consistent allocation throughout the
experiment and is not affected by the demand changes at
other nodes. In the complete topology, even when nodes 2
and 3 adjust their demands at seconds 120 and 180, the sum
of the three BE demands is higher than 50% of the airtime

Figure 7: Experiment 3: REACTQoS in line topology. As in
Figure 6, node 4 is requesting 50% QoS airtime, with the
remaining nodes requesting 100% BE (with 80% offered).

Table I: Events for Experiments 4

Time (s) Node Demand QoS
0 node 1 50% Yes
0 node 2 10% No
0 node 3 10% No
0 node 4 100% No

60 node 2 20% No
60 node 3 20% No
120 node 2 50% No
180 node 2 80% No
180 node 3 50% No

split three ways. Therefore the airtime remains equally split
between the three nodes, so no change is reflected in the figure.
In contrast, in the line topology, we see that when node 2
increases its demand to 50% of the airtime at second 120, it
is allocated more of the airtime, since there are fewer nodes
competing for the airtime at node 2. Later at second 180,
nodes 2 and 3 increase their demands further — they are both
constrained the neighboring auctions and have to split the
airtime. Though REACTQoS took twice as long to converge
initially in the line topology (20 s vs. 9 s in the complete
topology), re-convergence times for both topologies averaged
only four seconds.

V. NEXT STEPS FOR REACT

REACTQoS is a first step to a more complete solution
to realize airtime allocations and provide QoS support in a
wireless network. However, there is much that could be done
to further the work presented here.

First, this implementation of REACTQoS impacts the delay
and jitter performance. Prior work shows that REACT sacri-
fices a small amount of throughput in order to achieve superior
delay and jitter [7]. Due to the traffic shaper used (the tbf
module from Linux tc2), this implementation has worse delay
and jitter. Our focus in this paper is to achieve varied airtime
allocations; we leave it to future work to improve the tuning
algorithm to not sacrifice delay or jitter.

2https://www.man7.org/linux/man-pages/man8/tc-tbf.8.html
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Figure 8: Experiment 4: REACTQoS in complete topology,
dynamic and varied demands according to Table I.

Figure 9: Experiment 4: REACTQoS in line topology, dynamic
and varied demands according to Table I.

Another improvement that could be made is to implement
an admission control scheme for the QoS requests. Currently,
the algorithm “downgrades” nodes from a QoS request to
a BE request if the request cannot be satisfied. An explicit
mechanism for denying a request to ensure QoS nodes do not
overwhelm the network may be preferable.

REACTQoS was implemented and evaluated in an ad hoc
wireless network scenario. We believe that the algorithm could
help improve the performance of WLANs in a managed access
point (AP) scenario. In this case, one REACT auction could
be run per-AP, with clients only running the bidder portion
of REACT. The AP would then have full knowledge of its
network and could make decisions in a centralized manner.
Furthermore, if APs were in the same collision domain, a
REACT auction could be run between entire AP-subnets, over
a wired connection, to negotiate airtime between APs.

The use of REACTQoS in an AP scenario suggests the use
of Software-Defined Networking (SDN) in a wireless network.
There has been much previous work on SDN and network
slicing in the wireless domain, such as the EmPOWER system
[10], [11]. But much of this work (including EmPOWER)
operates higher in the network stack and still depends on
IEEE 802.11 for the lower level MAC protocol. It may be
possible to use the more precise airtime realization mechanism

of REACTQoS to give nodes a precise allocation determined
by a centralized controller. Furthermore, conducting slicing in
the uplink direction is not a solved problem, which REACTQoS
has the potential to improve.

VI. CONCLUSIONS

In this work we proposed REACTQoS, a distributed protocol
to allocate airtime with QoS support. This allows nodes to
request a higher class of airtime which, if available at adjacent
auctions, guarantees the node a higher airtime allocation.
Through experimentation on the w-iLab.t testbed we have
shown that this mechanism is successful at achieving varied
allocations. This extension, combined with traffic shaping and
dynamic demands, allow us to tune the airtime nodes receive
and opens the door to improved QoS support in wireless
networks.
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