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Abstract: While the password-based authentication used in social networks, e-mail, e-commerce,
and online banking is vulnerable to hackings, biometric-based continuous authentication systems
have been used successfully to handle the rise in unauthorized accesses. In this study, an empir-
ical evaluation of online continuous authentication (CA) and anomaly detection (AD) based on
mouse clickstream data analysis is presented. This research started by gathering a set of online
mouse-dynamics information from 20 participants by using software developed for collecting mouse
information, extracting approximately 87 features from the raw dataset. In contrast to previous work,
the efficiency of CA and AD was studied using different machine learning (ML) and deep learning
(DL) algorithms, namely, decision tree classifier (DT), k-nearest neighbor classifier (KNN), random
forest classifier (RF), and convolutional neural network classifier (CNN). User identification was
determined by using three scenarios: Scenario A, a single mouse movement action; Scenario B, a
single point-and-click action; and Scenario C, a set of mouse movement and point-and-click actions.
The results show that each classifier is capable of distinguishing between an authentic user and a
fraudulent user with a comparatively high degree of accuracy.

Keywords: continuous authentication; anomaly detection; behavioral biometrics; mouse dynamics;
machine learning; deep learning

1. Introduction

In the current age of internet technology, authentication is a major security issue be-
cause authentication failures often cause detrimental effects. Recognition of masquerading
is a crucial factor in preventing identity theft. Username/password-based applications
routinely used in social networks, e-mail, e-commerce, and accessing online banking are
not sufficiently protective technologies due to the increasing number of hacking attacks [1].
Theft of passwords can result in massive damage to individuals and companies. Computer
security is becoming increasingly important for both individual users and society with the
increase in communication between the services and devices in use. On online security
systems, continuous authentication systems (CAs), and anomaly detection systems (ADs)
are necessary to handle the rise in unauthorized access. Biometrics make the authentication
stronger and uniquely determine a user’s identity. The working principle of a biometric
authentication system is to use a person’s physical and behavioral traits. The physical
biometrics used to detect fraudulent identification are the iris, the face, the fingerprints,
and the voice. Their use is an intrusive method that provides sufficient authentication [1,2].
Physical biometrics are often considered accurate for authentication, but their use faces
potential privacy concerns [3]. Behavioral biometrics on the other hand is an alternative
approach to physical biometrics that provides an additional protection system against
fraudulent identification [4,5]. The principle of behavioral biometrics is based on behavioral
traits such as a person’s handwriting patterns, gait, mouse dynamics, and keystrokes [6,7].
Behavioral biometrics is a quantifiable method that generates behavioral profiles of users.

Appl. Sci. 2021, 11, 6083. https://doi.org/10.3390/app11136083 https://www.mdpi.com/journal/applsci

https://www.mdpi.com/journal/applsci
https://www.mdpi.com
https://orcid.org/0000-0002-8997-2513
https://doi.org/10.3390/app11136083
https://doi.org/10.3390/app11136083
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.3390/app11136083
https://www.mdpi.com/journal/applsci
https://www.mdpi.com/article/10.3390/app11136083?type=check_update&version=3


Appl. Sci. 2021, 11, 6083 2 of 25

Many behavioral biometrics studies have been done using CA and AD to detect
intruders. Behavioral biometrics provide several advantages over traditional methods of
authentication. For instance, a person’s mouse behavior is not intrusive but is capable of
providing continuous authentication. Furthermore, behavioral biometrics analysis of a
person’s keyboard usage behavior does not require access to the person’s sensitive data.
These advantages have led to an increase on research on the use of mouse dynamics
biometrics in user-authentication systems [3,8,9]. Mouse dynamics is one of the behavioral
biometrics that can save and analyze actions from a mouse input device such as general
movement, drag-and-drop, and point-click actions while a person interacts with a specific
graphical user interface [5,10].

Both online CA and AD techniques are other promising techniques that are capable of
addressing the vulnerability in a static one-time authentication. These techniques cannot
be used for a primary login, but they can be used to provide additional security, detect
malicious actions, and mitigate the expected risk associated with the attacks and abnormal
activities of online networks [11].

There are a lot of previous research experiments that have drawn conclusions on the
basis of data only collected from a client’s desktop, while there are a significantly lower
number of experiments that focus on the online domain [12]. This study is restricted to
the online domain for data collection by using an online game instead of other general
GUI environments. A software program was developed to capture users’ interaction
via a pointing device based on two phases: a continuous authentication phase, and an
anomaly detection phase. An empirical biometric-based study of different machine learning
(ML) and deep learning (DL) techniques including decision tree classifier (DT), k-nearest
neighbor classifier (KNN), random forest classifier (RF), and convolutional neural network
classifier (CNN) was conducted in this research. The following are the contributions that
this study provides:

• An overview of existing techniques related to CA and AD is given, as well as the
methods in which these have been used.

• A new online mouse dynamics dataset was developed. Our dataset of 20 participants
contained a combination of mouse movement and point-click actions.

• Approximately 87 features were extracted from raw mouse data.
• A new DL model for CA and AD that verifies the legitimacy of a user was developed.
• The results of extensive experiments conducted to validate different proposed ap-

proaches. Techniques of classifications including KNN, DT, RF, and CNN models
were used. The proposed DL model achieved a high level of accuracy.

• A comparison of our work with the existing methods is given.

The remainder of this paper is organized as follows. Section 2 describes some re-
lated research for CA and AD. Section 3 provides a description of the data collection
used in this research and the features extracted. Section 4 describes our approaches and
classification techniques. Section 5 provides an implementation and experimental results.
Section 6 presents the experimental evaluations. Section 7 has a summary of the discussion
and conclusions.

2. Background and Related Work

As discussed in the introduction, an online network is subject to several types of
security threats that can lead to intrusions. Moreover, irregular behavior on the Internet can
indicate a security threat or other illegal behavior [13]. Biometric technologies can increase
system security by measuring and analyzing the biological data of human behavior, then
extracting hidden details from the acquired data and comparing the details to information
stored in a recorded catalog. Biometric systems have been used to address security in a
broad range of applications in several fields of our society, such as law enforcement, finan-
cial and trade security, information systems security, border control, and healthcare [14,15].
This section will briefly present some examples of research on the use of biometrics for
continuous authentication and anomaly detection.
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Chudá and Krátky (2014) [9] investigated user identification through online shopping
activities. They first collected an extensive array of diverse data from 28 participants.
They conducted their experiment using the k-nearest neighbor classifier. They achieved an
accuracy of 87.5% by using 20 features extracted from mouse data. Authors in this study
applied the traditional ML for classification using some handcrafted features. However, in
our study, we compared the performance of the DL model with different ML algorithms.

The study of the behavioral components of human–mouse movement is generally
referred to as mouse dynamics. Chuda et al. (2015) [16] studied user authentication in
web users focusing only on point-click action. A comparison of cumulative distribution
functions was used in their study. From 20 participants, the research extracted three
mouse-click features: “pause to click”, “click duration”, and “pause after the click”. They
obtained 44% user authentication accuracy (ACC) when using features extracted from
100 mouse movement strokes, and they obtained 96% ACC when using features extracted
from 100 mouse clicks.

Hamid et al. (2011) [17] developed a system to capture a user’s characteristics using
a set of random buttons. The system was built to capture the x and y coordinates of the
mouse location and the time (in ms) of the event. Users must follow these buttons by
moving the mouse and clicking on the buttons wherever the buttons appeared. A user must
click 20 buttons to complete the experiment. After the user clicks the first button, a second
button appears immediately in a random location. This step needs a user to do it six times
to establish the user’s personal profile under a controlled environment. The researchers’
approach had data of five users with the same laptop and same mouse. They collected
30 files for all users, six files for each user. The researchers used a Euclidean distance
algorithm for identification purposes. The experiment achieved 14 files that matched out of
30 files (46.67%). They attempted identification through hand/arm movements using mice
and achieved an FRR of 53.55%. While a biometric system is developed for identification
or verification as a part of authentication, the proposed approach in Hamid et al. (2011)
focuses only on identification.

Hashia et al. (2005) [18] worked on mouse movement as a biometric. They proposed
two authentication methods: the first method is for initial login of users (enrolment), and
the second method is to monitor a computer for suspicious activities (verification). It
requires from the user about 20 s to complete each of two methods. For the enrolment
phase, a user must be using the mouse and following a series of dots that show one at a
time on the user’s screen. The purpose of this step is to record the coordinates of the mouse
every 50 milliseconds and then calculate the speed, deviation from a straight line, and
angles. They used the data collected from the enrolment phase for the verification phase
by comparing a user’s credentials and the data collected in the enrolment phase. They
tested their approach using 15 participants of age 22–30. They achieved an error rate of
20% when using 1.5 standard deviations of the average from the corresponding enrolment
value, and an error rate of 15 percent using 1 standard deviation of the average from the
corresponding enrolment value. During the enrollment phase for passive authentication,
they ran the program in the background to record the mouse coordinates for a shorter
period of time; it was only 15 min for each participant.

Gamboa and Fred (2004) [19] developed a data acquisition system for collecting users’
mouse activities. The system records all user interaction throughout the world wide web.
The dataset was collected from 50 participants; each user had 400 strokes. A stroke is
defined as a group of points between two actions. The authors proposed 58 behavioral
features extracted from the raw data using some mathematical operations. These features
were used to identify a user on the basis of how they interact with the system. Furthermore,
the authors developed a sequential classifier using statistical pattern recognition techniques
in order to distinguish between users. The authors achieved an equal error rate of 0.7%
per 100 mouse strokes. The system used only a user’s interaction characteristics, not the
user’s performance.
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Pusara and Brodley (2004) [20] proposed a re-authentication approach using a user’s
mouse activities. They collected raw data from 11 student volunteers who spent about two
hours on their own personal computers under an uncontrolled environment. The volun-
teers used Internet Explorer on a Windows computer for data collection. The experiment
focused on using only Internet Explorer applications in order to decrease the difficulty of
discriminating among the users’ behaviors. The researchers used a supervised learning
method, C5.0 decision trees. However, they split the dataset into 70% for training and
30% for testing only. They obtained an average false acceptance rate (FAR) of 1.75% and
average false rejection rate (FRR) of 0.43%. The authors did not collect the client area mouse
movements because their rate of occurrence was high.

Ahmed Awad E. Ahmed and Traore (2007) [1] divided the types of mouse actions
into three categories: mouse movement (MM), point-click (PC), and drag-and-drop (DD).
More recently, Ahmed and Traore (Ahmed & Traore, 2007, 2011) published a subsequent
study based on the same dataset and using all three types of mouse actions. They collected
their data from 22 participants over 998 sessions and conducted experiments on user
authentication. Ahmed and Traore (2007) proposed a new form of behavioral biometrics via
computer mouse dynamics: a detection technique using a neural network. They achieved
relatively high false acceptance rate (FAR) of 2.4649% and a false rejection rate (FRR)
of 2.4614%.

Ahmed and Traore (2011) [21] described the measurement results on an extended
dataset of 48 users. They proposed a mouse dynamics biometric recognition system for
commercial user identification. A fuzzy classifier technique was used to merge correspond-
ing biometric scores. They reported results of a false acceptance rate of 0% and a false
rejection rate of 0.36%. In contrast, some studies used only two types of mouse actions.
Zheng et al. (2011) designed a reliable and effective continuous authentication mechanism
by using only point-click (PC) and mouse movement (MM) actions, as defined by Ahmed
and Traore (Ahmed Awad E. Ahmed & Traore, 2007). They used the support-vector ma-
chine (SVM) classifier for user verification. The results showed that their novel system to
verify a user achieved an equal error rate (EER) of 1.3% using mouse clicks and 1.9% using
mouse movements. Such performance does not meet the European standard for access
control, which requires a commercial biometric system to achieve a FAR of less than 0.001%
and a FRR of less than 1%.

Antal and Fejér (2020) [22] proposed a new one-dimensional convolutional network
architecture using two datasets: the Balabit public dataset for performance evaluation [23],
and the DFL dataset for transfer learning. (The DFL dataset was used to initialize the
weights of our models). To avoid overfitting, they used the sigmoid activation function
and a dropout layer with 0.15 probability. Moreover, their 1D-CNN model was trained in
Keras using the Adam optimizer (learning rate: 0.002, decay: 0.0001, loss function: binary
cross-entropy). They segmented the mouse dynamics data into fixed-size blocks and made
two types of measurements: measurements using 300 blocks from each user (class-balanced
measurement), and measurements using all blocks of data from each user (class-imbalanced
measurement). They evaluated the model using three scenarios: (i) PLAIN models, trained
from scratch using the training data from the Balabit dataset; (ii) TRANSFER1 models
that use transfer learning, where the models were pre-trained on the DFL dataset; and
(iii) TRANSFER2 models that were initialized with transfer learning, and then the weights
were updated using the training data from the Balabit dataset. These were the results
for number of blocks (300): PLAIN = 0.63, TRANSFER1 = 0.50, and TRANSFER2 = 0.66.
These were the results for number of blocks (all): PLAIN = 0.55, TRANSFER1 = 0.34, and
TRANSFER2 = 0.62. The Balabit public dataset was used in this study; it contains the
mouse data from only 10 users, which may not be sufficient to produce a trustworthy and
secure user model based on mouse dynamics.

Tan et al. (2019) [24] proposed different strategies that a potential attacker could
use to carry out synthetically generated adversarial samples by using approaches based
on imitation, a surrogate, or statistics. On the basis of the results of their experiments,
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they concluded that attacks based on neural networks perform better than statistics-based
attacks. They discussed how the generation of mouse sequences is a difficult task to
handle, and consequently the authors proposed that adversarial attacks have their flaws
when carried out. The authors also elaborated on ways in which the robustness of these
authentication models can be adversely affected, even when tested in a realistic way. In
the latter half of the article, the authors showed the mechanism for accruing results from
different experiments discussed in this paper. At the end of this article, they provide an
overview of the extension of their surrogate-based attack approach.

Da Silva and Da Costa-Abreu [25] proposed a system of empirical biometric-based
study for user identification using different neural networks in the online game League of
Legends. The results of their experiments showed how different neural networks behave
with the League of Legends biometric data and databases. The RBF and Bayesian networks
indicated that it is possible to improve results by collecting the samples more often, despite
the cost of processing. At the end, the authors state that future work can use a route where
the separations between early-game, mid-game, and late-game samples are analyzed; this
approach examines the user profile at each level as the same player carries out the game
from beginning to end. Summing up this article, the authors mentioned that the traditional
way of obtaining user verification by simply using email is not user-friendly because many
AI-based features can be compromised if that approach is used. The amount of data that
was collected was not sufficient to allow experiments to verify if a user is themselves
attacking the account-sharing problem more precisely.

Table 1 provides a concise summary of the most important 10 studies on user authen-
tication using mouse dynamics. The first column in each entry provides the source of the
study. The remaining columns provide more information as given below:

• Number of users: The number of users that participated.
• Data period: The time of gathering the user’s information.
• Environment: The place of collecting mouse behavior data.
• Mouse action: Characteristics of the actions received from the mouse input device for

a specific user while interacting with a specific graphical user interface.
• Type of Study: Continuous authentication, intrusion detection, or static authentication.
• Data used: The dataset that was used for this study.
• FAR: False acceptance rate.
• FRR: False rejection rate.
• EER: Equal error rate.
• Note: Additional information.

Table 1. Previous characteristics of the most important existing works.

Paper # User Data
Period Environment Action Type of Study Dataset

Used FRR FAR EER Note

[26] 30 1–2 weeks Controlled MM-PC Continuous
Authentication Collected 0.86% 2.96% 1.3% 25 clicks

[27] 25 N/A Uncontrolled MM-PC-DD Continuous
Authentication Collected 17.66% Not given 8.53% 30 actions

[22] 10 N/A Uncontrolled MM-PC-DD Intrusion
detection Balabit N/A N/A 0.04% 20 actions

[28] 39 N/A Controlled MM Static
authentication Collected 5.26% 4.59% N/A 4 gestures

[29] 58 N/A Controlled MM-PC Anomaly
detection Collected N/A N/A 11.63% 16.1 s

[30] 30 37 min Uncontrolled MM-PC Continuous
authentication Collected 1.3% 1.3% 1.3% 20 clicks

[31] 28 5/10 min Uncontrolled MM-PC-DD Continuous
authentication Collected 7.78–2.75% 9.45–3.39% N/A N/A

[32] 31 1 day Controlled MM-PC-DD Continuous Collected 2.10% 2.24% N/A N/A
[33] 52 One week Uncontrolled MM-PC-DD Continuous Collected N/A N/A N/A N/A
[20] 50 10–15 min Controlled MM-PC Static

authentication Collected 2% 2% 0.020 50 strokes
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3. Data Collection: The Cyber Identity and Biometrics Lab: Mouse Dynamics Dataset

For data collection, an approval for this research was received from the Institutional
Review Board of the North Carolina A&T State University in order to ensure the suitability
and ethicality use of human input data.

3.1. Dataset Mouse Recording Software

The software in this paper was developed using the Python language to gather various
parameters of each individual user’s mouse activities in a controlled environment. For this
purpose, we used the pyHook package to provide callbacks for low-level global mouse
and keyboard events using the Windows Hooking API [34]. The Hook Manager object was
created in order to record mouse events. Once created, this Hook Manager was assigned
callbacks for the collection of various events. In this data collection, all mouse events
including Message Name, Message ID, Time, Window Name, X, and Y were recorded. The
software runs as a background job; it starts monitoring mouse actions when the participants
start performing the task. This software is able to obtain the events upon their occurrence
and log these events in a log file (CSV format) that is continuously updated. This data
collection software does not record any personal information of the student who is using
the mouse. For data collection, the mouse-recording software was installed on one GPU
computer and one identical computer from the Cyber Identity and Biometrics (CIB) lab at
North Carolina A&T State University with a different kind of mouse device.

3.2. Participants

The CIB lab at the university was used for data collection. Due to a high degree privacy
concern, the domain of volunteers was restricted to only the 20 participants who were
invited personally; all the participants who participated in the data collection were from
within the university. All participants were right-handed, with diversity in the categories
of age (between 20 and 40), gender (male–female), educational background (bachelor’s
degree, master’s degree, and Ph.D.), and nationality (e.g., United States, China, India,
Nepal, and Saudi Arabia).

3.3. Running Participants

Data were collected by having participants play an online game called “Perfect Piano”.
The Perfect Piano game generates a set of random buttons and provides an opportunity
for participants to move the mouse and click the buttons. The software was developed to
capture data of a user when the user moved a mouse to follow a set of random buttons.
Participants were informed the purpose of the task and given the training for completing
the task. The team required participants to click rapidly and accurately by clicking the start
button, then moving the mouse to click the buttons that are subsequently generated by the
game. Each participant played the game individually for about half an hour, representing
one data collection session for that individual user. For the process of data collection, the
environmental settings (e.g., mouse pad, the position of the monitor, air conditioning, and
position of the chair) were adjusted to each participant’s preferred status in order to ensure
the consistency of the purpose of the environmental parameter. In total, the team was able
to collect a large dataset of approximately one million samples collected from 20 volunteers,
consisting of 800,000 samples of mouse movement action and 200,000 samples of point-
and-click action. Figure 1 shows the shape of the “Perfect Piano” game.
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Figure 1. Perfect Piano game.

3.4. Raw Data Description

In this study, a controllable environment was established to gather the user behavior
data. Regarding privacy, the data collection software did not record any personal infor-
mation of the student who was using the mouse. For each session file, the team was able
to collect a set of rows of data, where each row represents a recorded mouse action. Each
recorded mouse event contains 7 parameters: Message Name, Message ID, Time, Window
Name, X, and Y. The Message Name describes the event name (e.g., move left/right, click
down/up). The Message ID represents the event ID (e.g., the event ID for mouse movement
is 512, the event ID for mouse movement down button is 513, and the event ID for mouse
movement up button is 514). The Time is the elapsed time in seconds since the start of
the session being recorded. Window Name represents the name of the application being
used (e.g., in our task, the event occurs in the Chrome web browser, and therefore the
Window Name parameter shows the Chrome web browser). The X and Y parameters are
the coordinates of the cursor on the screen.

3.5. Segmentation

A mouse movement action is a set of sequential user actions that represents a move-
ment of the mouse between two screen locations. The screen object contains information
about the event position. Figure 2 shows a mouse action, which consists of n events
represented as a sequence of n points: {P1, P2, P3, ..., Pn} [22]. 

 

 

 

 

 

 

 

 

Figure 2. Movement of the mouse between series of screen locations. 
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Figure 2. Movement of the mouse between series of screen locations [22].

On the basis of the previous literature review, we divided the dataset of mouse actions
into the three types of actions defined by Ahmed and Traore, namely, MM, PC, and DD [1]:
MM describes a mouse movement between two screen locations; PC is a point-and-click,
moving the mouse to a point and then clicking one of the mouse buttons; and DD is a
drag-and-drop, a mouse drag movement initiated by pressing the primary mouse button
and concluded by releasing it. In this study, the data of mouse actions were divided into
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two categories: (A) mouse movement, and (B) point-and-click action (press action and
release action). The team consider an action as a point-and-click (PC) action when the
previous event of a mouse is a mouse down and then mouse up; otherwise, it is a segment
of data as a mouse movement (MM) action. Two complete segments of actions are shown
in Figure 3.

Figure 3. Data collection parameters and mouse data segmentation into actions.

Moreover, Figures 4 and 5 show user behavior in terms of mouse movement and
point-and-click actions belonging to User 1 and User 2, respectively.

Figure 4. User 1 mouse movement, point-and-click actions.

Figure 5. User 2 mouse movement, point-and-click actions.
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3.6. Data Preprocessing

Feature extraction of mouse movement features and point-and-click features requires
pre-processing and transformation of movement data into continuous time-series data. Con-
tinuous time-series data are generated from grouping the data by taking a Unix-timestamp
column (“Time”, in our case) as the grouping key so that a single Unix-timestamp can be
linked to one or more records. At every Unix timestamp available in the dataset, the posi-
tion at the x-axis is grouped and the mean is calculated. Similarly, the position at the y-axis
is grouped with its respective timestamp, and the mean is calculated for the entire group of
values belonging to a unique Unix timestamp. At the start of the processing of raw data,
either mouse moment data or point click data are chosen. These data are grouped using
timestamp as a key, and data aggregation is applied. These time-series-aggregated data are
then resampled/up-sampled to make the dataset continuous. The sample time-series data
are passed through a feature processing and extraction pipeline, which is specific to the
type (mouse moment or point click) of data chosen in the first step. In the final step, we
get hold of the required features that can be used for ML model training or data analysis.
Figure 6 shows the steps of the data preprocessing.

Figure 6. Activity diagram of data preprocessing.

3.6.1. Time-Series Dataset Generation

Once the dataset contains a unique record for every Unix timestamp present in the
dataset, the dataset is further applied through resampling over the time axis, where the time
axis is the Unix timestamp. Resampling is done in such a way that all the missing records
belonging to missing timestamps within the range of datasets are filled with interpolated
values. This can be achieved by using functions of “pandas” in the Python library. Generally,
resampling is followed by linear interpolation, which produces continuous time-series data
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that can be amicably used for complex time-series analysis. In this case scenario, resample
and interpolation are used for completion of dataset. Data used for time series analysis
need to have all data points either recorded or interpolated. The majority of time series
techniques such AROMA/ARIMA and LSTM-based neural network training require data
to be complete without any missing timestamps. Time series analysis on incomplete data
with missing timestamps can lead to faulty or inaccurate analytical results.

3.6.2. Feature Extraction

In terms of empirical study, the output of the data acquisition models by itself is not
sufficient to form a unique signature for each user. In this work, 87 features of individual
mouse actions were extracted (15 from mouse movement actions, 72 from point-and-click
actions) that can reflect individual behavior to a certain extent. This section briefly explains
the features extracted from the raw data.

Mouse Movement Action Features

There are numerous movement-based features that can be harvested from a continuous
time-series dataset: velocity of mouse pointer, acceleration, jerk, angle of movement,
angular velocity, number of pixels travelled, curvature, and curvature change rate. Each
feature is briefly described in the following sections. Velocity is the rate at which distance is
changing per unit in a definite direction. Velocity along the x-axis, velocity along the y-axis,
the magnitude of velocity over the mouse plane, and angular velocity were computed on
the basis of x(t), y(t) and Θ(t) series using the following Equations (1)–(4), respectively.

v(x, t) =
x(t)− x(t− 1)

t− (t− 1)
(1)

v(y, t) =
y(t)− y(t− 1)

t− (t− 1)
(2)

v(pixels, t) =
√

v(x, t)2 + v(y, t)2 (3)

W = (∆→θ/∆→t) (4)

In addition, acceleration is defined as change in velocity per unit time. Acceleration-
based features are acceleration along the x-axis, acceleration along the y-axis, and magni-
tude of acceleration over the mouse plane, respectively, Equations (5)–(7).

a(x, t) =
v(x, t)− v(x, t− 1)

t− (t− 1)
(5)

a(y, t) =
v(y, t)− v(y, t− 1)

t− (t− 1)
(6)

a(x, y, t) = a(pixels, t) =
√

a(x, t)2 + a(y, t)2 (7)

Another used feature was jerk. Jerk is defined as a change in acceleration per unit
time. The jerk along the x-axis, jerk along the y-axis, and magnitude of acceleration over
the mouse plan was computed using the following Equations (8)–(10):

jerk(x, t) =
a(x, t)− a(x, t− 1)

t− (t− 1)
(8)

jerk(y, t) =
a(y, t)− a(y, t− 1)

t− (t− 1)
(9)

jerk(x, y, t) =
√

jerk(x, t)2 + jerk(y, t)2 (10)

Moreover, angular movement refers to direction of movement at a given timestamp.
The atan function(Θ) using the x and y sequences was calculated. Atan function(Θ) is
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the angle of the path tangent with the x-axis. It can be calculated by the Equation (11)
given below.

θ = a tan(∆→y/∆→x) (11)

The atan function is a trigonometric function that is a common variation of the
standard arctangent function; it can be used to define values related to a right triangle.
Practically, the atan trigonometric function can be used to determine distances that are
difficult to measure and produces results in the range (−π, π) (Figure 7) [22].

Figure 7. Angular movement (Θ), travelled distance, angle of curvature and its rate of change.

In order to reduce the possible direction values, we used the 8 main directions defined
by Ahmed and Traore (Figure 8) [1].

Figure 8. The eight directions. Angles between 0◦ and 45◦ fall into the direction 1.

The speed(s) also was calculated for each action as the ratio of the travelled. Distance
travelled refers to the number of pixels travelled within a second (Figure 7). It can be
calculated by Equation (12).

Travelled(pixels) =
√
(∆x)2 + (∆y)2 (12)

Curvature distance is a ratio of distances in three consecutives recorded points on the
screen. When a change in angular of the tangent per pixel divided by the length of the
path from the origin point is found, the angle of curvature is computed (Figure 7). It can be
calculated by the following Equation (13):

Angle o f Curvature(c) =
∆θ

∆L
(13)

The curvature change rate was also calculated using Equation (14):
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Curvature change rate(c) =
∆C
∆L

(14)

Curvature change rate refers to the change in curvature per pixel travelled divided by
the length of the path from the origin point (Figure 8).

Point-and-Click Action Features

Point-and-click features were extracted from mouse-based press actions and release
actions. On the basis of press actions and release actions, we extracted two different datasets
separately from the main dataset. The first extracted dataset contained only samples where
the action is equal to “PRESS”. The second dataset contained only samples where the
action is equal to “RELEASE”. Some of the features were taken from the main dataset
as mouse movement features: time, velocity along the x-axis, velocity along the y-axis,
magnitude of velocity over the mouse plane, acceleration over the mouse plane, jerk over
the mouse plane, position-x (position of the pointer along the x-axis), position-y (position
of the pointer along the y-axis), the angular velocity of the mouse pointer, and curvature.
Given such features, a new combined dataset can be generated by merging the first dataset
and second dataset along the columnar axis. Carefully looking at the samples in the newly
generated dataset, we observed that each sample contained information related to the
journey, starting from the press of the mouse button until the release of the mouse button.
The newly generated dataset can be used to generate some interesting features related
to each sample that involve total angular movement, absolute distance travelled, length
of the trajectory (total distance travelled throughout the journey of the mouse pointer),
straightness of trajectory, and elapsed time (total trajectory time). Total angular movement
is defined as the total changes in the angles of the path during the journey between the
press and release actions. The total angular movement was computed using the following
Equation (15):

Total Angular Movement =
n

∑
i=1

θi (15)

where θi refers to the angular movement at the ith action in the trajectory.
In every single row, there are several datapoints between the press and release actions.

On the basis of these datapoints, we then calculated the distance between the first and last
datapoint positions, which is determined by Equation (16):

Absolute_Dis tan ce =
√
(x1− y1)2 + (x2− y2)2 (16)

where x1, y1 refers to the coordinates of the mouse pointer at press time, and x2, y2 refers
to the coordinates of the mouse pointer at release time.

In addition, the length of the trajectory was computed between all sequence of points
belonging to the trajectory. In Figure 9, the total trajectory length would be equal to sum of
distance1 + distance2 + distance3 + distance4, where “distance” here refers to Euclidean
distance. The length of the trajectory was computed using the following Equation (17):

Trajectory length =
n

∑
i=1

√
(x1i − y1i)

2 + (x2i − y2i)
2 (17)

where (x1i, y1i) refers to the ith coordinate among n coordinates that belong to the trajec-
tory for the given sample, and (x2i, y2i) refers to (i − 1)th coordinate among n coordinates
that belong to the trajectory for the given sample.



Appl. Sci. 2021, 11, 6083 13 of 25

Figure 9. Length of trajectory.

Straightness of trajectory was computed as the ratio of the curve of trajectory during
the journey between the press and release actions, which is inverse of curviness. The path
between press and release was measured to see if it was completely straight; in that case,
straightness would be 1, which is highest. Otherwise, if the path was not straight, the
straightness of trajectory would be measured using the following Equation (18):

Straightness =
Absolute distance

length o f trajectory
(18)

The other extracted feature was elapsed time. Elapsed time is the time that has
passed between the press action and the release action, computed using the following
Equation (19):

Elapsed time = Release Time− Press Time (19)
where “Release Time” refers to the time when mouse pointer was released, and “Press
Time” refers to the time when mouse pointer was pressed.

Other features based on common statistics were extracted, such as min, max, mean,
standard deviation, and variance for features such as velocity, acceleration, jerk, curvature,
and angular velocity. Moreover, statistics such as min, max, mean, standard deviation,
and variance can be calculated over an array of points belonging to the trajectory of every
sample. Such an array of points can be extracted from the original dataset. This can be
achieved by sorting the original dataset using time, followed by taking all samples between
each given Press Time and Release Time. Now statistical operations can be performed over
such an array of samples.

Mean = mean(xi...n) (20)

Standard deviation = std(xi...n) (21)

Minimum = min(xi...n) (22)

Maximum = max(xi...n) (23)

Variance = (standard deviation)2 (24)

where x can be any feature including velocity along the x-axis, velocity along the y-axis,
velocity along mouse plane, acceleration over the mouse plane, jerk over the mouse plane,
curvature, or angular velocity. In addition, the type of actions such as mouse movement
action, press action, and release action were calculated as features. Table 2 shows all the
features extracted from mouse movement and point-and-click actions.
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Table 2. Features extracted from mouse movement and point-and-click actions.

Name Mouse Movement Action
Point and Click Action #

FeaturesPress Action Release Action

Velocity along x-axis
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4. Methodology and Behavioral Biometrics Model

We here describe the classification techniques used in this research. We applied sepa-
rate classification techniques for different modalities. This research proposes a continuous
authentication and anomaly detection system using mouse behavioral biometrics; this
system can be applied to various online networking platforms. Each of four classification
techniques is applied in order to distinguish a normal user from an abnormal user using
the 87 features extracted from the raw mouse data. These are the machine learning and
deep learning algorithms used to monitor the behavior of users: decision tree learning
(DT), k-nearest neighbor (k-NN), random forest (RF), and convolutional neural network
(CNN). In terms of the CNN model, our model differs from [35]; their CNN model has
2 convolutional layers and 3 fully connected layers. In contrast to [35], this model uses three
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types of layers to build the CNN architecture: convolutional, pooling, and fully connected
(Figure 10).

Figure 10. CNN architecture.

The first layer consists of 64 filters, followed by a second layer with 32 filters, and the
last layer contains only 16 filters. A kernel of (1 × 1 pixels) is used for each of the three
layers. Moreover, the activation function of the rectified linear unit (ReLU) is used. To
reduce overfitting on the training set, we use a dropout probability of p = 0.05 between each
two layers. All the three convolution layers and the max-pooling layer are connected with a
fully connected (FC) layer to determine the final probabilities for each user. A pooling layer
is located between every convolutional layer and fully connected layer pair. In Figure 11,
the proposed user behavioral biometrics model consists of four modules: a data capture
module, a feature extraction module, a classifier module, and a continuous authentication
and anomaly detection module. The model is responsible for deciding whether some
amount of mouse data belong to a given user. Specifically, the following steps describe
how the proposed model works:

• Data collection phase: Raw data of the users are collected.
• Features extraction phase: Pandas and numpy were used for feature extraction.
• Data preparation phase: For the training phase, all the users’ data were aggregated

and put in random order. The training dataset was then split into two parts: the first
part (80% of the data) was used for training, and the second part (20% of the data)
was used for testing the model’s performance. For every experiment, the balance of
training sets and evaluation sets remained the same in order to avoid classifier bias.

• Select a classifier phase: DT, RF, KNN, and CNN were utilized to show the ability of
the proposed model to determine whether a user was genuine or an impostor from a
user’s mouse clickstream data.

• Training data phase: The training process began by reading the characteristics of all
the users from the training dataset and then loading them into the four classifiers to
train the model. This step was a significant step since the training data contained the
user behavior itself and a class label.

• Testing data phase: After completion of the training step, the model was tested on the
new data that were never used for training, in order to categorize whether the user
was a genuine user or an impostor.
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Figure 11. Continuous authentication and anomaly detection models.

5. Implementation and Experiment Results

This section presents the experiment setup and the analysis of results. The team
conducted a set of experiments in order to validate the effectiveness of machine learning
and deep learning techniques (decision tree (DT), k-nearest neighbor (KNN), random forest
(RF), and convolutional neural network (CNN) classifiers) using the 87 features extracted
from the raw mouse data. To avoid classifier biases, we trained all the experiments by
using balanced training sets and evaluation sets. Scikit-learn software tools were used for
the analysis of user behavior data [36]. The evaluations were measured using classifier
accuracy (ACC), recall, precision, and F1-score. The experiments were conducted on the
basis of two phases: (1) continuous authentication phase, and (2) anomaly detection phase.
For each phase, each of the classifiers was trained and tested separately using each of
these scenarios: a single mouse movement action (Scenario A), a single point-and-click
action (Scenario B), and a set of mouse movement and point-and-click actions (Scenario
C). We report evaluation results in terms of classification accuracy (ACC), area under the
curve (AUC), false negative rates (FNRs), false positive rates (FPRs), and equal error rates
(EERs). Besides these values, we report the performance of our detection system by receiver
operating characteristic (ROC) curves.

5.1. Phase 1: Continuous Authentication Phase

The main idea of a continuous authentication system is to collect real-time user
behavior information using mouse dynamics and use this information to continuously
authenticate and reverify the user’s identity. In particular, the behavior of the current
user will be compared with the data stored in the system’s database of the behavior of the
genuine user. On the basis of the result of that comparison, the system either trusts the user
and allows the user to continue working on the device, or the system logs the user out of
the system and requires static authentication of the user in order for the user to continue
working [37]. The dataset was separated into two parts: the first part (80% of the data) was
used as a description of a genuine user in order to train the models; the second part (20%
of the data) was used as actions of a user to be authenticated in order to test the model’s
performance. In this phase, experiments were conducted using each of the classifiers (k-
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nearest neighbor (KNN), decision tree (DT), random forest (RF), and convolutional neural
network (CNN)) for all users with a single mouse movement action, a single point-and-click
action, and a set of mouse movement and point-and-click actions. Comparing the results
obtained from all the experiments, we found that Scenario A (a single mouse movement
action) achieved the highest accuracies compared to Scenarios B and C, with Scenario A
KNN ACC: 98.0%, DT ACC: 94.6%, RF ACC: 97.9%, and CNN ACC: 98.8%. It was also
found that the CNN model obtained the highest accuracy, recall, precision, and F1-score,
with CNN ACC: 98.8%, recall: 96.3%, precision: 97.9%, and F1-score: 95.5%. Tables 3–5
illustrate all the results that were achieved.

Table 3. Phase 1: Continuous authentication results for Scenario A: single mouse movement action.

Classifier KNN DT RF CNN

Accuracy 98.0 94.6 97.9 98.8
Recall 93.8 93.7 94.2 96.3

Precision 95.9 92.8 96.0 97.9
F1-score 90.8 92.7 94.4 95.5

Table 4. Phase 1: Continuous authentication results for Scenario B: single point-and-click action.

Classifier KNN DT RF CNN

Accuracy 82.7 83.3 96.1 95.2
Recall 80.2 82.7 95.3 95.4

Precision 81.1 81.5 93.7 94.2
F1-score 82.5 82.6 93.9 95.1

Table 5. Phase 1: Continuous authentication results for Scenario C: set of mouse movement and
point-and-click actions.

Classifier KNN DT RF CNN

Accuracy 96.7 94.2 97.2 96.9
Recall 91.2 90.2 97.1 94.4

Precision 93.1 93.7 93.3 92.2
F1-score 95.5 93.6 92.9 90.1

5.2. Phase 2: Anomaly Detection Phase

The basic idea of the anomaly detection system depends on the user’s actions on
the system. When the system compares the user’s current behavior to the database of
the user’s behavior, the system should allow the user to keep working if there is only a
small deviation in the user’s current behavior; otherwise, the system must log out the
user and require static authentication of the user before the user can continue working. In
this phase, the dataset was split into 80% as genuine actions and 20% as impostor actions.
The 20% of impostor actions were selected from the other users. To verify the feasibility
of the proposed algorithms, we separately applied each of the four classifiers to three
scenarios: a single mouse movement action (Scenario A), a single point-and-click action
(Scenario B), and a set of mouse movement and point-and-click actions (Scenario C). The
results showed that the highest accuracy was achieved also in Scenario A (a single mouse
movement action) with KNN ACC: 98.2%, DT ACC: 92.2%, RF ACC: 98.0%, and CNN ACC:
98.5%. Individually, the CNN classifier in Scenario A obtained the highest accuracy, recall,
precision, and F1-score, with ACC: 98.5%, recall: 97.3%, precision: 97.1%, and F1-score:
95.7%. Tables 6–8 show all the results.
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Table 6. Phase 2: Anomaly detection results in Scenario A: single mouse movement action.

Classifier KNN DT RF CNN

Accuracy 98.2 92.2 98.0 98.5
Recall 97.8 90.7 96.2 97.3

Precision 93.9 90.8 97.0 97.1
F1-score 95.6 91.7 95.4 95.7

Table 7. Phase 2: Anomaly detection results in Scenario B: single point-and-click action.

Classifier KNN DT RF CNN

Accuracy 93.1 83.5 95.4 88.6
Recall 90.2 80.7 93.1 85.2

Precession 89.1 81.6 92.8 86.8
F1-score 91.5 81.4 93.6 82.9

Table 8. Phase 2: Anomaly detection results in Scenario C: Set of mouse movement and point-and-
click actions.

Classifier KNN DT RF CNN

Accuracy 89.4 74.1 92.1 85.7
Recall 87.2 72.2 91.1 85.4

Precision 86.7 71.7 92.4 84.2
F1-score 84.3 72.6 90.2 83.1

6. Experiment Evaluation

This section evaluates the performance of each classifier on the basis of results achieved
in the continuous authentication phase and in the anomaly detection phase. The perfor-
mance of each method is measured using three common metrics: false acceptance rate
(FAR), false rejection rate (FRR), and equal error rate (EER). FAR is the probability that a
user who should be rejected is accepted by the system. FRR is the probability that a user
who should be accepted is rejected by the system. EER is a threshold value between the
false acceptance rate and the false rejection rate. Another important evaluation tool to
examine the classifiers and show the performance of the biometric system is to plot the
receiver operating characteristic (ROC) curves. It is important to interpret a classifier with
the structure of its ROC curve because they show the prediction success of the models on
several operating points corresponding to all possible thresholds. The ROC curve plots the
true positive rate (TPR) against the false positive rate (FPR) [38]. The following expressions
were used for performance evaluation purposes [39]: TP: true positive, TN: true negative,
FP: false positive, FN: false negative, FAR: false acceptance rate, FRR: false rejection rate,
and EER: equal error rate:

ACC =
TP + TN

TP + TN + FP + FN
(25)

TPR =
TP

TP + FN
(26)

TNR =
TN

TN + FP
(27)

FPR =
FP

FP + TN
(28)

FNR =
FN

FN + TP
(29)

FAR =
Number o f accepted imposters

Total number o f imposters
(30)
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FRR =
Number o f rejected genuines

Total number o f genuines
(31)

EER =
FAR + FRR

2
(32)

6.1. Continuous Authentication Evaluation

The results of Scenario A (a single mouse movement action), Scenario B (a single
point-and-click action, and Scenario C (a set of mouse movement and point-and-click
actions) were evaluated using FAR, FRR, EER, and the ROC curve. The corresponding
FAR, FRR, and EER were achieved. The following were the lowest FAR results: Scenario A
(KNN: 0.009%), Scenario B (RF: 0.012%), and Scenario C (DT: 0.002%). The following were
the lowest FRR results: Scenario A (KNN: 0.182%), Scenario B (RF: 0.027%), and Scenario
C (DT: 0.007%). The following were the lowest EER results: Scenario A (CNN: 0.021%),
Scenario B (CNN: 0.107%), and Scenario C (DT: 0.005%). The detailed results in terms of
FAR, FRR, and EER are reported in Tables 9–11. In addition, ROC curves are plotted in
Figures 12–14. We found that for CA, the DT achieved the lowest EER of 0.005% for MM
and PC actions.

6.2. Anomaly Detection Evaluation

This evaluation is similar to the continuous authentication evaluation. The evaluation
is presented for Scenarios A, B, and C using FAR, FRR, EER, and the ROC curve. We noted
that Scenario A (single mouse movement action) had the lowest EER values: KNN EER:
0.045%, DT EER: 210%, RF EER: 0.035%, and CNN EER: 0.032%, compared with Scenarios
B and C. The results for all scenarios are reported in Tables 12–14. The ROC curves are
shown in Figures 15–17. The results show that for AD, the CNN achieved the lowest EER
of 0.032% for single MM action.

Table 9. CA evaluation—Scenario A (single mouse movement action): FAR, FRR, and EER.

Classifier KNN DT RF CNN

FAR 0.009% 0.011% 0.010% 0.052%
FRR 0.182% 0.670% 0.208% 0.999%
EER 0.028% 0.327% 0.023% 0.021%

Table 10. CA evaluation—Scenario B: (a single point-and-click action): FAR, FRR, and EER.

Classifier KNN DT RF CNN

FAR 0.025% 0.015% 0.012% 0.051%
FRR 0.513% 0.311% 0.027% 0.918%
EER 0.229% 0.220% 0.068% 0.107%

Table 11. CA evaluation—Scenario C: (set of mouse movement and point-and-click actions): FAR,
FRR, and EER.

Classifier KNN DT RF CNN

FAR 0.031% 0.002% 0.032% 0.052%
FRR 0.608% 0.007% 0.634% 0.930%
EER 0.222% 0.005% 0.155% 0.094%
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Figure 12. ROC curves for continuous authentication—single mouse movement action.

Figure 13. ROC curves for continuous authentication—single point-and-click action.
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Figure 14. ROC curves for continuous authentication—set of mouse movement and point-and-click actions.

Table 12. AD evaluation—Scenario A (single mouse movement action): FAR, FRR, and EER.

Classifier KNN DT RF CNN

FAR 0.018% 0.020% 0.020% 0.052%
FRR 0.349% 0.389% 0.383% 0.990%
EER 0.045% 0.210% 0.035% 0.032%

Table 13. AD evaluation—Scenario B (a single point-and-click action): FAR, FRR, and EER.

Classifier KNN DT RF CNN

FAR 0.017% 0.018% 0.016% 0.050%
FRR 0.323% 0.335% 0.918% 0.906%
EER 0.101% 0.222% 0.065% 0.193%

Table 14. AD evaluation—Scenario C (set of mouse movement and point-and-click actions): FAR,
FRR, and EER.

Classifier KNN DT RF CNN

FAR 0.026% 0.020% 0.029% 0.050%
FRR 0.537% 0.603% 0.510% 0.945%
EER 0.163% 0.349% 0.111% 0.234%
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Figure 15. ROC curves for anomaly detection—single mouse movement action.

Figure 16. ROC curves for anomaly detection—single point-and-click action.
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Figure 17. ROC curves for anomaly detection—set of mouse movement and point-and-click actions.

6.3. Comparison with the State-of-the-Art

Antal and Egyed-Zsigmond [22] conducted an evaluation study for impostor detection
using the Balabit dataset that contains only 10 users [23]. They extracted 39 features
and used a random forest classifier with an average accuracy of 81.17%. Salman and
Hameed [38] investigated the performance of a continuous authentication system using
a Gaussian naive Bayes classifier. They conducted their experiments using the dataset
of Ahmed and Traore [40], consisting of eight features for each user data, and obtained
an accuracy of 93.563%. Compared to these two works, we have presented an empirical
evaluation of online CA and AD using 87 features extracted from the raw mouse dataset.
For each of the CA phase and the AD phase, three scenarios were evaluated: Scenario A
(single mouse movement action), Scenario B (single point-and-click action), and Scenario
C (set of mouse movement and point-and-click actions). In both phases, KNN, DT, RF,
and CNN classifiers were used separately to identify users by their mouse behavior; the
evaluation assessed the ability of each classifier to distinguish between genuine users
and imposters.

7. Conclusions

Mouse dynamics are behavioral biometrics that can be applied in different security
fields such as human identification. This study was performed using the mouse dynamics
data collected in the CIB Laboratory. Data collection involved 20 users with restriction
of environment. Each session’s data were segmented into two types of mouse actions:
mouse movement actions and point-and-click actions. The results prove the capability of
the proposed approaches to differentiate a legitimate user from an illegitimate user. We
studied the efficiency of CA and AD using different ML and DL algorithms. For user
identification, we considered three scenarios: Scenario A, a single mouse movement action;
Scenario B, a single point-and-click action; and Scenario C, a set of mouse movement and
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point-and-click actions. The proposed CNN model showed a promising performance on
our dataset. The performance of the CNN was also compared with the traditional ML
algorithms. The results indicate that our approach can differentiate an authentic user from
a fraudulent user with a comparatively high degree of accuracy.
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