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ABSTRACT

The Kubo–Greenwood equation, in combination with the first-principles Korringa–Kohn–Rostoker coherent potential approximation
(KKR-CPA) can be used to calculate the DC residual resistivity of random alloys at T¼ 0K. We implemented this method in a multiple scat-
tering theory based ab initio package, MuST, and applied it to the ab initio study of the residual resistivity of the high entropy alloy
AlxCoCrFeNi as a function of x. The calculated resistivities are compared with experimental data. We also predict the residual resistivity of
refractory high entropy alloy MoNbTaVxW. The calculated resistivity trends are also explained using theoretical arguments.

Published under an exclusive license by AIP Publishing. https://doi.org/10.1063/5.0065239

High entropy alloys (HEAs) are alloys with five or more principal
elements.1–3 The presence of multiple elements results in a large entro-
pic contribution to the free energy, which stabilizes a single phase solid
solution over other potentially competing intermetallic compounds.
Since their introduction in 2004,2,3 they have become a highly active
area of both experimental and theoretical research. This is largely due
to the desirable functional and mechanical properties that HEAs may
possess. For example, the quinary CoCrFeMnNi alloy (also called the
Cantor alloy3) is found to exhibit ultimate strengths and elongations
in excess of 1GPa and 60%, respectively, at 77K,4 as well as large frac-
ture toughness;5 CuxCoFeMnNi has been used as a substrate to grow
graphene.6 The electrical resistivity of the refractory HEA
Hf8Nb33Ta34Ti11Zr14 sharply drops to zero at Tc � 7:3 K,7 demon-
strating superconductivity. HEAs are promising candidates for hydro-
gen embrittlement resistance,8,9 magnetoresistance, shape memory
response,10 response to irradiation,11,12 and other useful, interesting
functional properties.

Due to the large number of possible HEAs, first-principles calcu-
lations are an effective method of screening for desired properties. The
ab initio approach has been used to obtain the density of states, evalu-
ate formation energies, identify the different competing phases and
transition temperatures, determine chemical species ordering, calculate
elastic constants, etc. Electrical conductivity is an important functional
property of alloys, which is of both theoretical and practical interest.
Predicting the conductivity from first-principles can be done in a few

different ways. The problem can be treated semi-classically by solving
the linearized Boltzmann equation13 numerically with the required
band-structures obtained from DFT calculations. This approach was
first used by Stocks and Butler14 to calculate the residual resistivity of
the AgxPd1�x system using the single-site Korringa–Kohn–Rostoker
coherent potential approximation15–17 (KKR-CPA). Their results
agreed well with experiment and since then, this technique has been
used on wide variety of alloy systems. Recently, Wang et al.18 used the
software BoltzTraP219 to calculate the electrical transport proper-
ties of medium entropy alloy family SiyGeySnx. In this case, the band
structure was obtained from supercell calculations using a plane wave
pseuopotential code. The semi-classical method, however, requires a
well-defined band structure at the Fermi energy. As a result, it cannot
be applied to alloys with high chemical disorder, as such systems lack
a sharp Fermi surface and their electronic states have finite lifetimes,
hence their energy levels are broadened.

To avoid this issue, the conductivity can also be obtained using
the Kubo linear response theory.20 The Kubo formalism deals with
current–current correlation functions instead of band structures and is
capable of dealing with highly disordered alloys. In a seminal paper,21

Butler combined the Kubo–Greenwood equation with KKR-CPA and
derived conductivity expressions for random alloys. This technique
includes vertex corrections, which represent the “scattering-in” contri-
bution to the conductivity. It was first implemented by Swihart et al.22

and employed to calculate residual resistivities for CuxZn1�x,
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CuxGa1�x, CuxGe1�x, and AgxPd1�x alloys. Some HEA conductivity
studies have also been done using this approach. Mu et al.23 used the
Kubo–Greenwood formalism to study the residual resistivity of the
Cantor–Wu alloys.24 In this paper, we present an implementation of
the Kubo–Greenwood formalism in the open source, multiple scatter-
ing theory based, DFT code MuST,25 and we show the residual resis-
tivity of the multiphase high entropy alloy AlxCoCrFeNi as a function
of x. The electrical and thermal properties of AlxCoCrFeNi make it a
suitable candidate for thermoelectric applications like waste heat
recovery and refrigeration.26 We are able to recreate the experimental
trend of increased resistivity at larger values of x. In addition, our
calculations recover the non-monotonic behavior observed in the
multi-phase region. We also obtain first-principles predictions for the
single-phase refractory high entropy alloy MoNbTaVxW as a function
of x. For both these systems, we provide theoretical justifications for
the calculated results.

This paper is organized as follows. First, we provide a brief intro-
duction to the theory behind the KKR method, the coherent potential
approximation, and the Kubo–Greenwood equation in the KKR-CPA
formalism. Our implementation of this technique is first tested on two
non-spin-polarized binaries—BCC CuZn and FCC AgPd. It is further
tested on Cantor–Wu alloys, which are magnetic FCC solid solutions.
After establishing confidence in the code, we apply it to the two HEA
systems previously mentioned, along with a comparison to previously
obtained experimental data for the Al alloy. Finally, we conclude by
commenting on the limitations of our current implementation and
discuss how these limitations can be overcome, so that this code can
be used to study more complex functional alloy behavior.

The density functional theory (DFT) based ab initio method is
built upon solving a single electron Schr€odinger equation, called the
Kohn–Sham (KS) equation,27,28

�r2 þ Veff ð qðrÞ½ �Þ
� �

wiðrÞ ¼ �iwiðrÞ; (1)

where the electron density qðrÞ is given by

qðrÞ ¼
X
�i��F
jwiðrÞj

2; (2)

assuming that the KS wavefunctions are orthogonal and the Fermi
energy is determined by the number of electrons in the system. The
effective potential Veff consists of electrostatic terms and the
exchange-correlation (XC) term. The XC functional can be modeled
in different ways; in this paper, we use the local density approximation
(LDA),27 where the XC functional is purely dependent on the local
density qðrÞ. A popular alternative is the generalized gradient approxi-
mation (GGA),29,30 which depends on the local density and its
gradient.

The conventional approach for solving (1) is to diagonalize the
Hamiltonian of the Kohn–Sham equation and calculate the corre-
sponding eigenvalues and eigenvectors. From the eigenvectors, the
density is calculated self-consistently using (2). Many popular DFT
codes like VASP, WIEN2k, Quantum Espresso, etc., use this
approach. However, the density can also be obtained from Green’s
function of the Hamiltonian—an approach taken by KKR-Green’s
function method,33,35 based on the multiple scattering theory.31,32

In the multiple scattering theory approach to an alloy, the system
is divided into non-overlapping atomic cells, each of which has one

atom present at the center. The total effective potential Veff ðrÞ can
then be considered as the sum of the cell potentials

vnðrnÞ ¼
Veff ðrÞ; if r 2 Xn

0; otherwise;

�
(3)

with rn ¼ r � Rn, where Rn is the position vector of the atomic site
andXn is the volume of the nth cell. Each cell can be treated as an elec-
tron scatterer with tnð�Þ as the t-matrix associated with the local
potential in the nth cell. In addition, we can define the multiple scatter-
ing path matrix34

snmð�Þ ¼ tnð�Þdnm þ tnð�Þ
X
k6¼n

gnkð�Þskmð�Þ; (4)

as the sum of all the scattering processes that start from cell n and end
at cell m, and gnkð�Þ is the free electron propagator from cell n to cell
k. The multiple scattering path matrix can be used to construct single-
site Green’s function at cell n33,35

Gðrn; rn; �Þ ¼
X
LL0

Zn
Lðrn; �ÞsnnLL0 ð�ÞZn•

L0 ðrn; �Þ

�
X
L

Zn
Lðrn; �ÞJn•L ðrn; �Þ; (5)

where L is a combination of the angular momentum quantum num-
bers l and magnetic quantum number m and Zn

Lðrn; �Þ (JnL ðrn; �Þ) rep-
resents a regular (irregular) solution to the single site Schr€odinger’s
equation with potential vnðrnÞ shown in Eq. (3) at site n. The dot (•)
operator is applied to the spherical harmonics of the single-site solu-
tions when they are written as a series expansion in the angular
momentum basis.

The electron density in cell n can be obtained using

qðrnÞ ¼ �
1
p
Im
ð�F
�1

Gðrn; rn; �Þ d�; with rn 2 Xn; (6)

where �F is the Fermi energy. This density can then be used to re-
calculate the effective potential Veff ð½qðrÞ�Þ in the Hamiltonian, and
the re-calculated Hamiltonian produces a new Green’s function. This
cycle can be continued until self-consistency is reached. The calcula-
tion of the electron density from Green’s function implies that the
energy eigenvalues and the KS wavefunctions are not required. This
approach has some significant advantages, one of which is the ability
to combine with the coherent potential approximation to deal with
random systems.

KKR-Green’s function method combined with the CPA forms a
powerful technique, namely, KKR-CPA, to deal with random alloys
from the first principles. It is based on constructing an effective
medium, which mimics the ensemble average of a disordered system.
The CPA medium can be imagined as a periodic system consisting of
a “virtual” species, described by the t-matrix tCPAð�Þ. The CPA
medium can be conveniently obtained by applying the single-site
approximation

snnCPAð�Þ ¼
X

a

cas
nn
a ð�Þ; (7)

which assumes that the chemical species distribution on the underly-
ing lattice is completely random. The probability of a particular site
occupied by species a is determined by its concentration ca in the

Applied Physics Letters ARTICLE scitation.org/journal/apl

Appl. Phys. Lett. 119, 121903 (2021); doi: 10.1063/5.0065239 119, 121903-2

Published under an exclusive license by AIP Publishing

https://scitation.org/journal/apl


alloy. The term snna ð�Þ, which represents the multiple scattering path
matrix for a CPA medium with an impurity of species a at site n, is
obtained from36

snna ð�Þ ¼ 1þ snnCPAð�Þðt�1a ð�Þ � t�1CPAð�ÞÞ
� ��1

snnCPAð�Þ: (8)

Furthermore, due to the periodicity of the CPA medium, the t-matrix
and the multiple scattering path matrix for the medium are related
through the equation

snnCPAð�Þ ¼
1

XBZ

ð
d3k t�1CPAð�Þ � gðk; �Þ

h i�1
; (9)

where gðk; �Þ is the lattice Fourier transform of the free electron prop-
agator gnkð�Þ in Eq. (4) and XBZ is the volume of the first Brillouin
zone. Equations (7)–(9) can be combined to create an iterative scheme
that determines tCPAð�Þ self-consistently.

CPA is a successful and popular technique that has been used
heavily to calculate total energy, density of states, and other important
electronic structure properties of random alloys. However, the single-
site approximation ignores any short-range order that may be present
in the alloy. While there are techniques available that incorporate a
chemical short range order in CPA,36–40 they are beyond the scope of
this work.

For a system of non-interacting electrons moving under the
influence of a random potential, the symmetric part of the DC electri-
cal conductivity tensor at T¼ 0K can be expressed as20

rl�ð�Þ ¼
p
NX

X
k;k0
hkĵjljk

0ihk0 ĵj� jkidð�� �kÞdð�� �k0 Þ
* +

; (10)

where l and � represent Cartesian directions, jki; jk0i are the eigen-
vectors of the Hamiltonian associated with a given configuration of
the disordered system, �k; �k0 are the corresponding eigenvalues, N
represents the number of atoms in the system, and X is the volume
per atom. The angle brackets denote an average over all the possible
configurations of the disordered system, and ĵl refers to the current
operator component, which in the non-relativistic case is given in
atomic units as

ĵl ¼ �2
ffiffiffi
2
p

i
@

@rl
: (11)

In order to use (10) within the framework of the multiple scattering
theory, the eigenkets must be replaced with multiple scattering path
matrices. With some algebra and the use of (5), we can express (10)
as21

rl� ¼ lim
d!0

1
4

~rl�ð�þ; �þÞ� ~rl�ð�þ;��Þ� ~rl�ð��; �þÞþ ~rl�ð��; ��Þ
� �

;

(12)

where

~rl�ðz1; z2Þ ¼ �
1

pNX
Jml
L4L1ðz2; z1Þs

mn
L1L2ðz1ÞJ

n�
L2L3ðz1; z2Þs

nm
L3L4ðz2Þ

D E
;

(13)

with �þ ¼ �F þ id and �� ¼ �F � id. Here, the symbol J refers to the
current matrix, which is the position basis representation of the

current operator matrix elements. Butler further demonstrates that
(13) can be rephrased within the single-site CPA formalism as21

~rl� ¼ �
1

pX

X
ab

cacb~J
al
K1
ðz2; z1Þ 1� vx½ ��1K1K2

~J
b�
K2
ðz1; z2Þ

 

þ
X

a

ca~J
al
L4L1ðz2; z1Þs

CPA
L1L2ðz1ÞJ

a�
L2L3ðz1; z2Þs

CPA
L3L4ðz2Þ

!
: (14)

The terms v and x are fourth order tensors given by the
expressions21

vL1L2L3L4 ¼
1

XBZ

ð
d3k sCPAL1L2ðk; z1Þs

CPA
L3L4ðk; z2Þ � sCPAL1L2ðz1Þs

CPA
L3L4ðz2Þ;

(15)

xL1L2L3L4 ¼
X

a

cax
a
L1L2ðz1Þx

a
L3L4ðz2Þ: (16)

The term ð1� vxÞ�1 represents the vertex correction or the
“scattering-in” term. To understand these equations and how they are
derived in more detail, the reader is referred to Butler’s work.21

Additionally, to learn more about the calculation of the current matri-
ces and other important details pertaining to implementation, the
reader is referred to the work by Banhart.41 It can be seen that calculat-
ing v is computationally expensive due to the Brillouin Zone integra-
tion. However, this calculation can be made significantly faster by only
integrating over the irreducible part of the Brillouin zone and then
applying rotation operations to recover the contribution of the other
parts. For crystals with cubic symmetry, the integration only has to be
performed over 1/48th of the first Brillouin zone. For certain systems,
approximating ð1� vxÞ�1 � I does not significantly impact the con-
ductivity. An example of this is the Ag–Pd binary at high Pd concen-
trations, and the reasons for which have been explored in detail
elsewhere.42 Hence, computational cost can be reduced in such calcu-
lations by neglecting the vertex corrections. In this paper, however, the
vertex corrections are included in all the conductivity calculations.

The conductivity expressions have been implemented in
MuST,25 a multiple scattering theory based open source code for ab
initio electronic structure calculations. In order to demonstrate the
validity of the implementation, the code is applied to systems for
which computational results are available for validation. First, we
apply them to the BCC Cu–Zn binary and FCC Ag–Pd binaries.
Figure 1 shows the residual resistivity of Cu–Zn obtained using MuST.
Despite CuZn showing the BCC phase only for the equiatomic case,
the calculations have been done for the BCC phase at all Cu concen-
trations. The resistivity appears to obey Nordheim’s relation
(q0 / xð1� xÞ)43 and compares well with previously obtained com-
putational44 and experimental45 results. However, an unexpected peak
in resistivity can be seen in the vicinity of 10% Cu, which was not
examined in the previous computational studies.22,44 Comparison
with measurements is difficult for this concentration, as there is a scar-
city of experimental resistivities for the Zn-rich region.45 Furthermore,
the experimentally observed phase is not BCC at this composition.
The peak is large enough to rule out numerical errors as the cause,
implying that there is some interesting physics going on here which
needs further study. It can be seen that vertex corrections play a major
role in this system, a feature that has also been previously noted.22

Figure 2 shows the residual resistivity of Ag–Pd obtained using MuST,
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which compares well with previously obtained computational
results.44 A significant deviation from Nordheim’s relation can be
observed. This is attributed to the palladium d-states, which are the
major contributors to the DOS at Fermi energy for high palladium
concentrations.22 It can also be seen that the vertex corrections are
negligible at high Pd concentrations but become slightly more

significant as the silver content increases. The absence of vertex correc-
tions is also associated with a predominant d character at the Fermi
energy.42 To further test the implementation of the Kubo–Greenwood
formula in MuST, we apply it to the conductivity calculation for the
Cantor–Wu alloys, which are magnetic solid solutions on an FCC lat-
tice. Specifically, we examine the binaries NiFe, NiCo, and NiPd, the ter-
naries FeMnNi, CoCrNi, and CoFeNi, the four element HEAs
CoCrFeNi and CoFeMnNi, and the quinary CoCrFeNiPd. Figure 3
shows the residual resistivity for these systems. These values are nearly
similar to the computational results obtained by Mu et al.23 The alloys
fall into two categories: low residual resistivity alloys containing Co, Fe,
Ni, or Pd and high residual resistivity alloys containing Cr and/or Mn.
This curious trend was explained by looking at the spin-resolved Fermi
surfaces.23 The low resistivity alloys have sharp Fermi surfaces, which
are associated with large mean free paths; conversely, the high resistivity
alloys have washed out Fermi surfaces, which are associated with shorter
mean free paths. The CuZn, AgPd, and Cantor–Wu results instill confi-
dence in the implementation of our code and demonstrate its viability
as a useful tool to study HEA electrical conductivity.

The first HEA we study is the five-element AlxCoCrFeNi with x
denoting the Al content. Experimentally, this alloy is a single-phase
FCC for 0 � x � 0:375 and a single-phase BCC for 1:25 � x � 2. At
intermediate values of x, the alloy shows multi-phase FCCþBCC
behavior.26,52 Multi-phase systems are difficult to study, owing to their
inhomogeneity. As a result, simple models are needed to calculating
the resistivity in this regime. We calculate the pure FCC resistivity
qFCC and pure BCC resistivity qBCC and perform a parallel average

1
qp
¼ wFCC

qFCC
þ wBCC

qBCC
; (17)

and a series average

FIG. 1. Residual resistivity of CuxZn1�x from first-principles calculations. The red
curve (with circles) represents resistivity without vertex corrections, and the black
curve (with squares) represents resistivity with vertex corrections. Note that calcula-
tions have been performed for the BCC phase at all values of x.

FIG. 2. Residual resistivity of AgxPd1�x from first-principles calculations. The red
curve (with circles) represents resistivity without vertex corrections, and the black
curve (with squares) represents resistivity with vertex corrections. Note that calcula-
tions have been performed for the FCC phase at all values of x.

FIG. 3. The residual resistivity of a set of Cantor–Wu alloys calculated using the
Kubo–Greenwood formula with the KKR-CPA method implemented in MuST. All
calculations are spin-polarized.
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qs ¼ wFCCqFCC þ wBCCqBCC; (18)

where wFCC and wBCC are the averaging weights that denote the vol-
ume fractions of the FCC/BCC phases in the alloy. These parameters
are taken from experiment.46 Figure 4 shows the residual resistivity
calculated using MuST, where LDA was used as the exchange-
correlation functional. The resistivities calculated using PBE
significantly differed from the LDA values and did not recreate the
experimental trend at some Al concentrations. The sensitivity of the
residual resistivity values to the exchange-correlation functional and
the lattice parameter is discussed in the supplementary material. Both
experimental and first-principles resistivities increase with increasing
Al content. The BCC resistivity values closely follow the non-
monotonic behavior that is experimentally observed in the multi-
phase region. While both the series and parallel averages are nearly
similar, it can be seen that the shape of the parallel averaged curve is
closer to experiment. The experimental values are larger than the
calculated resistivities. This is due to two reasons. First, the complexity
of the experimental microstructures is not captured by the first princi-
ples calculations. This leads to lower scattering in the computational
systems, leading to lower resistivities. Second, the experimental curve
is obtained at room temperature, and it is expected to exceed the calcu-
lated residual resistivity. To capture the non-monotonicity, the experi-
mentally observed concentrations of the consistent elements were
used.46 If nominal concentrations are used, the non-monotonic behav-
ior is lost. This is most likely the reason for monotonic results obtained
in a previous computational study of this HEA.47

Figure 5 shows the concentration averaged density of states
(DOS) for two different Al concentrations. The DOS at the Fermi level
is much lower for Al concentration x¼ 2 than x¼ 0, owing to the lack
of d-electrons in Al. The reason for the lower Fermi level DOS also

becomes apparent when we look at the partial DOS for Al2CoCrFeNi
in Fig. 6. The DOS at the Fermi level for Al is significantly lower than
the other transition elements. This, however, does not guarantee
increased resistivities at higher Al concentrations. The effective valence
of transition metal atoms in Al-TM alloys has been predicted and
observed to be negative.48 This is due to the strong sp-d hybridization,
which leads to the transfer of sp electrons (conduction electrons) to

FIG. 4. Residual resistivity of AlxCoCrFeNi as a function of x. The black curve with
circles and the red curve with squares represent the residual resistivity of the pure
FCC and BCC phases, respectively, obtained from first-principles calculations. The
blue curve with triangles and green curve with stars represent the parallel and
series averages. The orange curve with crosses is the experimental result.52

FIG. 5. The averaged density of states for CoCrFeNi and Al2CoCrFeNi. This was
obtained by taking the concentration-weighted average of the partial density of
states for the two systems.

FIG. 6. Partial DOS for the elements present in Al2CoCrFeNi.
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the partially filled d bands of transition elements.49,50 This explains the
reduction in conductivity or increase in residual resistivity with
increasing Al content.

Finally, we use our first-principles code to predict the residual
resistivity trend of MoNbTaVxW as a function of x. This five element
refractory high entropy alloy is a single-phase BCC solid solution.
Figure 7 shows the calculated resistivities, and Figs. 8 and 9 show the
concentration averaged DOS and partial DOS, respectively. In Fig. 7,
LDA has been used as the exchange-correlation functional. For this
system, PBE produces a larger resistivity at all vanadium concentra-
tions. This is partly due to well-known tendency of LDA to produce
“overbinding” results,51 but other effects may also contribute. The sen-
sitivity of the residual resistivity values to the exchange-correlation
functional and the lattice constant is discussed in the supplementary
material. There is an apparent conflict here—the concentration aver-
aged DOS for x¼ 1 is higher than for x¼ 0, owing to the larger vana-
dium partial DOS as compared to the other elements. However, the
calculated residual resistivities increase with the vanadium content.
This can be resolved by considering the atomic sizes of the element.
While the refractory metals have similar atomic sizes, vanadium is sig-
nificantly smaller. This increases disorder in the system, which results
in increased scattering or increased residual resistivity. The size differ-
ence also means that vanadium is weakly bound to the refractory met-
als. When atoms come together in a solid, their sharp atomic energy
spectra broaden and form energy bands. Stronger bonding will result
in an energy spectrum, which is more spread out. Conversely, weak
bonding will result in more localized atomic-like energy bands, which
are narrower and sharper. This explains both the higher resistivity and
higher density of states. This alloy provides an important takeaway—
an increase or decrease in the DOS does not automatically imply an
increased or decreased residual resistivity. Additional analysis is neces-
sary to explain the calculated trends.

In conclusion, we have implemented the Kubo–Greenwood
equation in the non-relativistic single-site KKR-CPA formalism and

tested it on the previously studied systems CuZn, AgPd, and the
Cantor–Wu alloys. After code validation, we applied our code to
obtain the residual resistivities of AlxCoCrFeNi as a function of the
concentration of Al. We found that both experiment and first-
principles calculations show increased resistivities at higher values of
x. This can be explained on the basis of the sp-d hybridization that
occurs in Al-TM alloys. In the multiphase region, however, the experi-
mental resistivity is found decreasing with increasing the content of
Al. This effect was captured in first-principles calculations, as a result
of using experimentally obtained concentrations for the BCC and FCC

FIG. 7. First-principles residual resistivity for MoNbTaVxW as a function of x.

FIG. 8. Concentration averaged DOS for MoNbTaW (black curve with circles) com-
pared with equiatomic MoNbTaVW (red curve with squares).

FIG. 9. Partial DOS for the elements present in the equiatomic MoNbTaVW alloy.

Applied Physics Letters ARTICLE scitation.org/journal/apl

Appl. Phys. Lett. 119, 121903 (2021); doi: 10.1063/5.0065239 119, 121903-6

Published under an exclusive license by AIP Publishing

https://www.scitation.org/doi/suppl/10.1063/5.0065239
https://www.scitation.org/doi/suppl/10.1063/5.0065239
https://scitation.org/journal/apl


phases. We also predicted the residual resistivity of refractory HEA
MoNbTaVxW as a function of x. We found that the residual resistivity
increases with the V content, which was explained on the basis of the
size mismatch between V and the other refractory metals. Despite the
reduction in conductivity, the DOS at the Fermi energy increased with
the addition of V. This occurred due to the higher partial DOS for V,
which results from its weak bonding to the refractory metals.

There are many possible extensions to our current code imple-
mentation. We intend to incorporate a chemical short range order by
combining the CA-CPA technique40 with the Kubo–Greenwood equa-
tion. This will allow us to study K-state alloys like CoCrNi and
Ni25Cr, which are systems where residual resistivity increases with the
short range order.

See the supplementary material for the computational details
relevant to the first-principles calculations and the lattice parame-
ters used for all the systems studied in this paper. The variation of
the resistivity with the lattice parameter is examined, along with a
comparison of computational results obtained using PBE and LDA
functionals.

This work is based on open-source ab initio software package
MuST,25 a project supported in part by NSF Office of Advanced
Cyberinfrastructure and the Division of Materials Research within
the NSF Directorate of Mathematical and Physical Sciences under
Award Nos. 1931367, 1931445, and 1931525. The conductivity
implementation in MuST and the calculations done in this paper
were supported by the Department of Energy under Grant No. DE-
SC0014506. We acknowledge helpful discussions with S. Mu, G.
Malcolm Stocks, H. Ebert, and J. Banhart during code
implementation.
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The data that support the findings of this study are available
within the article and its supplementary material.
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