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Abstract

Named Data Networking (NDN) is a pr¢’ sing approach to provide fast in-
network access to compact muon solcuo.  CMS) | atasets. It proposes a content-
centric rather than a host-centric’ ~och to data retrieval. Data packets with
unique and immutable names are retric from a content store (CS) using
Interest packets. The curr/ * NDN architecture relies on forwarding strate-
gies that are only dependent upc  =.path caching. Such a design does not
take advantage of the cachei ¢. 't available on the adjacent off-path routers
in the network, thus reduci.g 'ata transfer efficiency. In this work, we pro-
pose a software-defined s re-aware routing mechanism that leverages NDN
router cache-states, sui. w2 defined networking (SDN) and multipath forward-
ing strategies to imorove the efficiency of very large data transfers. First, we

propose a novel distro. 4 multipath (D-MP) forwarding strategy and enhance-
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ments to the NDN Interest forwarding pipeline. In addition, we dc noa
centralized SDN-enabled control for the multipath forwarding strategv"MF
which leverages the global knowledge of NDN network states that | “stribu es
Interests efficiently. We perform extensive evaluations of our pre =ea eth-
ods on an at-scale wide area network (WAN) testbed spannin, six ge)graph-
ically separated sites. Our proposed solutions easily outpe .orm ine existing
NDN forwarding strategies. The D-MP strategy results in | “»rmance gains
ranging between 10.4x to 12.5x over the default NDN i.,.  entation without
in-network caching, and 12.2x to 18.4x with in-netu’'c.  2ach ag enabled. For
S-MP strategy, we demonstrate a performance improv ment .0.6x to 12.6x,
and 12.9x to 18.5x, with in-network caching disah'~d and enabled, respectively.
Further, we also present a comprehensive anal i< of I ' DN cache management
for large data transfers and propose a novel prefetcning mechanism to improve
data transfer performance. Due to the " herc.  »racity limitations of the NDN
router caches, we use SDN to provi‘ e an 1 telligent and efficient solution for data
distribution and routing across mui.._  NDN router caches. We demonstrate
how software-defined control can be used t¢ partition and distribute large CMS
files based on NDN router'ce.  state knowledge. Further, SDN control will
also configure the router forwording crategy to retrieve CMS data from the
network. Our proposed so mticn « nonstrates that the CMS datasets can be
retrieved 28% — 38% fag*== fro. .he NDN routers’ caches than existing NDN
approaches. Lastly, wer-levels, .« prefetching mechanism to improve the transfer
performance of files” hat . a0t available in the router’s cache.

Keywords: NDN; N, Compact Muon Solenoid, Forwarding Strategy, Cache

Management

1. Introd-~~tion

Data sagsment in high energy physics (HEP) is challenging due to its
comp ~ and volume. These datasets are immutable once generated by the

experiments  scientists repeatedly read and process these datasets. A critical
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challenge in the CMS workflow is how to deliver large volumes of dau, re-
searchers efficiently. An experiment data file has an average size of 2 Gihvtes
with file sizes ranging between 100 Megabytes and 20 Gigabytes. : comp. te
dataset comprises multiple files, with the dataset sizes ranging“ = 2 — 100
Terabytes. Thus, providing speedy access to such datasets bec mes a ey en-
abler for data-intensive science research. The CMS experir .cnt ou the Large
Hadron Collider (LHC) manages a large volume of data thau ~ontly exceeds
100PB across multiple sites. The experiment manages/ .., imately 35PB of
data (a combination of detector readouts and simuls. =ead yuts across vari-
ous physics-related formats); this data is write-once atd reac. any. All CMS
managed data is immutable once written to permeneut storage[3]. Through a
combination of caching and pre-placement, CN. ".7nove its data across 50 data
centers throughout the Worldwide LHC Cor .puting Grid [4]. Data delivery for
CMS experimental workflows is challes=ing . =the large size of the datasets.
Further, exchanging the data betv 2en d. ierent sites — streaming to use laptops
or offsite batch jobs — has historicali, sired a burdensome set of middleware
and dedicated computing infrastructure. 1 erefore, a better solution is needed
to provide fail-over services, . ~le repositories, and assist in the synchroniza-
tion across multiple data rep~sitoric. reducing the overheads on the original
dataset source and, conseq ~utly, o data transfer latencies. In this work, we
study how to leverage Ipformatr -Centric Networking (ICN) to provide faster
in-network CMS datas-ccess  end-users. Contrary to IP-based, host-centric
Internet architectur” | IC.  mphasizes content by making it directly address-
able and routable’ e users request the data based on its name instead of IP
addresses.

Named D' #a Neo orking (NDN) [5] is one such architecture that proposes
the use of names . fetching data instead of relying on addresses for identifying
data loc lity. . e end-user sends an Interest packet with the data name and
1 stwor.. . responsible for both forwarding and caching the requested data.
One of © ain characteristics of NDN is in-network caching, where the router

keeps a ¢ of the data to satisfy a future request. This reduces the latency
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arising from fetching the data from the source for all subsequent reques.  The
software defined networking [6] paradigm has generated significant in' st 1
the information centric networking (ICN) community. SDN has be = usea to
address the name-based routing and forwarding [7, 8] by decoun’ = tue [CN
data plane from its control plane [9].

Under the NDN paradigm, a content store (CS) acts as a « ache management
data structure. The CS is an in-network cache and perforni. taslookups for
incoming Interests and serves the consumers without the ..o “ar forwarding the
Interests to the NDN producers. In the current NDN/A.  "~mes cation, it is only
beneficial to cache the data in the CS when the cach/? conv s are available
on the path to the content producer. This a serieus limitation as it reduces
the data transfer efficiency by ignoring the (req »sved) sached content available
on adjacent/off-path routers in the network. 1'he aajacent/off-path routers are
generally closer (in terms of the numb«~f ho, »routing cost) to the consumer
when compared to the NDN prod icer. = ‘herefore, fetching the data from the
producer and caching it only in the ¢ th router instead of also utilizing the
adjacent /off-path routers is inefficient. Thus, fetching the data from both the
on/off path routers would gre. improve the data retrieval performance.

In this paper, we propose-2 mui. sath forwarding strategy to address the
above problem. Our first aj »roci.  oposes enhancements to the existing NDN
Forwarding Daemon (NE™\ imp .entation. Specifically, we propose a forward-
ing strategy that retrisores no. overlapping data packets from multiple routers
simultaneously. Fur  er, v. strategy provides additional flexibility in the per-
router choice of t/  "mterest pipeline depth configuration. Next, we propose a
centralized app’ =ch usi 1g a SDN controller for managing/mapping the current
contents of t!'» CS. . 1s approach allows us to make intelligent Interest pipeline
forwarding decisic » by analyzing the global view of the NDN network. The
SDN co: troller s effectively used to analyze the network state and redirects
t comu.., .aterests to the off-path routers that have cached the requested
content. our work, we enhance the data retrieval process for both cases by

allowingcmofn the NDN consumer and the NDN routers to fetch the content
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from multiple off-path locations based on the network states. Our p. sed
approaches, while improving data transfer performance on the one ba . alsc
ensures congestion avoidance on a specific path by distributing Inter =ts aci ss
multiple available paths.

To employ NDN for CMS workflows, we must also address t = critical chal-
lenge of how to store large files in the network efficiently. In ti ¢ NDIv paradigm,
a content store (CS) is an in-network cache that performs ae ‘aokups for in-
coming Interests and serves the consumers without t''c = 1 t0 forward the
Interests to the NDN producers. Due to the limitatiol, “he ¢iche capacity on
each NDN router, novel approaches for efficient cachemana, ent are neces-
sary. One approach is to deploy the NDN routersith large memory. However,
this will increase the deployment costs and i +leref re inefficient. Another
approach is to use solid-state drives (SSD) ior caching the data; the use of
SSDs for caching not only increase thavera. <4 of the deployment but also
add additional data retrieval later :ies. 1 . the Information-Centric Networking
(ICN) community, software-definea aaches for NDN routing intelligence
and caching management is an active are: of research. To address the above
problems, we propose a soiuv.  that employs an SDN controller to manage
cache-aware NDN routers. O»» vrop. od approach works in two phases. First,
during the file retrieval pricess, . ne file is not cached in the network (and
resides on the producer.staragc  che interest packet will be forwarded to the
centralized controller /“r the  cst retrieval strategy. Small files are retrieved
using the default N¥ T ap,.  .ch. However, for large files that cannot be cached
on a single router/  “stributed retrieval approach using multiple router content
stores will be v© 1. Seccad, depending on whether the requested file is already
cached on m7 'tiple 1 iters or not, the controller will provide a strategy for dis-
tributed fileretric . (See Section 3). Further, our proposed system architecture
also enal les the prefetch feature, where parts of the file can be prefetched and
¢ 4 on «._crent routers simultaneously.

Spec ly, our solution, in comparison to the original NDN data reposi-

tory and« wr.chronization implementations, exploits multiple paths and off-path



routers (not possible in the default NDN implementation) to optimize  to-
end data transfers. Further, our solution provides a better data man = mer.
100 solution by offloading key decision-making tasks to an SDN controll

The main contributions of our work are listed below:

1. We propose a distributed multipath (D-MP) forwarding sti v for NDN
Interest pipeline processing and data retrieval. Thit approach demon-
strates simultaneous data retrieval from a set of n routers w.  pre-configured

105 Interest pipeline depths. In comparison to the de ault . DN implementa-
tion, our D-MP strategy performs over 10x better « the alternative.

2. We propose a centralized, SDN-enabled control f/ our mu cipath forward-
ing strategy (S-MP). We show that the celti. azed control (S-MP), unlike
the D-MP case, provides additional berel. '+ to the knowledge of the

110 global NDN network and cache state

3. For both D-MP and S-MP appio.. s, we o csent NFD configuration algo-
rithms detailing the consun’  “Tnierest and routing pipelines, interfaces
and the Interest distribution strav._

4. We present cache ma; ~ement strategies for large data transfers using

115 NDN. Using software-definc. mtrol, we present strategies for partition-
ing and distributing larg “MS files based on NDN routers’ cache-state
knowledge.

5. We also develop 1+ = “*ching mechanism to reduce the data retrieval
latency specificar,  =large file transfers. Our proposed approach further

120 improves the data transfer performance by optimizing the file retrieval
time while reduc the path latency.

6. Lastly, we ev. e the performance of our multipath forwarding and cache
manageli. ~Hlutions for large data transfers on an at-scale, geographi-
cally a. buted wide area network (WAN) research testbed and provide

125 valt. 2. WAN performance insights.

The | oris organized as follows: Section 2 presents background on named

data nety arking (NDN), software defined networking (SDN) for NDN and the
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related works; In Section 3, we describe our proposed system architec. for
NDN multipath forwarding strategies and SDN control of NDN; Sectiz=* ouv
lines our solution approach for NDN Interest pipeline managemer for b. th
D-MP and S-MP usecases. In Section 5, we describe our propa "approach
for NDN cache management for large file transfers. We desct e our =valua-
tion framework, network testbed setup and experimental de .gn tor multipath
forwarding strategies in Section 7. In Section 8, we presen. “emnsive results
and discussions for our proposed multipath forwarding/,c..  sies, SDN control
for NDN and large data transfer cache managemen.,  »roc.es. Finally, we

conclude our work in Section 9.

2. Background and Related Work

2.1. Named Data Networking

The traditional IP-networking /sias, bblems such as IP mobility, network
address translation (NAT) trave... ~ad address space limits. Named Data
Networking (NDN) [5] is an excellent solu. a to mitigate such problems. NDN
is a Future Internet Archite’ e (FIA) [10] project that proposes re-designing
the current host-centric Internet . “<cture. It is developed on a name-based
packet forwarding and rouving  eme, using a hierarchical and unbounded
namespace. These ensure the ¢ = unication continuity as the data is no longer
bound to the host addisss,  ide data mobility, and eliminate address-space
management in the riev.. "». NDN requests data using its name instead of the
IP address. There<ve two types of packets in NDN: (i) Interest packet, which
contains the data nai. and (ii) Data packet, which contains the data to be
sent back to the ¢ mer. NDN names are hierarchically structured. For in-
stance, the na. / .dn/repository/file, is carried by the Interest and is used
to forwa’d v..  lata to the content custodian. NDN routing is similar to its
IF netwo. unterpart but with longest-prefix matches performed on the data
name. tead of the TP addresses. Each NDN router maintains a forwarding

information ase (FIB) populated with name prefixes. A name-based routing
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protocol is used to populate each router with the name prefix and the as., ted
interface on which the data can be retrieved.

NDN Forwarding Daemon (NFD) is responsible for routing the Ii erest < 1d
caching the data. NFD manages three data structures: Pending = =esy 1able
(PIT), Content Store (CS), and Forwarding Interest Base (F R). Ti: NDN
consumer generates and sends the Interest packet in the ND v network. When
the router receives the Interest packet, it uses the data na.. =.{orward the
packets to the NDN producer (i.e., data custodian). T ‘er will store the
Interest in its PIT along with the incoming interfaces. ... ose. ne same Interest
packet, from another consumer, reach the router. Intthat ¢ | the PIT will
return the Data packet to the consumer upon ro=civing it. The NDN router
will reply directly to the consumer if the date ‘s‘alrer dy stored in the cache.
Otherwise, the Interest packet will be forwa ued to the producer. The caching
mechanism is an efficient way to redus=he la. =20f retrieving data and reduce
overheads on the producer. The E'B act  as the routing table for the router.

NDN routers have different forwa. »strategies that define how and where
to forward Interest packets. The forwardir g strategy chooses the next hop for
forwarding until the Interest 1. “es the destination. It can also select different
paths to retrieve the data pactets. . r instance, the forwarding strategy can
forward the packets based cn.thas. test (number of hops) path, lowest latency

path, or least congested =~th.

2.2. Software Defineid 1. arking

Numerous rese¢ = -h efforts have focused on ensuring network programmabil-
ity and softwart definc. networking (SDN)[11] is a critical part of this effort.
The popularitv ot =+ has increased rapidly over the last few years and it has
become a well 1. igated area of research. The main idea behind the success
of the SHON 15 at it provides a separation between the control plane and the
d planc  T's separation led to many benefits such as reducing overheads
for the vork operators in managing the different parts of the network and

connectire cifferent types of networks. Further, it provides an automation pro-
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cess to control and forward traffic through the network. SDN relies on'.  ark
configuration based on a programmable policy. Further, SDN reacts to«" T oren,
network conditions by selecting the fastest route to avoid congestior

There are numerous advantages to implementing NDN over S© 7" inciuding
routing [12], forwarding [8], security monitoring [13] and orchest +tion |1 L]. The
authors in [15] used SDN and OpenFlow to optimize the TC. congestion con-
trol performance in NDN. Controller-based routing schemes . developed by
the authors in [16] to support mobility in NDN. SDN,/,... “izacion technolo-
gies and network functions virtualization (NFV), and ‘= be .efits to network
management, service provisioning and quality of servite (Qu.  1ave also been
explored in [14, 17, 18]. In this work, we focus e»-ms1ug SDN to manage NDN
routers’ cache and apply multipath forwarding ‘“rategi:s to improve large data

transfer efficiency.

2.3. Related Work

Several other works focus on S~ N integration, improving content caching
and placement, and routing/forwarding n: hanisms. The authors in [19] pro-
posed using a controller to 4, =m content selection and placement on specific
off-path routers. Other approache. optimizing NDN caches include joint-
path and off-path cooperafive .. “1g policies [20], content popularity based
multi-path forwarding and cacl 7, strategies [21], and the use of network cod-
ing and cache content. blacc. it to achieve better bandwidth and cache cost
performance [22]. Irteres ting and forwarding strategies in [23] rely on the
discovery of temp ~ry copies of the content not available in on-path caches
to forward date'requesv. on each hop. However, the above works only focus on
caching optimizatic. o improve existing forwarding strategy performance. The
authorsin [24| p. sed SDCCN, to program content-centric networking (CCN)
forwardihg sti. sgies and caching policies using an SDN approach. However,
t! appre “Ocuses on cache replacement algorithms for improving strategy
perfor.. o, Unlike the above works, our work focuses on developing novel

forwardire s rategies for Interest pipeline management.
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Numerous recent works explore the use of centralized control for ag-
ing information centric networks (ICN). Works such as [19], [20], [21] [25
explore cache placement, caching policies, and content selection st. tegies bn
both on- and off-path routers. SDN-based control of ICN is alsee nosed for
distributed data transfers in data-intensive science [25, 26, 27]. The au hors in
[1] discuss multi-path interest distribution strategies for boi.. distriputed and
centralized control of NDN and how it can improve data tra.. rerformance.
However, the interest distribution strategies presented ir’ |z, mou consider net-
work layer properties such as NDN on-path congestior. "the oute bandwidth
availability. Unlike the above works, we propose a ce“tralizc  “ache manage-
ment framework that considers the limitation of #22 NDN router cache for large

data transfer. Previous works deal either with !

=ca re rieval performance and
cache placement or develop techniques for uif-patn data retrieval. However,
the missing piece in those works, wh "> we . "-ass in this work, is the cache
management framework and the ¢ llaboi ition between different routers’ CS to

cache large files and return it to the officiently.

3. System Architecture

NFD employs a per-nazic. 2 forwarding strategy to forward Interests.
The strategy choice would «.fe t » acket forwarding decisions and play an im-
portant role in fetching . lata from a given NDN router. Several Interest
forwarding strategies’«. wailable for use by the NFD, including best routes,
multicast, client cor trol, NCC (implemented from CCNx, i.e., CCN backward),
access router, and aa. e SRTT (smoothed round-trip time) -based Forward-
ing (ASF) [28] si. o

Althougii~ Tcicat for many existing network environments, the strate-
gies desciiue bove do not cater to the necessary performance requirements
of large-. '= distributed datasets. We develop strategies suitable for large-
volu. tistributed data transfers over high-bandwidth, high-delay wide area

networks (v ANs). The targeted use of the developed strategies and forwarding

10
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pipelines are complex and distributed file systems such as CernVM File
(CVMFS) [29]. High-energy physics (HEP) workflows (e.g., CompasMuou
Solenoid (CMS) [30]) are evaluating the use of CVMFS for the ¢ tribuv bn

m

of experimental datasets [25] using NDN. Next, we outline two s moacues to
Interest distribution: i) a distributed multipath (D-MP) strateg »and e hance-
ments to the existing NDN Interest pipeline, and ii) A centra ..ed SuN-enabled
control for the multipath strategy (S-MP).

9 sEsc
@ 0 ) M
NFD {FD |

D-MP NFD
E | / s3em
e R -
’U =
NDN Consumer NDN Rou_ NDN Producer

Figure 1: D-MP: Distribu.ed M. .ipath Network Architecture.

3.1. D-MP: Distributed Multipath Forwa. g Strategy

NFD data transfer decic. use a combination of strategy choice and the

forwarding pipeline depth. Toget.. they form the NFDs’ intelligence and

packet processing logic. Tle s/ . y choice influences the packet forwarding
decisions. The forwarding pipe specifies the number of simultaneous Inter-
ests that are forwarded pe: iest. We propose NFD strategy enhancements

to optimize the NFI? for 1ing pipeline. The architecture is as shown in Fig-
ure 1. Our NFD/ hancements enable parallel data (or namespace) retrieval
from multiple routers « ag a per-router Interest pipeline depth. Our proposed
distributed multipc. (D-MP) strategy benefits from multipath gains and/or
off-path caching :duce the latency of data-delivery to the consumer. Unlike
the multicasy -ategy, our optimizations focus on parallel data retrieval from
al o+ of I Twouters. We also consider the effects of caching at the content
store of each router on data retrieval times. Using the D-MP strategy,

the data.col sumer can simultaneously request non-overlapping data segments

11
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from multiple routers. Further, our approach enables the consumer tos, ‘v a
per-router forwarding pipeline depth. Thus, D-MP can optimize para™ " datc
transfers from multiple NDN routers based on the exchanged infor. ‘ation  e-
tween the NDN consumer and NDN routers. Details of the D-MP« »roacn are

presented in Section 4.1.

3.2. S-MP: Centralized SDN control for the Multipath For ling Strategy

The D-MP approach described in the previous sect lies'on priori in-
formation about the available router forwarding paths = forw .rding decisions.
Although the D-MP approach benefits from multipath data. “val and larger

optimized Interest pipelines per path, it is vulnerable o dynamic network state
changes due to its dependence on a priori in{ rniation. To facilitate the use
of real-time NDN network state informatio in i..crest forwarding decisions,
we propose a software-defined control.arci. ‘wre for the multipath forward-
ing strategy. The architecture is showy in Figure 2. The S-MP architecture
uses representational state transfer = T) application programming interfaces
(APIs) for information exchange between t..  NDN and the SDN infrastructures.
The centralized SDN contri. manages the NDN network state information,
including router states, available for . ding paths, and cached contents. It also
asynchronously communica’es v/. 1e NDN routers and the content producers
to create a data map of the CS  the NDN routers. They are also representa-
tive of the data cached' in .. iemory buffer of each NDN router. The S-MP

strategy involves thafolic g

3.2.1. Consumer Nir.  “Infiguration

First, we cnoc. h¢ set of routers that already cache the requested content
either partialy, “'y. Based on the caching information, we formulate a multi-
router Inverc  listribution strategy and communicate it to the data consumer
N''D. T »nsuvmer’s NFD configures the associated faces, routes, and Interest
pipe. lepths. It initiates the parallel non-overlapping data retrieval from

multiple N1 N routers. Suppose the requested data caching is unavailable at

12
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the routers. In that case, the SDN controller sends a list of the best ca.  'ate
routers and the corresponding Interest distribution strategy to the o= mme,

NFD. The consumer uses this information as before to set up the cc mectio. s.

3.2.2. Data Retrieval
The consumer NFD establishes parallel connections witl® he uified list
of routers and configures each connection with an associa Tnterest pipeline

1

depth. Parallel connections retrieve the requested data agse able it at the
consumer. If no data is cached at the routers, the ¢ >sume, NFD sends the
Interests for non-overlapping data segments to the routers. ~ routers in-turn
fetch and cache the requested data from the NDN p' ducers and deliver it to

the consumer.

SDN Contrc
“ Q 'Aﬁ AR
" NFD

S-MP NFD
[— 1
| L
Ny

I

NDN Consumer NL. touter NDN Producer
=== Stora ie RES | . === NFD Management REST API
Figure 2: S-N .. N-enabled control for multipath forwarding.

Two types of m¢ rage. e exchanged between NDN routers and the SDN
controller. Name' ) Forward message, used when the requested data is un-
available at the' suter, .nd 2) Update message, used when the new data is re-
ceived and ¢/ vhed ac he router. When the Interest arrives at the NDN router,
the NFD checks . _ content store (CS) for the requested data. If the data is
available . the ¢ ter will return a copy to the consumer. Otherwise, the router’s
D forwa. .. vhe Interest along the path to the NDN producer. The SDN con-
troller . “he Update message to update its NDN state information data. An
Update 1 »soage is sent to the SDN controller on a per data packet (segment)

13
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basis. The Update packets are sent to the controller for both data « “#on
or data removal from the NDN repositories; Thus, these messages araod 1
two scenarios, namely (i) Addition: when the segment is received b; +he N.)N
router and cached, (ii) Removal: when an existing segment is rez= =d vy the
cache replacement policy. Table 1 shows the message types exci mged | etween
the SDN controller and NDN. Details of the S-MP strateg, are presented in
Section 4.2. Next, we present our cache management architec. for large data

transfers.

Table 1: SDN-NDN Interaction Message 'L

Message Type | Purpose ‘ Sil .

Forward Indicates that the dat’ | Variable (TLV)
is unavailable at [ e
router

Update Indicates / tha. new | Variable (TLV)
data is"a. e and

cached at the rou. r

3.3. Cache Management Arii.  ture

NFD forwarding strategy i =7sponsible for choosing the interest forward-
ing interface. Designin,, a.  »lecting the correct strategy will affect the data
retrieval process ana . wmance. Our cache management architecture can
be combined with.<ur proposed multipath forwarding strategies for improved
performance.

The default 1« " forwarding strategies can be used in different network
environments, w7 er, they are unsuitable for large-scale datasets comprising
of large /nles =., files larger that the routers’ CS size). Since NDN relies
m'inly oi. =heq data to reduce retrieval latency, the above strategies ignore the
envis . nts that deal with large datasets. In this paper, we propose a solution

for cache ni aagement and develop a forwarding strategy that deals with large
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datasets. We develop an architecture and associated strategies to dv  with
large-volume distributed data transfers over high-bandwidth, high-da’ = wiac
area networks (WANs). The targeted use of our architecture is tl »comp ex
and distributed filesystems such as CernVM File System (CVMET 29, figh-
energy physics (HEP) workflows (e.g., Compact Muon Solenoid | “MS) | 30]) are
evaluating the use of CVMFS for the distribution of experim utal aatasets [25]

using NDN.

3.3.1. Explanatory Example

For large data transfers that exceed the Router CS sizc  eiche miss will
always occur, and the data will be fetched from the¢ sroducer. The following
example illustrates the need for our proposed <nlution:

Suppose the NDN content store size is & M. _.cfault size in the current
NDN implementation), and we have a 1GL with name "large”. The file will
be segmented into several chunks/and . :ch by several interest packets. The
interest name will be, for instaiicc In/large/segNum=1 for the file’s first
chunk. For simplicity, let us assume the che chunk size is 1MB. Then, we
will have 1000 interests to H the file “large”. Since the CS size is 500MB,
chunks 1-500 will first fill up the . ‘len chunks 501-1000 will start replacing
the chunks in the CS if a regu,. »blacement strategy is employed. Example
strategies include the first in fir. = at (FIFO) strategy or the least recently used
(LRU) strategy. Now, sipp.  “he file is requested again by the same consumer
or another consumer. 1. 2% case, the interests will start by fetching chunk
1. Since the CS ¢ rently contains chunks (501-1000), then a cache miss will
occur. The interest wi.. e forwarded to the producer. The chunks (1-500) will
again fill the CS a.. “sult in a cache miss. The same scenario will repeat when

fetching the clic :501-1000).

3.4.2. A Titectire
s > 3 shows an overview of our cache management architecture. All

routers an.. he producer communicates with a centralized controller for cache
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Figure 3: Cache management architect’ e.

management and data retrieval. The router/prc 'uler t¢ SDN controller commu-
nication employs representational state trar s.er (n.wST) application program-
ming interfaces (API) to interact with-an’>L wwlication over an out-of-band
link. The centralized controller rhanag. ; all routers’ CS and the forwarding
strategies that need to be installed < "= ronters. The system architecture is

described below:

1. NDN Consumer: The NL. nsumer represents the user requesting the
data. The Consumer/.. =r aichitecture is unaware of the underlying
architecture and requv s the data directly by sending Interest to the net-
work.

2. NDN Router: 5. NDN routers are responsible for caching the data in
their own CS. Also, tlie NDN routers will use the forwarding strategy to

L

forward the inu. to the next-hop router. The NDN routers collaborate
with the’cc. ller while storing the data. If the file size is small, then one
NDN 4¢ s used to store the file. However, for large files, the file will
be sve. on multiple NDN routers’ CS. Splitting the file among multiple
NL - routers will avoid premature CS cache replacement. It will also

ure faster data retrievals due to the file transferred from in-network

cachi.
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3. NDN Producer: The NDN producer represents the content custc = or

the storage where all data resides and caters to the consumey" ‘aresy
s/requests. The producer can store the actual files or store the » as N.N
packets. Storing the data as NDN packets in advance will 270" tue over-
head from converting the regular files into NDN signed | ~cket.  In this
work, we convert and segment the files into NDN pacl cvs. For segment-
ing the file, we retain the default NDN chunk size (i‘e.; 2.bytes). The
NDN producer will update the centralized contrq’ ... aut the files that
it has in its repository and the size (number of'C  »ks) of each file. The
controller will store this information in its databa‘= for .. ¢ management

purposes.

. Centralized Controller: The controller in '\ 4 wor : represents the primary

entity in managing the interest routin; and caching. It receives Interest
from routers and sends differer’” " rwai. strategies to the correspond-
ing routers for caching the » hole 1 e or partially, based on each router’s
CS and the file size. The centre.  *.controller uses REST APIs for com-
munication with the NDN routers an«. the NDN producer. The controller
manages the NDN netwc. *ate information, including routers CS states
(i.e., the available space-an Cb, forwarding paths, and data information
on the NDN producer -W>1. a program alongside the NFD on all NDN
routers and the NN prc ucer. This program is responsible for inter-
nal communicat’ 2 witi. he NFD and external communication with the
SDN controll¢ » Tnc  ontroller asynchronously communicates with this

program to/c ‘e a data map of all routers’ CS.

Figure 4 show.  ».example of the use of our architecture. When consumer
C wants to tev. 2.2 large file from the NDN producer, it will create an interest
and send’1v outer R1. If it is a new interest, then router R1 will send the

in’erest « “he controller. The controller will read the file information and the

7S from its database. In our example, the controller finds that routers

R2, R3, ai. R7 have enough space in their CS to store the large file. The

17
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controller will send the configuration to router R1 to split the interest fo. file
segments into three paths. If the file is split into n segments (Sy...Sk..So7% 1)

these segments will be retrieved as follows:
® So — S(x—1) through path R1 — R2 — R5 — P
® S(ky — S(r—1) through path R1 — R3 — R6 — P

® Sy — S(n—1) through path R1 — R4 — R7 — P

o

(O — @ —(lroy

Figure 4: Diso { Interest example.

The controller will confitsire the routers R2, R3, and R7 to cache these

segments. Simultaneously, the « =oller configures the routers R4, R5, and

R6 not to cache those segm<.. This cache management strategy will help in
reducing the number of cac. ~ 1:iss2s on other routers. Further, it also benefits
from other routers in ¢ .. »other files.

3.83.8. Prefetching I' 2 Sey nts

We developed’c. »fetch mechanism to reduce the latency in retrieving files.
In our previous ample (Figure 4), the controller will ask routers R3 and R7
to start a ps el de.a segment retrieval. Since R1 starts retrieving segments
(So = Sk« firse. The controller will tells router R3 and router R7 to retrieve
segment Sy - S(y—1)) and segments S(,) — S(,—_1)), respectively and store
t ‘n then CS. When R1 finishes retrieving the first set of segments from

the proa. , it will start retrieving the second and third set of segments from

18



routers R3 and R7 instead of the producer. Thus, it will reduce the pati ney

and optimize the overall data retrieval time.

4. Multipath Forwarding Strategies for NDN

The default NDN implementation relies on data caching on'y thao-path to
the content producer. This limitation reduces the data tra’ ‘er efficiency as it
ignores the (requested) cached content that may be availahle 0. adjacent/off-
path routers in the network. These off-path routers an- gene. 'ly closer to the
consumer when compared to the content producer. The.  =e, data retrieval
from both on- and off-path routers can greatly impr e data ‘etrieval perfor-
mance. In this section, we outline the different’ imi slementation approaches for
multipath Interest pipeline distribution. Wea i ur forwarding strategies

for both cases, i.e., D-MP and S-MP.

4.1. Interest Pipeline Distributior’ Aoprc iches for D-MP

The D-MP-based NFD configuratic. ““data transfers are outlined in Al-
gorithm 1. For each incomins Interest packet, the consumer NFD computes the
optimal forwarding strategy, a 1. routers, and their corresponding pipeline
depths. This router set is cre/. “haseu on a discovery phase. During this phase,
the consumer sends a mess. 2/ o i routers to check if the data is available in
the routers’ caches. Tk rsurer processes the replies from the routers and
builds a forwarding s »gy configuration. This configuration contains infor-
mation about the I' . D Fac. to use with each router and a per-router Interest
pipeline depth.

Different aj,,. shes can be used for Interest pipeline distribution for the D-
MP case. Wi nlerient a round-robin scheme for Interest distribution among
a set of p ars. In this approach, we distribute 4,Vi € {1,..,p} Interests to
thé proc. sing p.peline of n routers. This approach ensures that the Interest
pro o pipeline of each router is always saturated with the defined pipeline

depth (i.e.,  for optimal performance. Another approach is to use a ratio-based
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Interest distribution scheme. In this approach, Interests are distributea set
of n routers based on a defined ratio partitioning scheme. For example«" 4 se.
of n = 3 routers and a pipeline depth, p = 20, an Interest distributi = ratic of
40%,40%, and 20%, results in the Algorithm 1 assigning 8 Intere= =*o routers
1 and 2, and 4 Interests to router 3 respectively in a non-overi =ping  ashion.
This ratio can be calculated based on the network state infi i mation obtained
during the discovery phase and changed during the data transic Thas, the ratio
partitioning approach provides additional flexibility fo' <. +ting the Interest
processing pipeline depths for each router to Thetota. ~nut ng delay for the
entire data transfer (both datasets outlined in Table 2) i~on ave zeabout 900ms
(as opposed to data transfer times that vary bet=een 110 to 625 seconds for
thel0OOMB file transfers. Therefore, we focus' w<luat ng the end-to-end data
transfer performance forlarge files as the SC v controller performance does not
adversely affect data transfer perforp===¢.bo balance routers’ loads and /or
processing capacities. In this work’ we o, iy present the performance results for

the round-robin scheme.
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Algorithm 1 D-MP(i)

Input: NDN Interest (7).

Output: D-MP NFD configuration for data transfer.

10:

Consumer NFD Configuration Update:
for all r € R do
Consumer sends discovery message to router r
Consumer processes reply from router r
end for
Consumer computes optimal namespace configursz.
Consumer update C' : ifaces, C @ ipipetines C @ tdistrition
Consumer NFD Data Retrieval:

for all Routers r € C': ifqees do

Configure router pipeline r, <= C' : iy criner)
Forward Interests based on C < iripe
end for

4.2. SDN-enabled Centralized Interest Pip. «ne (S-MP)

The SDN-enabled centran. “Interest pipeline distribution approach for-

wards consumer Interests for !l requ ted names to the SDN controller. Algo-

rithm 2 describes the consi mer [« ) processes and Algorithm 3 describes the

SDN controller functiona'itv.
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Algorithm 2 S-MP(i)

Input: NDN Interest (7).
Output: S-MP NFD configuration for data transfer.
SDN-enabled Consumer NFD Configuration:
1: SD-NFDConfig(7)
2: C tiggees < ToOUter_list
3: C *ipipeline < P
4: C' :igistribution < distribution__map
Consumer NFD Data Retrieval:
5: for all Routers r € C : ip4ces do
6:  Configure router pipeline 1, <= C : ipiperin-L=)
7. Forward Interests based on C' : ig;stributi.

8: end for

The SDN controller is responsibic comp cing the forwarding strategy,
multi-router configuration, and ¢, “ug the per-router pipeline depth for a
given data transfer request. The SDN «  oller manages a map of the state
of the content store (CS) cd 'miled from all the NDN routers in the network.
It also maps the off-path routeir. =t host the requested data. Further, it
computes decision statistics/va. =nithe routers’ status and their network state
information. It will then cc.ar uv cate the appropriate strategy configuration
to the NDN consumer t/, 1. zet.up the necessary connections. It is to be noted
that the communicatio. *ween the SDN controller and the NDN routers/NDN
producers are inden=ndent ¢t the consumers’ data requests. For every CS state
change, the router sc a REST POST to the controller to notify the cache
update. Optiinu. oterest pipeline distribution decisions are made based on
the state of 1. 7S /f each router (either on- or off-path) in the network. The
optimum’ac. u specifies the forwarding strategy, the total number of routers,
ar'1 the . »ciated pipeline depths for configuring the consumer NFD for each

rolu. the configuration.
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Algorithm 3 SD-NFDConfig(7)

Input: NDN Interest (7).

Output: SD-NFD Configuration File.
1: Lookup data map for the namespace in Interest i
2: Compute optimal namespace configuration

3: return {router list,p,distribution _map}

5. Cache Management for Large Data Transfers

In this section, we describe the implementation appro.. “ar cache manage-

ment and data distribution.

5.1. Controller algorithm

When the router receives an Interest, * will forward it to the controller,

asking for the best configuration to rd it. .gorithm 4 shows the process
on the controller to build the co wuraion file. The controller will take the
Interest as input, receive the file infor.. =, and the routers’ CS status from

its data map (database). It yill sort the rouaters based on the available space in
each router’s CS. The routers w. *he largest CS available space will be used
first. Based on each router’s =ize znd the available CS space, the controller
will decide the number of 1. tirs ceded to cache the file. Sorting the routers
based on the CS space ; voia splitting the file among too many routers and
avoid additional delay’ . retricving the file later. The controller will send the

configuration instru ..ions to che routers to forward Interests for the file retrieval.

Algorithm 4 Contro. —Conﬁg(i)
Input: NDN Inwe 4).

Output: Su-. ™ “onfiguration File.

1: Lookup < » map for the namespace in Interest i
2 Sort rou.ers based on the available space of the routers CS
3O ute the number of routers that is needed to cache the file

4: return NFD-Config(7)
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5.2. Router Forwarding Strategy Algorithm

Algorithm 5 describes the procedure on the router. We develop a »7 " »dure
for communication between the NFD on the router and the SDN' antror r.
When an interest reaches the router, the router will check if it is nesting a
chunk from the file with an installed configuration, or if this Ii srest 1 a new
one. If the Interest is new, then the router will send the Intei :st intformation to
the controller. The controller will reply with the instructions < = to forward
the Interest, carried in the NFD-Config file. The rouve: ! use this file to
forward the Interests to retrieve the specific data acce.. #lv. /.'he NFD-Config
file carries the information on how to divide the Int/wests .« requesting the
file from several interfaces. Since the file is segmar*2d 1nto several chunks, each
Interest will retrieve a specific chunk. The NFL “mfig/ ile will tell the router to
forward a set of Interests requesting (segmeity, segment;_1) on one interface,
and another set of Interests requesti= (seg... *{segment;_1) on a different

interface.

Algorithm 5 Router configuration(z,
Input: NDN Interest (i).

Output: Router NFD configu. n for data transfer.

Configuration request:

1: if Interest not configur ™ thel

2:  Send Interest infor +ion .o the controller

3: else

4:  Forward Inte’ .t basc = on the existing configuration

5. end if
Configurat PGl

6: Read NF Contis(7)

7: for all®“2es 1, NFD-Config do

8+ Fd ward 1 terests of (segment;, segmenty,)

. 1 for

On tlooher hand, the controller will send instructions to the corresponding
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routers that will store the file segments in their CS to enable the caching ~ass

for these file segments. If the router does not receive this message, it=="" jus.

pass the data without caching it.

Algorithm 6 Prefetch procedure

Input: prefetch MSG.
Output: Request and cache file segments.
1: READ prefetch  MSG
2: for Seg = startSeg; Seg < endSeg; Seg+-+ do
3:  Interest = /ndn/fileName/Seg
4:  Send Interest

5. end for

Further, in the prefetch scenario, the ca’  -oller will inform the NDN routers
that will cache the file to start fetching  rts ot ¢ e file. The first router will re-
trieve the file segments in the us ~v/(Interests coming from the consumer).
In contrast, all other routers that cacu. : other parts of the file will start
issuing Interests to store the narresponding segments in their CS. Algorithm 6
shows our prefetch process. Once = router receives prefetch MSG from the
controller, the router will reac. = file name, prefix, and the range of the seg-
ments that are needed to be .el hed. Then, the router will issue these interests
and cache the segments ... CS even before the actual Interests sent from the

NDN consumer.

6. NDN Multipav. “‘ategy Analysis

In order /> unde cand the benefits of the multipath strategies detailed in
this work, we prc .t the analysis and comparison of our proposed multipath
forwardi »g stra gy with the default NDN strategy. The default NDN strat-
e olies «. _cnding a single Interest packet from the NDN consumer to the
NDN p. ser through a single pre-configured path. In contrast, our proposed

multipat’~forwarding strategies employ multiple paths to retrieve data simulta-
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neously from nearby or adjacent off-path routers. The parameters usec  our

analysis are presented in Table 2.

Table 2: Parameters for NDN-Multipath Analysis.

Parameter | Description

NPS The NDN packet size (in bytes) which ¢/ ‘ies = U data
from the producer to the consumer in al. oiven path.
DP The pipeline depth representing the to mber of simul-

taneous Interests sent simultaneou from 1 given con-

sumer.

MP Multipath parameter which represc. ¢ the total number of

paths used to forward the Ir ercst packets.

B; The achievable throughpt 3 10, unk .

Snum The total number ot N ~ments representing the en-
tire NDN data fiie tha is stored on the NDN producer or

cached at therou.

0; The latency of the link » .n milliseconds.

Ototal The latetic, retrieve the complete file in milliseconds.

Using the parameters defin. »'Table 2, we compare the latency perfor-
mance for the following scenar (i) the default NDN implementation where
one interest packet is sent *one data packet is retrieved at a time; (ii) A
multi-interest design-wi.  ultiple interests are sent on one path simultane-
ously to retrieve 7+ 1ltiple (unique) data packets on a given link, and (iii) A
multi-interest, multipa. design which is our proposed solution relies on to send
multiple (unique) .. ests on different paths to the producer.

For the dei.. +7.DN implementation, the latency to transfer one segment
will depénd ¢. e link throughput and the time required to send the packet on
t} specil. atn. Therefore, if the file/data consist of a total of s, segments,

the la. = to successfully transmit the entire file is given by

5total = Snum X 51
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The latency can be reduced using methods such as the multi-intere,  »ch-
niques and multipath data retrieval. Unlike the default NDN impleps “atios
where instead of transferring one segment at a time, we can transf »mult. le

1

segments based on the throughput, B; of the link 7. As a result” e 1atency

reduces to:
Ototal = Sn%n;(Si
where the DP value is selected based on the total nup . € available paths,
each with B; for the link 7.
Additionally, significant improvements can be achieved th. i our proposed

solution by considering a multipath strategy for dau. retrieval. In this case,
the latency will be distributed across multiple neths I'y sending simultaneous
(non-overlapping) interest packets on sever .. paiw. mstead of a single path.

Therefore, the total latency is given b

81..j><51

Ototal = (e~ + 7 EXO 4+ 75““'}"3“’15”7';5")/MP

where s;.; is the first set of segments su. taneously transfer on path;, and
Sn..num 18 the last set of seg.. s transfer on the last path path,,.
Assuming that all paths have ti.. ine achievable throughput and propaga-

tion delay, the total latency wil - “he reduced by a factor of M P as follows:

Snum X0i
Ootal = HERH

The worst case seomai. 1 this case, is that we constrain the pipeline depth,
DP =1, and the +al number of paths, M P = 1, which corresponds to the
default NDN ir'nlemel: ation of sending a single interest packet over a single
path. Therefore, ou.  roposed solution provides improved performance over the
default NDN i, aentation. The only additional overhead of our design in
compari/on to e default NDN design is the communication between the NDN
. ors anc o SDN controller. The NDN-to-SDN communication overheads
are neg. ‘e as the SDN controller is usually closer to the NDN consumers and

employs a.siagle control packer per file transfer.
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As an example, we will consider the network topology shown in Fig, 4.in
Section 3.3.2. From Figure 4, we have three paths between the consm = anc
the producer, namely: (i) Pathy (P;): R1 — R2 — R5 — P, (ii) I thy (1,):
Rl - R3 — R6 — P, and (iii) Paths (P3): Rl — R4 — R~ r). For
simplicity, we assume that the transmission time and propagatic »delay s same
for all paths. Now, consider a file which needs to be split i .0 10U segments.
Assuming that the latency to retrieve one segment is 10ms, ¢ »verall latency

to finish retrieving the whole file will be:

e Default NDN implementation: The implementationn '.nesd to retrieve
100 segments, where the second segment will / = retrieved after getting
the first segment sequentially, until the fwhc.e fle is fetched. Also, the
packets will traverse one path only. Th™ w. 2 us an overall latency as

100 x 10ms.

e Multi-interest design: The ]/ tency value will be reduced by the value of
chosen DP. The DP value is . ased on the B; of that link. Then, if
we choose P; to transmit the packet then multiple segments DP would

be retrieved at same 1.

e Multi-interest, Multip4o.. »sign: In this scenario, all paths (P, Py, and
Ps) could be selected s [ tr eve the segments. Based on the B; of each
path, then a sepa’ .. P will be set for each path. Therefore, the total

number of simu..  aus segments can be DP x MP.

7. Evaluation

In this settion, v describe our network testbed setup, datasets used in the

performance eva,  ion, associated parameters, and the experimental design.

7/ Nete . Trstbed

Ou + network topology is shown in Figure 5. The test network is com-

posed of tw¢ NDN consumers, three NDN routers, an NDN producer, and an
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SDN controller node. Consumer C'1 is connected to all three routers R2,
and R3). C1 is the main data consumer for all our tests. It im='mment.
our NFD forwarding strategies and Interest pipeline distribution & =roaci s.
Consumer C?2 is only connected to R1, and its path to the ND* ==oaucer is
Cl —- R1 — R2 — R3 — P. The consumer C2 is only used fo. »opulc sing all

routers with the same dataset for the tests with in-network « aching enabled.

8 R
“9N
Con..
4 T
’ 1
1
1
L] — |
Producer
Figure 5: Test network/c “enabled multipath forwarding.

All nodes in the test network are set up on the GENI (Global Environment
for Network Innovations) [51;, ““form. GENI provides a platform for at-scale
networking research, connecting cow. ute resources over the Internet2 AL2S
infrastructure. We use six GEN.  .es (with one NDN node per site) spread
across InstaGENI infrastectur at Georgia Tech, Kansas, Rutgers, Stanford,
UCLA, and UChicago» The:. sre, this setup is representative of a real-world
WAN NDN networl

Figure 6 show r network topology for cache management experiments.
This testbed cd wists o1 one NDN consumer, four NDN routers, an NDN pro-
ducer, and a»ontro: ¢ node. The NDN Consumer, all NDN Routers, and the
NDN Prodrecer a. cunning NDN-cxx and NFD.

We 1 ed tne GENI [31] platform as our network testbed. GENI provides
2 “form .. at-scale networking research, connecting compute resources over
the Inte. 2 AL2S infrastructure. We use seven GENI sites (with one node

per site) ariad across InstaGENT infrastructures at Kentucky MCV, Kentucky
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SDN
Controller

CACHE

Consumer R1
CACHE [— 1+
Qy— B
R4 Procer
Figure 6: Network topology for cache managems¢ nerin nts.

PKS2, Clemson, Texas, Wisconsin, Vermont, and Hay' 1. Ther, fore, this setup

is also representative of a real-world WAN NDN 1. .wark.

7.2. Ezrperiments

In this section, we outline the va®" =s ex; ‘wients to evaluate the perfor-
mance of our multipath forwardin’ strat gies. We evaluate NDN data transfer
performance for different scenarios ov WAN test network as outlined in Ta-
ble 3. The two datasets used were: i) 100N B file transfers, and ii) 1000 files of
8KB each. We design the follo.. »experiments (E1 to E5) for our evaluations:

7.2.1. E1-Single Router, Singic  ‘<rest Pipeline
This is the default NDN st " gy where the consumer retrieves all the re-

quested data from a sirzle . st and/or a single producer.

7.2.2. E2-Single R wter, Acgregate Interest Pipeline
This is a variatic f<he previous strategy F1 with an increased Interest

pipeline depth’, 10.was used).

7.2.8. E8-Distrv.. _d Multipath (D-MP), Single-Interest Pipeline
In th's casc, we use three routers and with only one Interest per router.
T st o1 .. ..ers is obtained using the communication between the consumer

and the “ers. The Interest distributed evenly between routers and based on

Round-F hia (RR) technique.
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7.2.4. E4-Distributed Multipath (D-MP) Pipeline

This is Similar to the previous case, but we use multiple Interests » 2utes
(p = 10). We evaluate two configurations for this pipeline: i) Efa: R 'nd-ro in
with p = 10 per router, and ii) E4b: Ratio-partitioning based In* * pipeline
distribution (a ratio of 50%, 30%, 20% was used).

7.2.5. E5 € E6 -SDN-enabled Multipath (S-MP) Pipeline

This is Similar to E3 & E4, except the consumer ; atricve the list of
routers which cache the data from the SDN controlle’ The ¢ )timum number
(and list) of routers, and their associated pipeline depths arc “ined from the
SDN controller using Round-robin (RR) technique. ¢ Ve evaluate two case: i)
Eb5a: S-MP Round-robin and ii) E5b: S-MP R/ tio par itioning similar to E4.

We evaluate the performance with/witl at .. .ctwork caching. For the
in-network caching-enabled case, the CS/. e routers will have cached the
requested data. Therefore the Intertst is© Ht forwarded to the NDN producer. In
the default NFD implementatior, .. arest will be forwarded to the producer
and only benefits from on-path caching. 1.. sur proposed architecture, the SDN
will reconfigure the consunic > send Interest to off-path routers, which also
host the requested data. Thus, w 0 not restrict data forwarding only to
the on-path routers. This /arct. ire reduces the latency for data retrieval,

producer overheads, and avoids * gle-path congestion.

Tablc »: Evaluation Parameters.

Experiment Design
Test Datasc¢u.
#Routers | Pipeline Size | Caching
1 1 w/ & w/o
1 10 w/ & w/o
100Mb = s, and
3 1 per Router | w/ & w/o
8KB. 90 Lfiles
3 10 per Router | w/ & w/o
3 5:3:2 w/ & w/o
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7.2.6. Cache Management Ezxperiments

We evaluate the cache management for large data transfers using l- files
with file sizes chose to exceed the default NDN content store capa ‘v of 12
MB. We use three different file sizes namely, 600 MB, 800 MR “1 GB to
evaluate our proposed cache management architecture. We ev. rate L rge file
transfers for two use cases namely, with and without caching. Further, we also
evaluate the data transfer performance when the prefetching . e is enabled

for the above use cases.

8. Results and Discussion

In this section, we present the performance 12suy.s of our proposed multipath
forwarding strategies, cache management fe la. uta transfer and demon-

strate the benefits of our proposed prefetc? = feature.

8.1. Multipath Forwarding Strate/ =

The WAN data transfer performanc. “ne proposed D-MP and the S-MP
methods were evaluated on t/» GENI network testbed. The SDN controller and
all NDN entities (i.e. consumers,  *ers, and producers) were placed on differ-
ent InstaGENTI sites and aggrc_ »d using layer-2 stitching over Internet2 AL2S.
Two sets of WAN transfer ¢ f¢ :m ince results for two datasets are presented in
Figure 7. For both dat . we evaluate the transfer performance with i) in-
network caching disal i.e. vhe requested data is not available in the routers’
content store (CS). xnd the ‘equested data is always fetched from the producer
and then cached at =guter(s); and ii) in-network caching enabled, i.e. the
requested data . »ilable on both on-path and off-path routers. All the results
in this pape. cornputed with 95% confidence interval over five runs.

Figurso nd 7b show the transfer performance results for the experiments
lis'fed in" »Sect.on 7.2 for the 100MB dataset with in-network caching disabled
anc hled, respectively. Our D-MP approach performs 12.5x and 18.4x better
than the « ault NDN implementation with in-network caching disabled and
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enabled respectively. In addition, the S-MP strategy shows performan.  »ins
of 12.6x and 18.5x with in-network caching disabled and enabled resps “wely.

Figure 7c shows the transfer performance for the second dataset (i. 1000 8KB
files) with in-network caching disabled. We see that D-MP and S .approach
perform 10.4x and 10.6x better than the default NDN impleme “ation, respec-
tively. In Figure 7d, with in-network caching enabled, we . ce furiner perfor-
mance improvements, with D-MP and S-MP performing 12.5..  4.12.6x better
respectively.

Comparing the two proposed approaches, we see 4. S-M "’ performs 0.8%
and 0.54% better than the D-MP case for transferring-the 1. (B dataset. It
performs 1.92% and 0.8% for transferring 1000x°%B iiles. The reason for that
is that the S-MP only adds a small latency ove h»ead t¢ the transfer time. This
is because the Interest packet is forwarded t. vhe SUN controller, and the Con-
sumer waits to receive the configuratia = ovda.  ~fdre initiating the connections
with the appropriate routers. Furth\ermo 2, we note that this is a one-time cost
and can be minimized by placing tuc "N controller closer to the edge of the
NDN networks. Thus, the S-MP approach ; cales predictably with an increasing
number of Interests. While 1. D-MP case, the Consumer needs to contact
all routers in the network to bxild the onfiguration file, which will decrease the
performance. The degrada’ion in formance will increase for the D-MP case
as the number of routers<» the  ¢work increases, as shown in Figure 8.

To compare the Do VIP so cegy with the S-MP strategy, we increase the
number of routers b™ ada..  another layer of routers to our testbed. The extra
three routers are ted on three different sites on the GENI testbed and are
two hops away/ ~m the ‘onsumer. Figure 8 shows the communication overhead
to build the /onfigu: ion file for D-MP and S-MP strategies. We observe from
the figure that .. communication delay increases for the D-MP strategy as
the num ~er o1 outers increases. On the other hand, the S-MP overhead is
¢ stent .. _ause it does not depend on the number of the routers but the
SDN co. ‘ler’s location.

The Y AN performance comparison with ratio partitioning strategies is shown
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m . 2 10. We evaluate the data transfer performance by comparing D-MP
and S-Mr rategies with the ratio partitioning technique described in Sec-
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tion 7.2. For our evaluation, we use the ratios of 50%, 30%, 20% for ters

R1, R2, and R3, respectively. Figures 10a and 10b compares the data= = nste,
performance for the multi-interest experiments for the 100MB datas “ with n-
network caching disabled and enabled, respectively. Further, the B res yc and
9d compares the data transfer performance for the multi-inter. “ expe iments
for the 8k dataset with in-network caching disabled and ene sied, respectively.
From the figures, we observe that ratio partitioning exhibits | “rmance that
is similar to the single router n Interest pipelines. How v. = note that with
caching enabled, the ratio partitioning technique peric. bet er than the sin-
gle router, n Interest pipeline. Setting the ratios to 327 per . cer defaults to
the round-robin case (E4a in the figure). Thus.=ith caching enabled, tuning
the Interest pipeline ratios for each router is es wwiial for optimal data transfer

performance.
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8.2. Cache Management for Large Data Transfers

The WAN data transfer performance of the proposed architecture = “tec
on the GENI network platform. All nodes (i.e., controller, consume routers,
and producer) were placed on different InstaGENI sites and agg. od using
layer-2 stitching over Internet2 AL2S. Three different files (6. MB, ,00MB,
1GB) were used to compare the performance between the detault NDN and our
proposed architecture. For all files, we evaluate the transfer po ‘nance when
i) The requested data is not available in the routers’ CS| an«. = requested data
is always fetched from the producer and then cached at v..  »uter(s); and ii) The
file request occurred after the previous step, i.e., the d* ‘a mig.. be available in
the Router CS since a similar request has been <= uted earlier. We computed
the results with 95% confidence interval.

In all experiments, we used the default. NDN router CS (500MB). The re-
placement policy for the routers CS<  ast 1c. ly used (LRU). The files are
segmented and converted into N' N pacgets. Each segment uses the default
NDN segment size (8800 Byte). We . “e.interest pipeline depth to 50; the
consumer will send 50 Interest simultaneously before receiving the correspond-
ing data. We set a static valuc the pipeline depth to increase the transfer
performance. This value wil¥ "2 cha .ged into a dynamic value based on the

network/path conditions in the fui.re work.

hle 4: Experiment type.

Experiment/ pe 711e location

NDN-R Default NDN architecture

NDN-D Proposed system architecture

NDN-I' »F Proposed system architecture with Prefetch

Tabl 4 sho. : the different types of experiments that we used for the perfor-
o > con., .son. NDN-R represents the default NDN architecture with the
defaulv. mgs. NDN-D represents our proposed system architecture for cache

managerul. NDN-D-PF represents the cache management with the prefetch
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Figure 10: WAN Performance Evaluation of the distributed cac’ =with/w ‘hout prefetch. (a)
when the file is not cached, and (b) when the file is cached.

feature enabled as explained in Section 3.3.3.

Figure 10a shows the transfer performance © »‘u th file is requested for the
first time; in this scenario, the file is not cacied in any router CS. Since in this
work we are interested in caching the’™ = file. wéfers, we run the experiments
listed in Table 4 with three differes t file < zes; 600MB, 800MB, and 1GB. These
file sizes are larger than the defaulu or 08 size of 500MB used in NDN.
Figure 10a shows that the performance of ) DN-R and NDN-D are similar since
the file is not present in any ro. =’ CS and the files are always requested from
the NDN producer.

On the other hand, th -NDN  -PF shows a 13.5% — 23.6% performance
improvement over other.«mroac _s. This performance gain is due to the file re-
trieval process in NDN D-PFE . Lere the first part is requested normally through
the path (Consume’ > n. > R2 -> producer) and simultaneously, the con-
troller will direct ters R3 and R4 to prefetch the other parts of the file.
Therefore, rou’ = R3 zad R4 satisfy the interests request for other file seg-
ments.

Figure 7% sho... the transfer performance when the file is requested for the
second t me; i shis case the file is already cached in the network (i.e., some
v ’s 5. +he NDN-R shows no benefit from the NDN router caching mech-

anism. . s due to the fact that file sizes are larger than the CS. Therefore,
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the cached file segments will be replaced with new file segments (simila, the
example in Section 3. In the NDN-R case, all file segments will be » = ostec
from the NDN producer. On the other hand, NDN-D and NDN-PF ¢ aw 28. %
- 38% performance gains. This is due to the NDN-D and NDN-P™ = =vroaches
where the files are cached on multiple routers’ CS and all file segr. »ts a1 served
by the routers rather than the NDN producer.

Although our architecture focused on large dataset transtc.  mall file trans-
fers will still follow the default NDN route (single pat/. ¢ . Small files are
not split among several routers unless they are largc  “an. he routers’ CS.
Our approach adds a small additional delay due to #he co.. nication with
the controller. However, the delay is negligible 2a.the controllers are typically
one-hop away from the routers. In our testbe *./che 'DN controllers are one
hop away from the NDN nodes. The total uelay overhead for the end-to-end
data transfer (for both datasets outlin='.in 1. 2) is less than 1% of the total
transfer time. For example, consid ring 1 ie 100MB dataset, the overhead is 1.9
seconds (comparing E4 and E6 in k.. 7a) which contributes an overhead of
about 0.3% to the total data transfer time, Therefore, we focus evaluating the
end-to-end performance for la.  files as the SDN controller performance does

not adversely affect data trapsfer pe.. rmance.

9. Conclusions

In this paper, w¢ | ented an architecture that uses centralized control
with NDN to proviite faster in-network access to large datasets. We use SDN
to provide an intelligc ad efficient solution for data distribution and retrieval
across multiple v “routers’ caches. The SDN controller splits and distributes
large data fiic. 2 riultiple NDN routers’ content stores. Our proposed system
architectarc . milts in a performance gain of 28.1% - 38% compared to the
curent L N architecture. Moreover, we developed a prefetch mechanism for

the . “hat are already cached in the network, which further reduces the file

transfer ti.. .
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We also proposed two novel approaches for Interest pipeline distrib. = .to
improve the performance of NDN data transfers. Our D-MP strategve wide.
up to 18.4x improvement in performance over the current NDN strai =ies. . he
S-MP forwarding strategy provides better flexibility in Interest di= huuion by
creating a map of the current state of the NDN routers’ conten =tores. It also
provides an 18.5x performance improvement over existing \.vON approaches.
We evaluated our solutions on an at-scale research testbed vc. =vide valuable
insights into the WAN transfer performance of an NT .+ work. Extensive
evaluations with both in-network caching enabled ani. able i, show that the
proposed solutions remarkably outperform the current #'terne.  s. Finally, the
S-MP solution provides a generalized framework f=r software-defined control of
an NDN network. This solution can be easily € “caded to incorporate adaptive
and intelligent decision-making strategies fo. interest pipeline management.

In future work, we will focus on th==ache¢ | =rhent problem. In the present
scenario, we need to split and cac e larg ¢ files among multiple routers. Thus,
choosing the best locality of the row will. surely improve file transfer per-
formance. We will also study the effect o1 link bandwidths and how to avoid

congested links in the NDN o rk.
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