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Function Load Balancing Over Networks

Derya Malak

Abstract—Using networks as a means of computing can reduce
the communication flow over networks. We propose to distribute
the computation load in stationary networks and formulate a
flow-based delay minimization problem that jointly captures the
costs of communications and computation. We exploit the dis-
tributed compression scheme of Slepian-Wolf that is applicable
under any protocol information. We introduce the notion of
entropic surjectivity as a measure of function’s sparsity and to
understand the limits of functional compression for computa-
tion. We leverage Little’s law for stationary systems to provide a
connection between surjectivity and the computation processing
factor that reflects the proportion of flow that requires com-
munications. This connection gives us an understanding of how
much a node (in isolation) should compute to communicate the
desired function within the network. Our results suggest that
to effectively compute different function classes with different
surjectivities, the networks can be restructured with the tran-
sition probabilities being tailored for functions, i.e., task-based
link reservations, which can enable mixing versus separately pro-
cessing of a diverse function class. We numerically evaluate our
technique for search, MapReduce, and classification functions,
and infer how sensitive the processing factor to the surjectivity
of each computation task is.

Index Terms—Entropic surjectivity, Little’s law, computation
processing factor, communications, sparse representation.

I. INTRODUCTION

HALLENGES in cloud computing include effectively

distributing computation to handle the large volume of
data with growing computational demand, and the limited air
interface resources. Furthermore, various tasks such as com-
putation, storage, communications are inseparable. In network
computation is required for reasons of dimensioning, scal-
ing and security, where data is geographically dispersed.
We need to exploit the sparsity of data within and across
sources, as well as the sparsity inherent to labeling, to provide
approximately minimal representations.

An equivalent notion to that sparsity is that of data redun-
dancy. Data is redundant in the sense that there exists,
a possibly latent and ill understood, sparse representation
of it which is parsimonious and minimal, and that allows
for data reconstruction, possibly in an approximate manner.
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Redundancy can occur in a single source of data or across
multiple sources.

A. Motivation and Related Work

As computation becomes increasingly reliant on numerous,
possibly geo-dispersed, sources of data, making use of redun-
dancy across multiple sources without the need for onerous
coordination across sources becomes increasingly important.
The fact that a minimal representation of data can occur across
sources without coordination is the topic of distributed com-
pression. The core result is that of Slepian and Wolf [2],
who showed that distributed compression without coordina-
tion is as efficient as compression with cooperation, in terms
of asymptotic minimality of representation.

The use of the redundancy in both functions and data to
provide sparse representations of functions is the topic of the
rather nascent field of functional compression. A centralized
scheme requires all data to be transmitted to some central
unit to perform certain computations. However, in many cases
such computations can be performed in a distributed man-
ner at different nodes in the network avoiding transmission
of unnecessary information, hence, significantly reducing the
resource usage. This can help improve the trade-off between
communications and computation.

Compressed sensing and information theoretic limits of rep-
resentation provide a solid basis for function computation in
distributed environments. We next review them briefly.

Distributed compression: Compressed sensing [3]-[5] is
an alternate approach to coding for making use of sparsity
to provide parsimonious representation and reconstruction of
data within an allowed distortion level in a low-complexity
and robust manner. It can replace joint source-channel-
network coding for wireless networks [6], [7], and distributed
sources [8]. Distributed compression has also been considered
from an information theoretic perspective, e.g., for source cod-
ing, using syndromes in [9], and source-splitting techniques
in [10]. There also exist some information theoretic limits,
such as side information problem [11], [12], Slepian-Wolf
coding for multi-depth trees [2], and general networks via
multicast and linear network coding [13].

Functional compression: To capture underlying redun-
dancy both in data and functions, and recover a sparse
representation, or labeling, at the destination, the rate-region
for functional compression via graph entropy has been derived
in [14] and [15], and for the side information scenario
in [16] and [17]. In [18] graph coloring approaches to dis-
tributed encoding in tree networks with zero distortion, and
in [19] polynomial time sparse graph compression techniques
have been devised. The encoding rate has been analyzed for
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broadcast networks in [20], and random geometric graphs
in [21]. Function computing has also been studied using multi-
commodity flow techniques in [22], [23]. However, there do
not exist a family of coding approaches for functional com-
pression that are simple and robust and that approximate the
information theoretic limits unlike the case for compression,
where coding and compressed sensing techniques exist.

Computing capacity in networks: Computing capacity of
a network code is the maximum number of times the target
function can be computed per use of the network [24]. The
maximum rate at which functions of sensor measurements can
be computed and communicated to the sink node has been
examined in [25]. A line of work considered function comput-
ing in networks for a specific set of functions, e.g., in [26] for
symmetric Boolean functions in tree networks. The capacity
for special cases such as trees, identity function [27], linear
network codes to achieve the multicast capacity have been
studied [28]. For scalar linear functions, the computing capac-
ity has been fully characterized by min cut in [29]. For vector
linear functions over a finite field, necessary and sufficient con-
ditions have been obtained in [30] to compute the function.
The rate (and distortion) region has been explored for commu-
nicating functions of correlated sources and Slepian-Wolf for
partially invertible functions in [31], source-network codes for
function computation in [32], and lossy linear function com-
putation in [33]. For general functions and network topologies,
upper cut-set bounds on the computing capacity based on cut
sets have been studied in [26], [34]. In [24], authors have gen-
eralized the equivalence relation for the computing capacity.
However, in these works, characterization based on the equiva-
lence relation associated with the target function is only valid
for special topologies, e.g., the multi-edge tree. For general
networks, this equivalence relation is not sufficient to explore
general computation problems.

Cost-performance tradeoffs and coded computing:
Minimizing the communication load is essential in various
frameworks, such as sensor networks [25], content repli-
cation and delivery [35], or a MapReduce algorithm [36].
Coded computing aims to tradeoff communications bot-
tlenecks by injecting computations. This tradeoff in dis-
tributed computing has been examined in the framework of
MapReduce [37], [38]. Distributed coded computing of lin-
ear reduce functions in multi-stage networks by exploiting
multicast opportunities has made the communication load
inversely proportional to the computation load in [37]. Nodes
with heterogeneous processing capabilities have been studied
in [39]. While fully distributed algorithms cause a high com-
munication load, fully centralized systems suffer from high
computation load. Ideally, we aim to find a middle ground to
optimize the total cost of distributed computing in networks.

Queueing theoretic techniques: There exist approaches,
such as [40], where authors have devised throughput-optimal
algorithms for computing the class of fully-multiplexible
functions, and [41], [42], where authors have designed decen-
tralized routing techniques for a class of functions represented
by a binary tree. Other works also incorporated queueing
aspects for fusing sensor readings [43], or computing the
maximum of them [44]. Existing adaptive techniques, such
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as the coding approaches developed in [45] for in-network
computing, and [46] for data gathering in broadcast networks,
may not be tailored to computing general nonlinear functions
or more general topologies.

B. Contributions

In this paper, we provide a fresh look at the distributed func-
tion computation problem in a networked context. To the best
of our knowledge, there are no constructive approaches to this
problem except for special cases as outlined in Section I-A.
As a first step to ease this problem, we will provide a utility-
based approach for general cost functions. As special cases,
we continue with simple examples of point search with run-
ning time O(logN) where N is the input size in bits, then
MapReduce with O(N), then the binary classification model
with O(exp(N)). Our main contribution is to provide the link
between the computation problem and Little’s law.

We devise a delay optimization framework for stationary
Jackson network topologies for distributed function comput-
ing using a flow-based technique and by jointly capturing the
costs of communications and computation of a general class
of functions. Function outcomes can be viewed as colors on
the characteristic graph of the function on the data, which is
central to functional compression [18]. We characterize the
complexity of functions via the joint entropy of the charac-
teristic graphs and then leverage the joint graph entropy to
define our key metric, namely the entropic surjectivity — a
notion of sparsity inherent to functions. This model serves
as a simple means of exploiting the function’s entropic sur-
jectivity by employing the concepts of graph entropy and
Little’s law to provide approximately minimal representations
for computing. Our primary insight is that the core characteris-
tics required for operating the distributed computation scheme
are those associated with the entropic surjectivity of the
functions.

The novelty of our approach comes from two aspects. First,
we do not limit ourselves to a class of topology provided
that the network is product-form. Jackson networks allow for
the treatment of each node in isolation, independent of the
topology. Hence, we do not constrain ourselves to cascade
operations as in [6] due to the restriction of topology to linear
operations. Second, we do not restrict the model to a specific
class of functions. We use the notion of entropic surjectiv-
ity to generalize Little’s law to computation. The enabler of
our approach is the connection between Little’s law and the
proportion of flow that requires communications determined
by entropic surjectivity. While the Jackson network is ana-
lyzed by applying Little’s law and Markov routing policy,
and the communication time is devised readily, to the best
of our knowledge, the computing perspective has never been
integrated into this problem before.

Our proposed approach does not put any assumptions on
the topology and characterizes the functions only via their
entropic surjectivity. The probabilistic reservation of the band-
width (i.e., the Markov routing policy) is on the tasks that
have different graph entropies. The distributed data compres-
sion scheme of Slepian-Wolf focuses on source compression
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and is applicable under any protocol information [47]. Our
model provides insights into distributing computation and allo-
cating resources, where the flows of different functions can be
processed separately or mixed.

We next detail the sketch of the steps and the organization
for the rest of the paper.

C. Steps Towards Building the Computation Framework and
Organization of the Paper

In Section II, we describe the networked multi-class sta-
tionary computation system, where each class represents a
different function category. Each node has a computation
queue to perform different computation tasks and a commu-
nication queue to serve different function classes. The main
objective is to minimize the average aggregate delay cost of
these function classes via balancing the computing and com-
munication load of the network. To that end, in Section II-A,
we start by reviewing the key elements of queueing theory,
and in Section II-B, we present the layout of the multi-class
network model. In Section II-C, we generalize Little’s law in
queueing theory, which relates the long-term average number
of customers in a stationary system to the long-term aver-
age effective arrival rate and the average time that a customer
spends in the system [48], to the computation framework. In
our framework, the waiting time for a class of functions is
equal to the average time a packet spends in computation
and communication, which we evaluate using flow conser-
vation principles. In Section II-D, we use the fundamental
compression limits for functions given by the measure of graph
entropy, which is an information-theoretic term for identifying
the compression rate achievable in which pairs of source val-
ues potentially may be confused [14]. By linking the notion
of graph entropy for computing functions to the generalized
Little’s law for computation, we derive lower bounds on the
rate of generated flows, namely processing factors yr. We coin
the term entropic surjectivity and denote it by I'; for function
class ¢, to capture how well we can compress the function
versus its domain, where the higher I', is, the higher the cost
of functional compression is. In Section II-E, using queuing
and information-theoretic concepts, we provide the delay cost
models for task completion.

In Section III, we detail the routing model for computation
and distribution of multiple function classes while ensuring
stability. More specifically, in Section III-A, we establish con-
nections between processing factors yy, effective arrival rates,
and routing matrix. In Section III-B, we elaborate on how the
entropy rate for the Markov routing policy and mixing differ-
ent function classes affect the average computation time. We
infer that in a stationary network with transition probabilities
being tailored for tasks, i.e., via task-based link reservations
that ensure mixing different function classes instead of fixed
routings, it is possible to compute functions more effectively.

In Section IV, we analyze the flow, derive load thresholds
for computing, and devise cost optimization problems. More
specifically, in Section IV-A, we formulate two optimization
problems to determine the average aggregate delay cost of
the network without intermediate computing versus that with
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intermediate computing via taking into account the stability,
processing, and compression constraints. In Section IV-B, we
explore the fundamental limits of the traffic loads associated
with different computation tasks. We compute load thresholds
for each node to determine whether a node should conduct
computation or not. In Section IV-C, we consider a single
class flow and investigate two examples with low and high
task computation complexities, respectively, and how to effec-
tively distribute these tasks leveraging the communication and
computing resources and the computation complexity of the
tasks. We show that low-complexity tasks, such as Search
and MapReduce, may favor distributed processing. However,
high-complexity tasks, such as Classification, may require cen-
tralized processing provided that the compute resources are
sufficient. In Section IV-D, we explore how to allocate the
compute tasks corresponding to multiple function classes by
exploiting their processing factors.

In Section V, we present numerical results and evaluations
to demonstrate the utility of the proposed function load dis-
tribution framework, and understand the load threshold for
different function classes. Our main observations are that we
should reserve most of the processing power for running
simple tasks, such as MapReduce and Search, and less for
high complexity tasks, such as Classification, to ensure cost-
effective distributed computing. Furthermore, mixing flows
can provide a more effective allocation of the processing
resources and increase the cost savings over separating flows.
In addition, as the processing capability increases, higher
. is allowed, and the regime for which computation is
allowed expands. When the communication delay is negligi-
ble, intermediate computing can further improve the overall
cost.

In Section VI, we conclude the manuscript by discussing
possible future directions.

II. A NETWORKED COMPUTATION MODEL

In this section, we detail our network model that incorpo-
rates communications and computation. We consider a general
stationary network topology. Sources can be correlated, and
computations are allowed at intermediate nodes, and we are
interested in computing a set of deterministic functions. While
doing so our goal is to effectively distribute computation.
To that end, intermediate nodes need to decide whether to
compute or relay.

A. Main Elements From Queueing Theory

A collection of nodes V serves multiple classes of computa-
tion flows denoted by C. Multiple nodes can serve each class.
External arrivals into classes occur according to independent
Poisson processes with a rate §S for ¢ € C and v € V. The
total effective arrival rate at node v is A,. Node v first performs
a compute service and a computation service for the function
class ¢ at rates x; and u¢, respectively. After completing ser-
vice at node v, a class ¢ job will instantaneously become a
class ¢’ job and routed to node w with probability py’y(c, ¢’).
In Section III, we will determine the effective arrival rates
at each node using the routing probabilities of the queueing
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network, where the routing is Markovian. In Section III, we
will also detail the flow conservation principles to guide us
the principles in Section IV for determining the load thresh-
olds for computing to optimize the average task completion
time. In the sequel, we provide comprehensive descriptions of
the building blocks of the multi-class networked computation
framework.

B. A Product-Form Multi-Class Network Model

We assume a multiple-class open Jackson network of |V|
nodes with computing capabilities, in which packets can enter
the system from an external/virtual source s, get processed and
leave the system, i.e., are sent to a virtual destination 0. Let
G = (V, E) be a graph modeling the communication network
where V = {vo,v1,...,Vv|—2, vjv|—1} represents the collec-
tion of all |V| nodes where vo = s and vjy|—; = 0, and there
is a directed link from v € Vtow € V if (v,w) € E. We
also let V' = V\{s, 0}. Multi-class networks of queues, quasi-
reversible networks, networks in product-form, or networks
with symmetric queues have been well explored in the liter-
ature, see for example [49, Ch. 3] and [50]. These classes
of networks of queues can capture a broad array of queue
service disciplines, including FIFO, LIFO, and processor shar-
ing. A Jackson network exhibits a product-form equilibrium
distribution and we can consider each node in isolation and
investigate the steady-state properties of the network. A ben-
efit of this is each node needs to know how much it needs to
manage, which is less complicated than when nodes need the
topological information to determine how to manage individ-
ual computational flows. Similar behavior is observed when a
network of queues, such that each individual queue in isola-
tion is quasi-reversible, always has a product-form stationary
distribution [49].

Set of computation flows: For a set of functions f € F, we
denote the set of computational flows by C = {c = (f, X)}
which represents the class of functions and X € X defined on
the probability space (X, P) where X is the set of symbols
and P is the data (or source) distribution. Multiple classes
represent different types of functions, computation for each
class is done in parallel, and the network can do computations
and conversions between different classes (which we detail in
Section II-E). Let C = |C| be the cardinality of all classes, and
any function of the same class ¢ € C has the same complexity.
Hence, we denote a function f by f. if it belongs to class c.
The number of classes of functions that the network can handle
will be a proxy for the resolution of network’s computation
capability, and |C| being sufficiently large means that a wide
class of functions can be computed/approximated.

Source data in bits: The incoming traffic intensity asso-
ciated with class ¢ € C packet at node v is A{ follows a
Poisson process with arrival rate AS in bits/sec. The discrete-
time stochastic process modeling the source at node v is
X = XD, ..., XD), where X is a random variable rep-
resenting a value observed at time ¢. The total arrival rate of
the source X at vis A, = > A5 = H(X) under the assumption

ceC
that arrivals from different classes occur independently, where

HX) = Tlim #X) is the entropy rate or source information
— 00
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rate when the limit exists. Hence, the source at each v is char-
acterized by the aggregate arrival process to the node, and
is a mixture model with multiple classes. Because the func-
tion class ¢ has an effective rate kg,{ its contribution to H(X)
require that an observed value of Eﬁg source X should identify
the class to which it belongs.

An arrival to v associated with class ¢ requires a com-
pute service proceeded bcy a communication service at rate
us > AY, where pf = /% Each processed packet departing
from v has a Poisson distribution. We call the rate of flow
generated by v by computing f,, ¢ € C the surjection factor
of v and denote it by yr(A;). The surjection factor yr(A7) is
monotone increasing in A} and yr(A;) < A;. We denote the
long-term average of the aggregate number of packets in the
compute and communication service at v due to processing
of f by LS.

We consider a network of quasi-reversible communica-
tion and computation queues. In this setting each node v €
V maintains a computation queue and a communications
queue.

To model the states of the computation queues, let M
be the set of v € V quasi-reversible computation queues,
m$ and m, = ) mS be the number of packets of class

depends on its proportion, i.e., However, we do not

¢ € C and thecet%tal number of packets in the compute
queue of v, respectively. To model the computation queue
state of v, let m, = (cy,...,cn,) Where c; is the class of
packet i = 1,...,m,. We let the computation traffic inten-
sity associated with class ¢ € C at node v € V be of. In
the special case when an arriving packet requires a compute
service which is drawn from an exponential distributi(zn1 wicth
mean x%f independently, its traffic intensity is o) = %
Hence, the total intensity at node v equals o, = i of.
eC

Utilization satisfies o) < 1 to ensure stability of cofnputa-
tion. The global state of M ism = (mg, my, ..., myy—). To
ensure quasi-reversibility, we assume a M/M/1 network with
X5 = xv for all c. Then the steady-state distribution of the
compute queue of v has a product-form [51, Ch. 9] given by
dv(my) = (1—0y) [] (avc)’”i. Hence, the stationary distribution

ceC
of M is ¢(m) = [] ¢,(m,). Once a packet’s compute service

at v is complete, vietvis then forwarded by the communication
queue of v to the nodes v € V\s.

Let AV be the set of v € V quasi-reversible communica-
tion queues, n§ and n, = )_ nS be the number of packets

of class ¢ € C and the Ct%fal number of packets in the
communication queue of v, respectively. The state of this
queue is m, = (ci,...,cy,), Where ¢; is the class of packet
i=1,...,n,. A class c packet has a departure from the com-
munication queue of v that follows a Poisson process with rate
Yr(AS) and requires an exponential distributed communication

Later in Section II-E we consider different computation models where
utilization o for computation can have different forms.
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Virtual flow: 25
gone to comp.
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Fig. 1. Little’s law in a computation scenario where Ly = yr (A7) - Wy.

service with mean % independently. Hence, the outgoing traf-
) A

fic intensity is pf (out) = . Hence, the total intensity at v
equals p,(out) = Y pt(out). Utilization satisfies p¢(out) < 1,

ceC
which suffices for stability. The stationary distribution of com-
munication queue v is analyzed in isolation similarly as in
compute queue and is 7, (n,) = (1 — p,(our)) [ (oS (out))™.

eC
The steady-state distribution of the global étate of NV is

7(m) = [] my(ny), where n = (ng, ny, ..., nyy—1).
veV
Global state of the network is [n; m] = [n,; m,],cy € R
where n = > n,, and m = )Y m,. We further let p =

veV
A = [Allven(s) € RUVIZDXL
e RUVI=Dx1 p(out) =

veV
[oyleec, vev, A = [)»C]cec veVs A
n = [//L ]CEC vev, BE = [uf ]VEV\{S
[ V(Out)]cec vev, and o = [U ]CEC vev.
We next introduce a novel relation for computation by build-

ing a connection between the limits of functional compression
rates and Little’s law in queueing theory.

C. Computing With Little’s Law

Little’s law states that the long-term average number L of
packets in a stationary system is equal to the long-term aver-
age effective arrival rate A multiplied by the average time W
that a packet spends in the system. More formally, it can be
expressed as L = AW. The result applies to any system that
is stable and non-preemptive, and the relationship does not
depend on the distribution of the arrival process, the service
distribution, and the service order [48].

In our framework, each node is equipped with a com-
pute queue and communications queue where the processing
is sequential. Specifically, the incoming flow of rate A{ first
goes into the compute queue for processing to provide a com-
pressed representation (for each class of function) which is
then forwarded to the network at a rate yy(A}). Because com-
putation on a flow yields a reduction in the amount of flow
to be transmitted, A > yr(AS). This is different from a stan-
dard communication where the incoming data is forwarded to
the network without any computation on it and A = yr(A5).
Since we employ a flow-based approach, from flow conser-
vation, the difference A — yr(AS) models the virtual flow
rate that is lost as a result of computation exerted by node
v. This loss can be modeled as a function of a node’s total
self-loop flows [22], [23]. Let m and n{ be the long-term
average number of packets of class ¢ at v waiting for com-
pute and communication service, respectively. Let Wy, .., (mY)
and Wy .., (n}) be the average time needed for the compute
and communication operations at node v for ¢, respectively,
that are positive and non-decreasing in their respective flows.
Let W¢ be the delay cost function that models the average
time a data packet of class ¢ spends at node v, which is
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given by’

W\f V comp (m ) + v, Cumm(ns)' (1)

The long-term average number of packets in node v for class
c functions equals L = m$ + n. Given rates Aj — yr(AY) and
vr(A5), respectively for computation and communications, we
can determine the relations among L, ms, and n{ as function
of yr(Ay):

)\‘C
my, =L - (1 — _Vficv)>’ n§ =1L -

v

vr(AS)
A

v

@)

We aim to infer the outgoing rate yy(A}) generated from an
incoming flow rate AS. By Little’s law, the long-term average
number L of packets at node v for class ¢ functions satisfies

Ly =y (A5) - Wy 3)

In Section II-D we introduce a novel flow-based notion for
computing that gives a lower bound on the surjection factor.
We detail the delay cost function W{ in Section II-E.

D. Characterizing the Flow of Computation

The fundamental limits of compressing a function f,
in distributed networks are given by the graph entropy
of f. [14], [15], [16], [18]. Graph entropy generalizes the
Shannon’s entropy H(X) by employing the notion of a char-
acteristic graph. Each vertex of the characteristic graph rep-
resents a sample value of the same random variable, and
two vertices are connected if they should be distinguished
because the function f. can get different values in these two
points. Total incoming flow rate needed is approximated as
H(X). More precisely, let fc(X(’)) be a function of a col-
lection of source variables represented by the random vector
through time X® = {XY), e Xj(vtl) }, where X can be a set
of possibly correlated source samples of a multivariate ran-
dom process, and sample m € {1,2,..., M} can take values
from the alphabet A},. Dropping the superscript (¢) in the
source vector, to construct the characteristic graph of f,. on
Xj, ie., Gy,, we draw an edge between vertices u; € X
and up € A, if fo(uy,x2,...,x0) # fe(uo,x2,...,xpy) for
any realization xp, ..., xy whose joint instance has non-zero
measure. Surjectivity of f. determines the connectivity and
hence coloring of the graph. The graph entropy H(f.(X)) is
the entropy rate of the coloring of Gy, for the function f;
on X which characterizes the minimal representation needed
to reconstruct with fidelity the desired function f.(X) [14]. In
general, functional compression reduces the amount of rate
needed to recover f, on data X, and the savings increase
along H(X) — H(f.(X)). We note that source 1 can achieve
an encoding rate close to the graph entropy of X; such that
H(f.(X)) = Hg,, (X)) = lim I minH(cgy ) < H(cgy,) [14],

1 n—oo G n X1 1

where Gy, is a valid coloring of G”l which is the n power
of a graph Gy,. For further details on graph entropies we

It is possible to generalize the sequential processing to pipelining where
computation and communications progress together, and the parallelism
ensures Wy = max [Wy o, (m5), WY o (n5)]. We left the non-sequential
model as a future direction.
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refer the reader to [2], [14]-[16], [18]. The degenerate case
of the identity function corresponds to having a complete
characteristic graph. The fundamental limits of asymptotic
compression in this case are given by the Slepian-Wolf the-
orem such that the sum rate of the sources should exceed
H(X), and X can be asymptotically compressed up to the rate
H(X11X\X1) when X\X;| = {X»2,..., Xy} is available at the
receiver [2]. In the sequel, instead of restricting to X7, we con-
sider the set of sources X and denote the joint graph entropy
of [Gx,, Ime{1,2,...my by H(f-(X)). To compute f.(X) sources
collectively need to transmit at a minimum of H(f,(X)).

In general, finding minimum entropy colorings ccy, of char-
acteristic graphs Gy, is NP-hard, and the optimal rate region
of functional compression remains an open problem [52].
However, in some instances, it is possible to efficiently
compute these colorings [18]. In [18], the sources com-
pute colorings of high probability subgraphs of their Gy,
m e {1,2,..., M} and perform Slepian-Wolf compression on
the colorings and send them. Similarly, intermediate nodes
compute the colorings for their parents’, and use a look-up
table to compute the corresponding functions.

The minimum functional compression rate attainable over
a network can be obtained via extending the notion of graph
entropy H(f.(X)) and its rate H(f. (X)) = TILH;O w to cap-
ture the topology as well as function’s surjectivity. We next
introduce a novel notion to measure the fundamental limits of
compression in a network for a function the destination wants
to compute.

Definition 1 (Entropic Surjectivity, I'¢): Entropic surjectivity
of fo : X — Y, c € Cis how well it can be compressed
with respect to the compression rate of source symbols X. We
denote the entropic surjectivity of function f. with respect to
X by

p - HO0) @
H(X)

Note that I'; is maximized if the function f. with domain
X and codomain ) is surjective, i.e., for every y € ) there
exists at least one x € X with f.(x) = y. It is lower bounded
by zero when the function maps all elements of X to the same
element of ). Hence, I'. can be used as a measure of how
surjective the function f, is. A surjective function f. has high
entropy via compression through a network, and yields a high
Ie, i.e., is harder to compress.

The proportion of flow that requires communications — the
proportion of generated flow as a result of computing — needs
to satisfy the following condition

c
Ie < M (&)
Ay
From flow conservation, the maximum amount of flow that
vanishes due to computation is when (5) holds with equality,
ie., yr(Ay) = ASLc. In the regime of low compression, the
network is communication intensive, i.e., yr(AY) is high versus
the computation intensive regime with high compression, i.e.,
low yr(A;). In any regime, yr(A}) has to be sufficiently large
to ensure that the compute task is performed. More formally,
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employing the limits of functional compression
Tedy < yr(y) < A5 < uy. (6)

To the best of our knowledge, there do not exist algorithms
that exploit the theoretical limits provided by coloring char-
acteristic graphs of functions to optimize the surjection factor
yr(A5). To that end, we aim to approximate yy(A}) using the
connection between Little’s law that relates the number of
packets LS to function’s entropic surjectivity I'.. To that end,
we next characterize the average computing time of different
function classes for the proposed network setting.

E. Cost Models for Task Completion Time

For the setup of a multi-class open Jackson network with
node set V, all packets enter the system from a virtual source s.
These packets are processed in the network and then leave the
network via virtual destination 0. We next explore the break-
down for the compute and communications time of a packet
and the average time it spends in the system.

Functional compression cost: We assume an average-case
complexity model for computation where the algorithm does
the computation in a sorted array (e.g., binary search). Let
dy.(m$) denote the time complexity for computing functions
of class ¢ € C packet at v € V in the units of packets. While
dy.(m) increases in the function’s complexity, its behavior is
determined by the function class ¢, and as function of the
input size mi, i.e., the number of packets needed to represent
the input. Hence, m¢ denotes the number of packets of class
¢ at v waiting for computation service. The compute cost at v
of processing a flow of class c is the time complexity which
describes the average running time for performing computation
on a packet, in sec

~dr.(m),veV\s, ceC,
v=s,ceC.

1
WVC comp(m\c;) = {Sf (7
This implies that the virtual source s does not perform
computation services.

A taxonomy of functions: We consider three function cate-
gories and with different time complexities. For Search which
tries to locate an element in a sorted array, an algorithm runs in
logarithmic time, hence has low complexity. For MapReduce,
the reduce functions of interest are linear, and the algorithm
runs in linear time, which is of medium complexity. For
Classification, we consider the set of all decision problems
that have exponential runtime. The time complexity, i.e., the
order of the count of operations, of these functions satisfies:

O(log(m)),  Search,
dr.(m}) = { O(mf), MapReduce, ®)
O(exp(mg)), Classification.

Using the order of the count of operations in (8) and
WY comp(my) in (7), we can model the delay cost functions
for computations of different classes of functions for v € V'.
In Section V, we will numerically investigate the behavior of
computing cost.

Communication cost: Each intermediate computation pro-
vides a compressed representation. The cost of communica-

tions equals the average waiting time, i.e., the sum of the
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average queueing and service times of a packet in sec. It is
given as a function of the departing flow:

!
W, veV, ceC,
vwmm(nc)_ we—pe> v=s,ceC, )
0, v=0,ceC,
. . . e . . . - yf()tﬁ)
which is convex in yr(AS), hence increasing in nj, = Ty O

and upper bounded by
vr(&s) X
we have m{ = 0, and n{ = 1/)‘
of the identity function is null W

m because p¢(out) < pS. When
. v v . .
= A{ since no packets experience compute service

(0) = 0. As a result

V comp
py(out) = py and Wy ... (n7) = uf e 1t follows from (9)
that Wy .., = 0 when v =10, ¢ € C. From (2) ms, increases

in A$ because increases always at a smaller rate than the
incoming flow rate does. This in turn increases dy,. (mj) and
W;"wmp(mﬁ). Furthermore, the long-term average LY in (3)
increases in Ay, keeping u{, fixed. Hence, (3) determines the
behavior of WV comm(5). As a result n§ increases if the scaling
of yr(AS) in A is linear, versus ng is less sensitive when the
scaling is sublinear. We also note that the communication cost
could instead be chosen to model the queue size, utilization,
or the queueing probability. Our model does not account for
the physical data transmission time, excluding the link layer
aspects.

In the case when the computation cost is similar as the
communication cost model, a compute service for each packet
c € C arriving to v has an exponential distribution with mean
% independently. Hence, the utilization of class ¢ packets at

' )

node v is o and m 1

the compute cost forve V' is given by the following convex
model:

1 mé m
we¢ ) = = = v sec,
wconp (71 s —of)  xjoy AL =)
(10)

which generalizes the cost of MapReduce in (8) due to the
dependence of o) on m¢. This model is yet to account for the
routing information. In Section IIT we will focus on balancing
different function classes, their conversions, and routings, to
generalize (10) to a departure-based model.

III. TASK LOAD BALANCING

In this section, we detail the routing model for different
function classes and their conversions. At each node, com-
putation is followed by communication, as modeled in (1),
while satisfying the stability conditions. In general pack-
ets can change their classes when routed from one node to
another [50]. Hence, at each node, conversion between classes
is allowed. Let C" C C and C% be the set of incom-
ing and outgoing classes at node v € V. We assume that
C9" C Ci" C C as computations on C" can only reduce the
number of function classes in the outgoing link. Each com-
putation transforms a class ¢ € C of flow into another class
¢’ € C of flow where the rates of transitions among the classes
are known [50, Ch. 10.3.8]. Because Cg”[ C Cf,", a computa-
tion transforms a flow class ¢; into a flow class ¢; if j > i.
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However, vice versa, conversion from c; to ¢;, violates the pur-
pose of computation because c¢; has a higher complexity and
processing of ¢; data may not increase its entropy. In other
words it holds that

H(f;(X)) = H(f;(X)), (an

We characterize the class transformations via a Markov
routing policy which we detail next.

j=i

A. Routing and Flow Conservation

Let the original arrival rate of class ¢ packets to the network
be Poisson with rate 8. Let pj'"(c) = pg’/(c) be the probabil-
ity that an arriving class ¢ packet is routed to queue v, where s
represents a virtual (shared) source node that denotes the ori-
gin of a task. Assuming that all arriving packets are assigned
to a queue, we have that Z pi(e) = 1.

We allow packets to depart from the network after service
completion. There is a virtual (shared) destination node 0 € V
that indicates the completion of a task. Let p‘vlep (c) = pf’g (¢)
denote the probability that a function class ¢ packet departs
upon completing its service at v. The total departure rate of
class ¢ packets from v in the forward process is yr(A;)-p;y(c).
With these definitions, the routing probabilities between nodes
have the following structure:

rou(c) — [prou(c)]vev\{ }
= ([pon @pis@...pa, L @p5©])
e [0, 1](|V\—1)><1'

For v € V' we have the following upper-triangular matrix
which is a valid stochastic matrix:

Py = P (e, Dlwevyis), eec € [0, 1]VIDXIC,
(12)

where (11) justifies the upper-triangular structure except for
the sink node.

The network accommodates different types of state tran-
sitions, i.e., arrival, departure, routing, and internal state
transitions [50, Ch. 10.6.3]. As a result of function compu-
tation, a packet can change its class when routed from one
node to another where the routing probabilities depend on
a packet’s class. We assume a Markov routing policy [50,
Ch. 10.6.2] which is described as follows. A class ¢ € C
packet that finishes service at v € V' is routed to the compute
queue of node w € V' as a class ¢’ € C packet with probabil-
ity p}%i(c, ¢’) if its service is not completed. The probability
that a class ¢ packet departs from the network after service
completion at v is

pcug(c) —1— Z Zprau(c C)

weV' c’eC

13)

where the second term in the right hand side denotes the total
probability that the packets stay in the network. Since it is an
open network model, for every class ¢ there is at least one
value of v so that p”’“(c) > (. Thus all packets eventually
leave the system.
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A node v € V can forward the flows it receives through its
incoming edges, or generate a flow of class ¢ € C modeled via
a self-loop by terminating equal amounts of incoming flows
of class ¢’ € C where conversion among classes is possible.
In the stationary regime the total arrival rate A{ of class ¢
packets to node v is the lumped sum of the flows of class ¢
packets through its incoming edges. The terminated flow due
to computation is the difference A —yr(A;) between A{, and the
generated flow rate. Flow conservation for each class implies
the following relation

BE, v=s,
B+ Y Y w(A i e), veV,

weV' ’eC

> P (e), v =

veV’

AC = (14)

where B = B¢ - p{’/(c) denotes the original arrival rate of
class ¢ packets as31gned to the compute queue of node v and
is known a priori, and the second term in the right hand side
denotes the aggregate arrival rate of packets that are routed
to queue v as a class ¢ packet after finishing service at other
queues w € V as a class ¢’ € C. The term yf()\fv/) denotes the
total departure rate of class ¢’ packets from node w rate of
class ¢’ packets to queue w (as a result of computation).

The processing factor yr(A;) satisfies the lower bound in (5),
ensuring that the flows routed from other nodes through the
incoming edge of v is at least ASI.. Using (12) we let
P(c) = [pP(c)]yey € [0, 1]UVIZ2XUVI=DXICI be 5 three
dimensional routing array. We further let

YA e

weV’

|:Z Zprou(c C):| ER(Wl_l)XI,
veV\{s}

weV’ ’eC

p}’(ﬂl (C) —

where 1, is a unit column vector of size n. Letting B¢ =
[Bslvewyisy € RIVIEDXDand p.(A) = [0 ey €
RIV=IDx1 and using (14), we can rewrite (5) in vector form:

c=[B+P"" () Oy,A)]T
= (IlV\—l - Dcrc)_lﬂcrc,

where © is the Hadamard (or element-wise) product, /jy|—1 =
diag(l,1,...,1) is an (V| — 1) x (JV| — 1) identity matrix,
and D, = diag(p"(c)) € RIVI=DxUVI=D g a matrix obtained
by diagonalizing vector p"“(c). The range of A° can be
computed as function of I'. as determined by the function’s
surjectivity and its compute cost. Combining (15) which gives
A > B¢ + DT, and (14) which gives A° < B¢ + DA
yields the following lower and upper bounds, respectively:
(Iyi-1 = DT) ™ BC < A° < (Tyj-1 — Do) ™' B°.

In Fig. 2, we consider a node in isolation to illustrate the
computational and communication flows at a typical node v €
V' of the Jackson network. The min-cut that denotes the total
arrival rate of computational flow ¢ is A{. This via (14) captures
the rate of original arrivals which is B, and the arrivals routed
from any other node w € V' in the network. If there is no w
such that p, t(c’, ¢) > 0, then A = B{. The cut yr(A) denotes
the total generated rate (or processing factor) of computational

yrA) = 1T

Yee C, (15)
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Fig. 2. Computational flow breakdown at v € V' where min cut A§ is the
total arrival rate of flow ¢ at v that incorporates the original arrivals B and
the arrivals routed from w € V’. Min cut yf()xﬁ) is the total generated rate of
¢, at v, and the departures are routed to u € V.

flow ¢ at node v. The processed flow can be routed to any
u € V' in the network if py(c, ¢’) > 0. If there is no such
node, then yr(AJ) departs the system.

For the networked setting we can refine the compute cost
in (10) as

Wy, comp(my) =

v,comp

PTS(C) Pt (e, ¢ yms
16
Tepon T 2 ey ag (9

deCweV A
where the first term in the right hand side captures the wasted
computation rate due to departing packets of class ¢ from v
of the network, and the second term represents the cost of
additional processing due to the routing of the packets to other
queues after finishing service from v.

B. Higher Order Properties

The communication network N under the Markov routing
policy can be modeled using a discrete-time Markov chain
(DTMC) Yi, Y2, Y3, ... The entropy rate for (¥;) on a count-
able number of states is H(Y) = — ) m;Pjjlog Pjj where ; is

l

the limiting distribution and (Py) is tjhe state transition matrix.
The rate H(Y) can capture the routing information and charac-
terize the distributions, i.e., the higher order properties, of the
costs Wy .oy and Wy ., incurred being in each state of the
network. It can also explain the relation between routings and
connectivity and how long it will take to compute. To that end,
we next associate the states of the DTMC to a slotted model
to determine the computing cost on a time-slot basis.

At each time slot ¢, the Markov chain is in state i with
probability m;. We infer the following quantities at #, each
indicated by the superscript ) as function of the state i:

1) ng® and yfw@) and Wy, (0, (n®) using (9),

2) mE®W = nc®( (w)_l) using (2), where LS = m¢+n¢,

3) WS,(CQm,,(mg“)) using (7), and
4) wet) = W,f,(cto)mp + WS:(Ctgmm using (1), and the relations
of WSO, L¢, and yr(A¢?) via (3).
A class of function is easy to compute if the generated
rate per unit time of computation is high. More precisely, in
a DTMC with fixed slot duration 7, the generated flow rate

across fmax slots is T Z y(t) (AC(’)) in bits/sec. If this rate is
=1 !
large, f. is easier to compute for given routings. Hence, this

approach helps infer what classes of functions can be com-
puted easily. If on the other hand, to account for the cost
of computing more precisely, we assume a continuous-time
chain, we can use a DTMC Y; to describe the " jump of
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the process where the variables S1, S, S3, . .. describe holding
times in each state. In state i, the slot duration Wﬁ(’) (hold-
ing time) can be approximated by the average time needed
to perform computation on the distribution of classes, n‘f(’),
¢ € C in the current state, i.e., E[W;]. Hence, Wg(t) is the
realization of the holding time sampled from an exponential
distribution with rate W%V,-]' Then the total number of bits gen-

tmax
erated over fmax slots is Zl we . yf([) (A¢?) and the total
t=
. tmax
cost is Y We®.
=1
Given routings Pj;, the limiting distribution 7r; determines

the network state [n; m], which provides insights into com-
puting different classes of functions. To that end we seek the
relation between H(Y) and H(f. (X)) = I'cH(X). The entropy
rate of {yr(A5)}vev,cec is the same as H(Y) because the DTMC
(Yy) fully describes yr(Ay). Thus, H(Y) determines how bal-
anced the flows for the different classes are, and can be a
proxy for communication cost. If the process (Yk) is i.i.d.,
H(Y) = HYy), k = 1,...,N, the class distribution across
different states is not distinguished, i.e., yr(A;) is unchanged
in ¢ € C. On the other hand, mixing tasks f. of differ-
ent complexities lower H(Y) (due to concavity of entropy,
ie, HY) < =) (3 mP;)log(}_miP;).) Hence, the DTMC

1 1

states are not Vi]sited with the same frequency, i.e., 7; is not
uniform, as some tasks require high n{ and yr(A{). This may
help reduce the use of communication resources. Mixing func-
tion classes can provide resource savings and help lower H(Y)
in networked environments. Hence, in a Jackson network with
nodes having similar routing probabilities and each state being
visited as often, it might not be possible to effectively com-
pute different function classes versus in a more structured
network with transition probabilities being tailored for tasks,
i.e., task-based or weighted link reservations, to enable mixing
of classes.

Next in Section IV we characterize the thresholds on (L)
for successfully computing functions.

IV. COMPUTATION FLOW ANALYSIS

In the previous section, we explored how given routings
or connectivity informs us of the class of functions we can
compute. In this section we are interested in the reverse ques-
tion of how to optimize the routings and how the connectivity
looks like to compute a given class of functions. To that
end we investigate where to compute and how to compute
a function class f. of known time complexity to optimize the
average computation time in the Jackson network. Our goal is
to understand whether a divide-and-conquer-based approach
is more favorable than a centralized computation allocation
approach. In divide-and-conquer a subset of nodes work on
the sub-problems of a given task, which are to be combined
to compute the target value either at any node, including the
destination. In a centralized approach tasks are not split into
sub-problems. Instead they are run at once. We next introduce
our optimization framework.
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A. Optimizing Average Task Completion Time

In this part we focus on optimal distribution of multiple
classes of functions where we allow class conversions, via
exploiting the information-theoretic limits of function com-
putation and flow conservation principles. We contrast two
centralized formulations to optimize the cost function aggre-
gated over ¢ € C, v € V to understand the savings of
computation in a network setting.

Average cost of no computing: We first formulate an
optimization problem where there is no intermediate comput-
ing on the source data, and the per node cost Wy .,,.,,(1})
is given in (9). This boils down to minimizing the aggregate
communications cost, and is formulated as

DD WS comm(),

veV ceC

min
p(out)<1

CommsCost: 17

where the routing array P"“(c) is fixed. The solution to (17)
is given by

1
1, (€ = (yj—1 = D)~1B)’

CommsCost = Z

ceC

Average cost of function computation: We next formulate
an optimization problem accounting for the time complexities
of computation tasks in (8) and the communication costs:

MinCost: min w¢
st pi(out) <1, of <1, VYeeV,veV,
n > A > ;{f-(XC), Ve e C,
YrA) = AT >0y, YeeC, (18)

where the objective function W¢, as defined in (1), captures
the total delay to be minimized over the C x |V|-variable
matrices p(out) and o. This framework captures in addi-
tion to the first constraint on stability, the second constraint
captures the capacity constraint pu¢ > A€, the processing
constraint A¢ > yf(xc), the constraint on surjection fac-
tor yf()f) > AT, and the non-negativity A°T'c > Ojy—1
constraint, where the relations among flow generation, con-
servation, and termination given in (14) precisely give the
connection between Aj, and yr(Ay).

The values of I'c, AJ, and y¢(AS) are coupled. It is intu-
itive that Wy ., (m}) increases with dy, (my) for any function
class, and AS determines the rate of increase. As I'; increases,
from (5) the nodes generate a higher yr(1{) because compres-
sion is harder as the entropy H(f.(X)) grows, and Wy ,,...(1})
gets higher. However, the exact behavior of MinCost is deter-
mined by the complex relationships between the flows. Hence,
the connection between yr(AY) and dy (mf) is not immediate.
For example, while addition function has a low complexity
dy.(m}) and a high entropy H(f.(X)), multiplication function
has a high dy (m}) and a low H(f.(X)).

Given the parametrizations Wy .., (n3), Wy .., (my), and
dy.(m$) of different classes, we can solve MinCost for the
optimal values of p(out), o that minimize MinCost in (18)
by determining the optimal values of yr(A;) and A;. Then,
using (5), and mapping I'; to the function class f., we can
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infer the type of flows (i.e., functions) that we can compute
effectively.

MinCost may be non-convex and a global optimal solution
may not exist or it might be NP-hard in some instances. To
find the local minima of MinCost for general computation
cost functions, we can use the Karush-Kuhn-Tucker (KKT)
approach in nonlinear programming [53], provided that some
regularity conditions are satisfied [54]. Allowing inequality
constraints, KKT conditions determine the local optimal solu-
tion. However, due to the lack of strong duality results for
non-convex problems, MinCost can indeed be NP-hard in
some instances.

CommsCost in (17) gives an upper bound to MinCost (18),
which is jointly determined by the communication and com-
pute costs as well as I'.. As the computation becomes more
costly, the sources may only be partially compressed in order
to optimize MinCost. We also infer that there is no computing
beyond some I'. because allocating resources to computation
no longer incurs less cost than CommsCost. A node can per-
form computation and forward (route) the processed data if the
range of [". that allows compression is flexible. This is possible
when computation is cheap. However, if a node’s compression
range is small, i.e., when computation is very expensive, then
the node only relays most of the time. While computing at the
source and communicating the computation outcome might be
feasible for some function classes, it might be very costly for
some sets of functions due to the lack of cooperation among
multiple sources. By making use of redundancy of data across
geographically dispersed sources and the function to be com-
puted, it is possible to decide how to distribute the computation
in the network.

To demonstrate the achievable gains in MinCost via com-
putation over a communications only scheme we will run
some experiments in Section V both by (i) separating and
(i1) mixing different classes of flows (Search, MapReduce, and
Classification) without precisely optimizing (18).

B. Load Thresholds for Computing

In this part we explore the fundamental limits of the traffic
intensities or loads associated with different computation tasks.
By contrasting the optimization formulations in (17) and (18)
which model the optlmlzed average costs of no computing

YW L) versus with computing > > (W()*,

veV ceC, veV ceC
respectively, we decide whether a node conducts computation

or not.

We note that MinCost may not have a globally optimal
solution, and therefore propose a local solution where each
node decides whether to perform computatlon or not by com-
paring the local costs Wy ¢ comm(T2s =5t =) and (W)*. A sufficient
condition for v € V to perform computation on ¢ € Cis
WH* < Wﬁcomm(1 pc) If (Wo)* > W;’Comm(1 pc) then the
intermediate computations no longer provide savings and they
instead overwhelm the cost. In that case node v does not per-
form computation on the class ¢ flow with rate A{ and instead
forwards it, hence yr(A) is set to be A{ because the flow
rate of computation equals Aj — yr(A5) = 0. To that end
we define a threshold on traffic intensity p;, such that for

v, comm(l —p¢
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Vf( V)

the range p{(out) = < pg computation is allowed as

(W) < WS comm (T2 pc) and no computation is allowed for
pi(out) > pu.
Proposition 1 (A Load Threshold for Distributed

Computing): A node v € V can perform computation
of a class ¢ € C function if the following condition is
satisfied:

(pS)?
1—p¢

v

> dfc (mi)

C
pin = rpgg)[pv 11_—'0;1:6] (19)
where p;, — 1 as mj — 0o since dr.(mS) monotonically
increases in mg.

Note that in (19) dy.(m;) is a function of m;, whereas my
is a function of y¢(A7), and thus a function of pj. In other
words, the dependence between p; and dy, (i) in Prop. IV-B
is hidden.

Proof: The threshold p; is obtained by comparing the
delays with and without computation, on a per node basis
If the delay caused only by communication Wy wmm(l C) is
higher than the total delay of computation followed by com-
munication (WY)*, i.e., the condition m > Algdf;- (m$) +
m holds at v € V’, where yr(AS) = ASTe, then v
decides to compute. |

We next provide a sufficient condition for the stability of
the networked computation model.

Proposition 2: The computation network is stable if the
computation delay is at least as much as the communications
delay, i.e., if the following condition is satisfied:

v
c c
dy, (m,) = —— Y00 > ny,

Proof: For stability, the long-term average number of pack-
ets in the communications queue of v, i.e., nS, should be upper
bounded by the long-term average number of packets in the

ceC,velV.

compute queue of v, i.e., m$. Assume that P dﬁ (m) > —. If
oy - M )\‘
this were incorrect, we would have dy, (m$) < w < uil—y/(kﬁ)’

and if dr.(m;) < #j(%‘)’ then the following relation would

hold:
, dr.(m$) 1
Wecomp(15) = 5 < Wy o 1) = ——
v - yf()‘-v)
In this case, n{ = % will accumulate over time,

which violates stability. Hence, delay of Computatlon should
dy, (m)
be higher, i.e., WS pp,(mS) = = )L%" > W omm() =
1

TR .

We next bound the long-term average number of packets in
the networked computation model.

Proposition 3 (An Extension of Little’s Law to Computing):
The long-term average number L of packets in node v for
class ¢ flow with time complexity dy, (m;) is bounded as

. [dp.(m§ 1
Z b; . [ fz,(c V) + _i|7
)‘v 'ug _bg

1€ < p¢t. [dfc(mﬁ) n 1 :|
VvV — v ’
Mo g — bt

L

=0
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where (b")ﬂE satisfies 2(17;')jE = A5 + d,-c(—lmg)) + ud +

VR + ) +)? = g
Proof: Using Little’s law in (3) we can upper bound the
time complexity of computation as

dp.(m) < LS =y, ()f)[ ALY ! }

" ! RO
Rearranging the above term for 2a$, = AS(1 + 1/dy, (m3)) + w0
we obtain the following relation: yf()&)2 2a5yr (M) +Aguy, <
0 that gives the following range for yr(15):

[ai =/ @)? = Aus, ay + 4/ (@5)? — Aﬁu«i], (20)

from which we observe that y¢(1¢) is sublinear, i.e., yr(AS) =
o(A$) which is true if (af,)2 > Aus, and is linear, i.e., yr(AY) =
O(AS) which is true if (ag)2 ~ Agus. This is also intuitive from
the surjection factors. From (3), (7), and (9), we get the desired
result. Furthermore, if yr(A5) ~ af, the range provided in (20)

is tight and LS ~ \/> (M) e 2 \/ﬁ: + —\/ﬁ_ 1
Hence, the best achievable scahng is Lﬁ =0(/d;.(m5)). W

Remark 1: From Prop. IV-B, we observe that as the time
complexity dy.(m;) increases, a;, decreases and the process-
ing factor yr(A{) concentrates. Ignoring this principle, if
¥r (A7) were increased with dy, (my), then the costs Wy ., (mY)
and Wy ., (1) would both increase. However, (A7) can
decrease with dy.(my), and the output rate may not be com-
pressed below H(f.(X)). Hence, H(f. (X)) < yr(A7) < H(X) is
necessary, where the upper limit is due to the identity function.

We denote by M{ the long-term average number of class
¢ € C packets in v € V/ waiting for communications service
in case of no computation, ie., Mj = M,A e Intermediate
computations reduce the long term average number of packets
L in the system which we characterize next.

Proposition 1: The long-term average number of packets
LS satisfies

H({/.(X))
—H(. (X)) <4
Proof. In the case of no computation, m$ = 0 and n$ = LS,
and the long-term average number of packets in v satisfies
LS = M. This gives an upper bound to L.
When node v computes it is true that m{ > 0, and from (2)

Ay -Gy
and employing v (M) we have L =5 (M) n, > ni = Tl
We next pr0V1de an upper bound to the above equality where
using ' = M as a proxy for (5) the bound can be
approximated as functlon of I'; as follows:

¢ - AS . vr(AY) ~ 1 1

L - o ~ - == ~ )
YTy -y T-Te 1 HEK)

where n, — 0 as I'r — 0, i.e., for deterministic functions
where the gain of computing is the highest. On the other hand,
as I'c — 1, we obtain the no computation limit, i.e., n{ — M.

Using Prop. IV-B and that dy, (m;) is monotonically increas-
ing in m{, the lower bound follows from Little’s law in (3) and
the minimal rate required for recovering f.(X) which gives (a):

2 @  H((X)
C—yr(A) T ops—H(f(X)'

<M, veV, ceC. (21

Ly > yr(Ay)

1051

Manipulating the lower bound, we get yr(Af) > %
and the desired bound. ]

Prop. 1 yields a better inner bound than that of Slepian
and Wolf [2] as the lower bound in (21) is no more than
H(f,(X)) which we expect due to intermediate compression
for computing.

C. Processing of a Single Class Flow

We study the cost of a single class flow in isolation and
we drop the superscript ¢. More specifically, we consider two
examples that account for task complexity and its distribution.

Example 1 (Bisection — Tree Branching Over the Network):
The network computes f(X) = minX using the bisection
method. The search function has time complexity log(N) for
an input size N. The arrivals X = (X1, ..., Xy) are uniformly
split among nodes, i.e., B, = B, Vv € V'. Node v works on

the set X, = (X(v—l)%ﬂ’ . ..,XV%) and computes f(X,)

!

locally, i.e., pi) = ”1(,‘
(i) No intermediate routing is allowed, i.e., p”’” = 1. The
computation outcome is directly routed to 0 € V that decides

the final outcome minf(X,) = f(X). The computation time
veV’

complexity of the initial stage per node v € V' is 0(log(|1‘>’—,‘))
and the routing stage is log(|V’|). Hence, the total computation
complexity is |V’ |0(log(|{>’—,|)) + log(|V’|). The communica-
tions cost is due to the routings (s, v), (v, 0) for v € V/, which
in total yields |V’| exp(%) + |V exp(1).

(i) Intermediate routings are allowed. We pick a subset
of nodes W c V', [W| = O(log(]V'])) to run the bisec-
tion algorithm, i.e., p;‘){‘v ~ gV W € W and p”’” =
0, w € V\W. Hence, the complexity of the initial stage
per v € V\W is 0(10g(‘]‘>7—,|)). Node w € W then computes
fXy) = vnr})}{n> o f(X,), and routes intermediate computation

Fv,w

to 0 € V which in turn computes mivl‘l/ f(Xy) = f(X) which
we
has complexity O(log(|W])). The total compute complexity is

(V= |W|)0<10g< N )) + W] log(w>
V'] W]

+log(|W]).

The communications cost is due to the routings (s, v), (v, w),
and (w,0) for v € V', w € W, which in aggregation gives
IV/IeXp(f\)’—/‘)Jr(IV’I—IWl)eXp(1)+|W| exp(1) = [V'| exp(1).

From (i)-(ii) the total cost is determined by the computation
complexity, which can be reduced via intermediate routings.
The highest gains are possible when the depth of the network
grows like O(log(N)) that favors divide-and-conquer. A similar
approach will follow for MapReduce.

Example 2 (Classification): Classification is the problem
of identifying to which of a set of categories an observation

= (X1,...,Xn) belongs. The classification function has
time complexity exp(/N) for an input size N. In linear classifi-
cation, the predicted category is the one with the highest score,
where the score function has the following dot product-form

JiX) = score(X, 1) = }_ Pu- Xk where B; = (Bis, ..., Bv) is
k=1
the vector of weights corresponding to category /, and f;(X)
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represents the utility or score associated with assigning X to
category /.

(i) If data is not split, the compute cost is the cost of N
multiplications, i.e., O(N log(N)).

(ii) If data is split between a subset W C V’ such that
X, = (X(W_l)INWH, . ,XW%), then X and B, should be sent

for accurately computing the score. This costs 0(% log N)
where log N bits quantify the locations of X for each w. The
compute cost is O(le logNlog(lel log N)). Coordinating the
intermediate computations requires |W| additions, yielding a
total cost of

0( N logNlo ( N lo N)) + O(|W))
wi o wy ‘
To ensure that the computation cost in (ii) is smaller than
that of (i), |W| > O(logN). Otherwise, it will be higher
than O(N log N). The communication cost of forwarding the
intermediate results of w € W is determined by the flow limit
H({;(X,y)) at w € W. If |W] is small, score estimates are easy
to obtain due to the weak law of large numbers (a large ratio
% gives a good estimate of scores f;(X,,) as the sample aver-
age converges in probability to the expected value, yielding a
low entropy), but if |W| is large, this might not be possible,
causing a high H(f;(X,,)) (e.g., if the classifier is sensitive to
B; or B; need to be trained, incurring a high cost for task distri-
bution) and hence a high communication cost per w € W. As
the communication costs accumulate, distributing such flows
might not be favorable. However, if §; are not sensitive to the
coordinates of X, i.e., the observations are easy to classify,
then the communications overhead can be lowered. Hence,
if splitting does not cause jumps in H(f;(X,,)), it might be
favorable.

From Examples 1 and 2, the task distribution depends on the
task complexity and the associated communication resources
to leverage the distributed computation. Tasks with high com-
plexity, as long as the compute resources are sufficient, require
centralized processing. If one node is not that powerful, then
the load needs to be distributed to prevent very high yr(AS).
It is intuitive that low complexity tasks, such as Search and
MapReduce, as in Example 1, can be distributed over the
network by splitting dataset. However, tasks with high com-
plexity, such as Classification, might not be distributed because
one needs the whole dataset, as we detailed in Example 2.

Both in the communication or computation intensive
regimes, condition (6) ensures effective computing. To find
out the role of yf(A}) in computing, we next focus on multiple
flows.

D. Processing of Multiple Flows and Class Conversions

We explore how to effectively allocate compute tasks with-
out requiring the protocol information. To that end exploiting
vr(Ay) we next study the complexity of 3 function classes.

Sublinear surjection factor: Let yr(L,) = o(A;) which is
sublinear. From (2) it is true that

yr(A)

mgng.(l— -'M
v

) = O(Ly),
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v
AC

4

n, =L - = o(L]) = o(ms).

From (9)

Wg,comm(nlcz) - p_ yf()J - O(CXp(yf()‘C))) - O()"C)
—u“]f;;:;»ii) = O(AY). Furthermore, from (7) and (8)

WY comp(my) corresponding to different function classes are

c _
and nj, =

v,comp

Wy, comp (M) € { —0(ny), O(eXp(nC))

1 )
EO(GXP(GXP(HS)))},
which is an ordered set for Search, MapReduce and
Classification.

Linear surjection factor: Let yr(A,) = O(A}). From (2) it
is true that

L, =0(m;y) = 0(ny), 0 <yr(h) <A,

If yr(A5) = AS > 0, then L = n§, > mj, = 0, and if yr(A}) =0,

then LS = m, > n{ = 0. From (9) n{, = O(exp(1)). From (7)

and (8) the compute cost respectively for Search, MapReduce
and Classification satisfies the corresponding entries below:
(o C 1

W (mv) [S {F

v,comp
v

1
0(log(n°)), 00,

%O(exp(ni)) }

v

For sublinear yr(A$), the computation cost is either
very high because ()" is high (due to Wy, (m)) >
W‘f comm(115)) or relatively higher than the communication cost.
In these regimes, low complexity tasks, such as Search and
MapReduce should be done distributedly (because the dynamic
range of A{ is smaller), and high complexity tasks can be run
centralized provided that compute resources suffice. On the
other hand, for linear yr(A}), the communication cost domi-
nates the computation cost as (A$)* is low, leading to a more
distributed setting.

We contrast the costs for sublinear versus linear yy(A}). Task
distribution suits for noncomplex tasks Search and MapReduce
with low pr(AS) since the maximum A that v supports, (15)*,
grows with the complexity, allowing centralized processing
of complex tasks, e.g., Classification, as shown in Fig. 3.
If WY comm dominates the cost (high yr(17)), a divide-and-
conquer-based approach is favorable as (1$)* is low. However,
when WY ... is rather negligible, the dynamic range of A}
grows and centralized processing may be feasible. Hence, for
low (high) complexity tasks the network may operate in a
connected (isolated) fashion. If the task complexity is hetero-
geneous, task-based link reservations become favorable, and
the network may be sparsely connected as Wy ., starts to
dominate. If the routings are symmetric, then the tasks are
distributed, in which case realizing communication intensive
tasks may incur high Wy ...

We provide insights into flow deviation among tasks in
Fig. 3, where the application of successive flow deviations
leads to local minima as in the gradient method [55]. For
example, for given processing capability p, at v € V flows of

high complexity tasks requiring centralized processing (with
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------ Classification
mfcomp (mg) - MapReduce
_ Search
VVlfcomm (ng) -
(A5)"x

Sublinear ¥r %)

Fig. 3.

(Left) Sublinear surjection where 1§ € [0, (A$)*] has a high dynamic range. (Right) Linear surjection where W§,

due to smaller range of AS.

1
0.8

0.6+
=
& /
0.4 Hi
1 p=10, Case II,
0.2+ Search k{=1,
MapReduce k;=0.1,
Classification k5=0.01.

0 2 4 6 8 10

Cost versus AS where different line types represent distinct functions and the solid convex curve corresponds to Wy,

Linear Yr (1%)

S comm» s shown in the legend.
Ne

v.comm 18 steep, leading to distributed computing

I
04 ’:’, =100, Case 1II,
"7l Search k{=1,
I MapReduce k$=0.1,
Classification k5=0.01.

0.2

0 2 4 6 8 10

Fig. 4. The critical threshold py, for computation versus L that satisfies Little’s law for computation in (3).

high (A$)*) versus low complexity tasks running in a dis-
tributed manner (with small (A$)*) can be traded-off. Sublinear
vr(Ay) is tailored for a hybrid regime, i.e., a regime which
allows a mixture of distributed and centralized operation of
tasks to be conducted via flow deviation among tasks, and
linear yr(A;) enforces distributed computing of the tasks.

Next in Section V, we will numerically evaluate the load
threshold py, in (19) for function classes with time complex-
ities given in (8), and the local solution of MinCost given
in (18).

V. NUMERICAL EVALUATION OF PERFORMANCE

Our objective in this section is to explore how to distribute
computation in the light of the fundamental cost limits for the
networked computation model detailed in Sections II-IV.

Leveraging Little’s law in (3) for computing, we numeri-
cally evaluate the threshold on traffic intensity oy in (19) of
Prop. IV-B for the set of functions with time complexities
dy.(m}) in (8) and compute cost models ch,comp(mﬁ) in (9).
In Fig. 4 we contrast py, as increasing functions of L¢ for
given processing power u, which is selected from the set
{1074, 1073, 10', 102} and the same for all ¢ and all v. Our
experiment shows that py, is high for Classification, implying
that a node can only compute if the flow is sufficient, and
om grows slower for low complexity Search and MapReduce
functions, i.e., nodes compute even for small flow rates. This

is because if pS(out) < pm, for high complexity functions
dy.(my) grows much faster than Wy ,,..(my) , rendering L7
sufficiently small to ensure a valid py;, for computing. The ben-
efit of computing is eminent for MapReduce and even higher
for Search. This implies that most of the processing power
should be reserved for running simpler tasks to enable cost
effective distributed computing.

We next consider a simple network topology with [V/| = 3
nodes, excluding the virtual source s and the virtual destination
0, with nodes having identical processing capabilities. We dis-
tribute the different function classes, i.e., Search, MapReduce,
and Classification, with different dy.(m}) over V where we
allow mixing of multiple flows. We assume that P™“(c)
has entries chosen uniformly at random. We assume that
the input rate is H(X) = A{, and from (6) which states
that %Aﬁ < y(Ay) < A{ < uy, the entropy rates
for the Search, MapReduce, and Classification functions are
H(f.(X)) ~ K log(h$), H(f.(X)) ~ kiiS, and H(f:(X)) ~
kS exp(AS), respectively, where k > 0 is a constant proxy
for modeling the cost. We numerically evaluate this setting
to investigate the behaviors of the surjection factor yr(AS),
dy.(m), and MinCost versus I'¢, and determine sufficient con-
ditions on yr(A;) and ug to support a higher L via mixing
flows.

(i) Separating flows. Each node works on a distinct func-
tion class independently. Hence, the compute cost is separable
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Fig. 5. (Left) Sublinear surjection factor MinCost vs Lf,. (Right) Linear surjection factor MinCost vs L.
1(%oundaries of computing, u, = 0.0001, Sublinear 101030undaries of computing, u, = 0.001, Sublinear O(Foundaries of computing, u, = 0.01, Sublinear
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- = MapReduce - = MapReduce - = MapReduce f
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Fig. 6. (Top) A lower bound on the sublinear surjection factor y(A5) for (a) uy = 0.0001, (b) uf = 0.001, (c) u§; = 0.01. The boundaries of computation

for each function class is indicated by vertical lines where computing of a function class is only allowed for I'. below the line corresponding to the function.
(Bottom) A lower bound on the linear surjection factor yr(Ay) for (a) u§ = 1, (b) ug = 10, (c) uy = 100.

and independent from the routings. The communications cost
is only between links (v,0), v € V' and can be computed
using (9) where yr(A5) = H(f.(X)). Using (2), m, and n§, can
be determined as function of L{ and W{ is nonzero at each
node only for the function class it works on and it satisfies (1).
Hence, total cost is easily determined.

(ii) Mixing flows. Each class is routed based on p{’“(c) =
[%, %, %], computation is evenly rsoglit among V', where
P (c) = HEED ang prow ey = 20 for w v e V.

We compare MinCost of (i) separating and (ii) mixing
flows for sublinear and linear yy(X5), in Fig. 5, with vary-
ing u$. From Fig. 5 (Left), as u increases MinCost decays

for sublinear yr(A}). The performances of (i)-(ii) are similar
when u¢ is very low and mixing flows performs worse. When
Yr(A5) sublinearly scales, as the processing power (1§, increases
Ay also increases, and the function Wy ... (n}) (which is con-
vex and increasing in yr(A) and decreasing in ;) decreases.
Furthermore, as uf increases, we expect LS to decay, and
dy.(my) and Wy .. (m;) to decay (logarithmic in puj) as well.
Hence, W{ decays. It is also intuitive due to Little’s law
which states L yr(AS) - Wo that when L] decays, W{
also decays, when v is considered in isolation. From Fig. 5
(Right) as u; increases MinCost increases for linear yr(AY}).
Because yr(A;) linearly scales, Wy is fixed. We note that

v,comm
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c C 3 3 Cc (4 C (4 Cc
ny, and mj increase in w; and Wy ... (m3) = Wi .. (1),

and hence Wy, ..., (m;) increases in wy. Therefore, if the flows
are mixed among V nodes, while the processed flow intensity
supported per node is higher in the heterogeneous computing
scenario via mixing rather than separating flows, the process-
ing resources will be used more effectively instead of being
partially utilized for separately assigned tasks. The sublinear
yr(Ay) will help reduce Wy ,,..(n}). This will ensure at high
w, that node v can serve a higher LY without having to sacrifice
MinCost. The savings of (ii) in MinCost are more apparent at
high L.

Fig. 6 (Top) and (Bottom) show the behavior of a lower
bound on yr(A5) in (15), for sublinear and linear yr(AS),
respectively, as function of surjectivity I'¢, and indicate that
the boundary is shifted towards right as the node’s processing
capability uS increases, allowing higher I';. If the communica-
tion delay is negligible, intermediate computing can improve
MinCost.

VI. CONCLUSION

We provided a novel perspective to function computation
in networks. We introduced the notion of entropic surjectivity
to assess the functional complexity. Extending Little’s law to
computing, we derived regimes for which intermediate com-
putations can provide significant savings. Our approach can be
considered as an initial step towards understanding how to dis-
tribute computation and balance functional load in networks.
Future directions include devising coding techniques for in
network functional compression, by using compressed sensing
and the compression theorem of Slepian and Wolf, employing
the concepts of graph entropy, and exploiting function surjec-
tivity. They also include more general network models beyond
stationary and product-form.
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