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Improved Robust Video Saliency Detection Based
on Long-Term Spatial-Temporal Information

Chenglizhao Chen , Guotao Wang, Chong Peng , Xiaowei Zhang , and Hong Qin, Senior Member, IEEE

Abstract— This paper proposes to utilize supervised deep
convolutional neural networks to take full advantage of the
long-term spatial-temporal information in order to improve the
video saliency detection performance. The conventional methods,
which use the temporally neighbored frames solely, could easily
encounter transient failure cases when the spatial-temporal
saliency clues are less-trustworthy for a long period. To tackle
the aforementioned limitation, we plan to identify those beyond-
scope frames with trustworthy long-term saliency clues first and
then align it with the current problem domain for an improved
video saliency detection.

Index Terms— Video saliency detection, spatial-temporal
saliency consistency, low-level saliency clues, long-term informa-
tion revealing.

I. INTRODUCTION AND MOTIVATION

AS AN important pre-processing tool, salient object detec-
tion (SOD) aims to localize those most eye-attractors

in the given scene [1]–[6], and its subsequent application
comprises various CV problems, including tracking [7]–[9],
video surveillance [10], [11], and retrieval [12]. Different
to the SOD in static image using spatial information only,
the newly available temporal information in video data is a
critical factor to localize the salient object, making the SOD
task challenging [13].

In general, almost all the conventional hand-crafted video
saliency methods follow the bottom-up rationale [14]–[17],
i.e., saliency clues are individually (or interactively) com-
puted over spatial and temporal channel beforehand, and then
these clues will be selectively fused as the video saliency
detection result. After entering the deep learning era [18],
the conventional phase-wise fashion has been significantly out-
performed by the high efficiency and automatical end-to-end
full convolutional network based methods [19]–[21]. Although
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Fig. 1. The conventional “short-term” manner may be incapable to perform
correct detection due to the unpredictable nature of movements, yet the
beyond-scope long-term information may potentially valuable to benefit the
current detection.

much improvements have been made, the current main stream
methods are still encountering failure cases, which we believe
it is mainly caused by the “limited sensing scope”. That is,
due to the hard-ware limitation, the state-of-the-art methods
can only use temporally neighbored several frames to conduct
their saliency predictions, and we name such implementation
as “short-term manner”. However, the problem is that when the
spatial information contradicts with the temporal information
short-termly, either the automatically learned short-term deep
model or the hand-crafted fusion scheme may become confus-
ing, producing failure cases eventually. Moreover, the failure
case frequency of such short-term fashion is positively related
to the spatial-temporal contradiction level, limiting the broad
application of video saliency in real scenes, e.g., the cases with
long-period intermittent movement induced motion absence.
Further, such short-term manner also contradicts with the real
human vision system (HVS), e.g., the HVS may continue to
focus on a specific object even in the case that the gazed object
is temporally not so salient.

Thus, all the mentioned above motivates us to investigate a
long-term manner, utilizing the beyond scope spatial-temporal
information to facilitate the current video saliency detection.
We demonstrate the methodology difference between the
short-term manner and our novel long-term manner in Fig. 1.
To achieve it, we propose to exploit the long-term spatial-
temporal information (LSTI) towards more robust detection
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Fig. 2. Demonstration of the differences between the conventional methods
based on the LSTM network and our new method.

with improved accuracy. Our LSTI is initially formulated
from the beyond-scope “high-quality” low-level saliency clues
(Sec. III-A), whose qualities are measured by the newly
designed fast quality assessment scheme (FQA, Sec. III-B).
We design a series of measures to continue to improve
the accuracy of LSTI, so as to ensure the effectiveness of
LSTI in the current problem domain. Meanwhile, due to the
existence of strong semantic coherency between the current
frame and those beyond-scope frames, we propose to utilize
the non-local spatial-temporal similarity to align the LSTI with
the current problem domain (Sec. III-D). Directly benefiting
from the beyond-scope LSTI, those ill-detections may be
easily discriminated from its non-salient nearby surroundings.
By using our newly designed network (see Fig. 2(B)), which
can automatically complement the current frame with the
newly introduced long-term information (i.e., LSTI), we can
achieve high-quality video saliency while avoiding the above-
mentioned short-term induced defects (Sec. IV-C). The salient
contributions of this paper are twofold:
• We propose a novel method to integrate the long-term

spatial-temporal information (LSTI) into the current video
saliency detection framework to cope with the obstinate
short-term induced hollow effects and false-alarm cases.

• We design a new and efficient deep network, which
can automatically complement the LSTI with the current
local spatial-temporal information, towards automatic and
robust high-performance object detection with improved
accuracy in video saliency.

II. RELATED WORK

From the early hand-crafted spatial-temporal low-level
saliency clues guided methods [22] to the current state-of-
the-art deep learning solutions [20], [21], [23], the core ratio-
nale of video saliency estimation remains unchange, i.e., the
video saliency estimation should be able to strike the optimal

complementary state between the spatial info and the temporal
info.

To reveal the saliency clues from the temporal scale,
Haejong and Peyman [24] proposed to compute the contrast
based saliency in a predefined spatial-temporal surroundings.
Similarly, Fang et al. [25] proposed to sense the motion
info from the spatial-temporal perspective via measuring the
short-term temporal residuals within consecutive video frames.
Meanwhile, the optical flow based trajectories can also be
utilized to robust the motion sensing, achieving remarkable
video object segmentation result [26]. Following the bottom-
up scheme, Shen et al. [27] proposed to select a small
group of most representative object trajectories first, and then
these trajectories were iteratively merged into fragments and
clusters to guide a robust video object segmentation. Similarly,
Wang et al. [28] adopted a semi-supervised manner (by using a
newly designed probabilistic model and clustering method) to
further robust the computed trajectory, achieving remarkable
performance improvements.

Rather than focusing on the designation of the motion
revealing strategy, the optical flow guided contrast computa-
tion leading the performance for a long period. Zhou et al. [29]
proposed to compute multi-scale contrast computation over
two consecutive frames sensed optical flow result to reveal
motion saliency. Once the motion saliency has been computed,
it can be fused with color saliency to robust the detections [14].
In [25], the computed motion saliency was adaptively merged
with the color saliency by using entropy-based uncertainty
weights. Similarly, more intuitive fusion methods were pro-
posed to integrate the motion saliency with the color saliency,
e.g., by performing either multiplicative, additive, or maximum
based fusions [29]–[31]. However, all these fusion solutions
are limited when both the motion saliency and color saliency
are simultaneously untrustworthy, producing massive failure
detections.

To strike a better fusion result, the concept of short-term
was proposed in recent years, and its core rationale is to use
the spatial-temporal consistency between consecutive video
frames to robust the fusion result. In order to incorporate the
spatial consistency into the fusion procedure, the graph/CRF
energy minimization [13], [32], the low-rank guided batch-
wise alignments [15], the MRF guide metric learning [33],
and the non-local random forest regressor [34] were pro-
posed and achieved remarkable performance improvements.
However, due to the varying nature of both the video scenes
and the movement patterns, the above mentioned hand-crafted
solutions seem to encounter the performance bottle neck.

In fact, by using the deep learning frameworks [35], [36],
the video saliency detection performance can be improved
significantly. Le and Sugimoto [37] proposed to use 3D
convolution to automatically extract the temporal high discrim-
inative features. However, because its spatial deep features are
computed by RCNN, the learned saliency model is consisted
by a large mount of tunable parameters burdening the com-
putation. To solve this problem, Song et al. [38] proposed to
utilize the Pyramid Dilated Convolution with ConvLSTM to
simultaneously sense both the spatial info and the temporal
info, which outperformed Le’s work by a large margin while
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running in real-time speed. Similarly from the spatial-temporal
perspective, Jian et al. [39] proposed a two-stream fully con-
volutional neural network to enhance the saliency consistency.
Li et al. [21] proposed to utilize the newly revised LSTM
network to automatically integrate the non-local spatial info
into the short-term temporal info, and its processing speed is
also extremely fast.

Specially, although the above mentioned Full Convolution
Network based methods [20] have achieved significant per-
formance improvement, it still seem to encounter 2 major
limitations, i.e.„ the shortage of well annotated videos for
model training and the boundary blur of the saliency predic-
tion. Actually, the shortage of training dataset problem can be
alleviated by either adopting additional training dataset [39] or
using synthetic data [20], e.g., the most recent [40] has utilized
the human eye fixation [41] to facilitate the video saliency
deep model training, archiving the leading performance. Also
the boundary blur problem can be effectively alleviated by
using the CRF refinement [35], [37].

Although much achievements have been made by the above
mentioned efforts, the saliency revealing scope of the current
state-of-the-art methods are still limited within the short-
term scope, and massive failure detections can be easily
found toward those scenarios with complex backgrounds while
the temporal info undergoes long-period untrustworthy state.
Thus, Chen et al. [33] proposed to use the metric learning
solution to respectively learn the short-term common consis-
tency of the salient foregrounds and then pool all these learned
saliency model to represent the long-term info to improve
the detection performance. However, since the adopted met-
ric learning itself is heavily dependent on the intermediate
assumption of the non-salient near surroundings, the newly
revealed long-term info frequently becomes invalid due to the
varying nature of the video scenes.

Inspired by the established inter-image non-local corre-
spondences for image saliency detection [42], this paper
propose to use the inter-frame semantic coherency to integrate
the long-term spatial-temporal info (LSTI) into the current
problem domain while utilizing the deep learning framework
to robust its usage. By doing this, we can easily solve the
above mentioned limitations and further improve the detection
performance.

III. THE LONG-TERM SPATIAL-TEMPORAL

INFO REVEALING AND ALIGNING

Since we propose to reveal our long-term spatial-temporal
info (LSTI) from the pre-computed low-level saliency, we will
introduce the detailed low-level saliency computation here.

A. Low-Level Saliency Computation
Given an input video sequence, we utilize SLIC [43] method

to over segment each video frame into mid-level superpixels.
And then, we follow the work [15] to compute the motion
saliency clues (MS) via performing superpixel based non-
local contrast computation over the Optical Flow [44] sensed
temporal info. Meanwhile, we directly utilize the pre-learned
image saliency model, i.e., the DSS method [36], to represent

Fig. 3. The main procedure of low-level computation.

the corresponding color saliency (CS). Thus, we can formulate
the low-level saliency (LS ∈ R

1×N S , and N S represents the
superpixel number) via multiplicative based fusion as Eq. 1.

LS = ξ(MS)� ξ(CS), (1)

where ξ represents the min-max normalization and the �
denotes the element-wise Hadamard product. We also demon-
strate the pipeline of the low-level saliency computation
in Fig. 3.

Benefiting from the multiplicative based fusion mechanism,
those non-salient backgrounds with inconsistent MS and CS
can be easily compressed. Thus, in most cases, the low-
level saliency LS can well handle those camera view angle
change induced false-alarm detections. However, due to the
multiplicative nature of Eq. 1, the LS itself frequently encoun-
ters the hollow effects toward those salient object undergo-
ing intermittent movements. Meanwhile, because the overall
quality of the computed LS frequently varies with both the
scene complexity degree and the current movement pattern,
only those beyond scope “high quality” LS are potentially
valuable to be regarded as the long-term spatial-temporal
info (LSTI) to benefit our subsequent detection in the current
frame. Therefore, we propose to utilize our newly designed
fast quality assessment scheme (Sec. III-B) to filter those “low
quality” LS before revealing the LSTI from it.

B. Fast Quality Assessment (FQA)
Since our low-level saliency computation is based on the

multiplicative fusion scheme, those high quality low-level
saliency LS must correlate to high quality spatial-temporal
saliency assumptions simultaneously. Thus, the quality degree
of the LS (Eq. 1) is intuitively positively correlated to the
consistency degree between the MS and the CS. And we
propose to utilize Eq. 2 to measure such consistency degree
efficiently.

Cons = ||max{T− abs(�(CS)−�(MS)), 0}||0/ϑ, (2)

where Cons ∈ [0, 1] denotes the consistency degree between
the MS and the CS, and T is a predefined hard threshold.
Specially, �(·) in Eq. 2 denotes the dynamic binarization func-
tion, ϑ ← max{||�(CS)||0, ||�(MS)||0} denotes the number
of the non-zero elements of the video frame after using �(·)
function. To this end we can utilize Eq. 2 to measure the
quality degree of the given LS, however, we found exceptions
that the real quality of LS may contradict with the Cons
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Fig. 4. Pictorial demonstrations toward our fast quality assessment scheme
selected high-quality low-level saliency.

degree, which is mainly induced by the fact that our Cons
degree may bias toward to those frames with small ϑ value.
To solve this problem, we sort all Cons by descending order
firstly, and then we select the Top-50% as the high-quality
subgroup. Then, for this high-quality subgroup, we utilize the
ϑ value to perform the second round ranking by descending
order and only the Top-30% will be potentially used as LSTI.
We demonstrate the selected high-quality LS in Fig. 4.

C. The LSTI Formulation
Given a video frame, the corresponding long-term spatial-

temporal info (LSTI) can be revealed from those high-quality
“beyond scope frames” (i.e., the frame interval > 16). Then,
these newly revealed LSTI will be aligned into the current
problem domain to robust the detection performance. Here we
adopt the SIFT-Flow [45] method to perform the inter-frame
pixel-wise alignments as Eq. 3.

[Qt,v , Et,v ] = SF(It , Iv ), s.t . abs(t − v) > 16, (3)

where SF(·) represents the SIFT-Flow algorithm, It denotes
the t-th current frame, Iv denotes one of the FQA scheme
(Sec. III-B) selected long-term frames, Q ∈ R

W×H×2 repre-
sents the inter-image pixel-wise alignment info, E ∈ R

W×H×1

represents the corresponding alignment error, W and H denote
the width and height of the video frame respectively.

By using Eq. 3, we can respectively obtain one pixel-wise
alignment matrix Q for each frame pair, i.e., {It , Iv }. Actually,
the SIFT-Flow method provided inter-frame correspondences
are reliable in general due to the intrinsic semantic coherency
within the video data. However, due to the varying nature
of the salient foregrounds, the SIFT-Flow guided correspon-
dences may become untrustworthy when the salient fore-
grounds undergo fast movement with drastic scale variation
simultaneously. To alleviate this problem while maintaining
the efficiency, we propose to use Eq. 4 to measure the non-
local saliency-aware alignment quality and then the Top-m
bests are selected as the revealed LSTI.

Alqt,v = ||Et,v � G(LSv )||1/||G(LSv )||1, (4)

where Alqt,v represents the frame-level alignment quality
between the current t-frame and the v-th beyond scope frame,
the alignment error matrix E can be computed by Eq. 3,
and the function G(·) converts the superpixel-wise LS into
W × H pixel-wise matrix. Meanwhile, all video frames are

Fig. 5. The architecture of our newly designed network. Our network can
simultaneously take full advantage of the LSTI usage while adopting the
spatial-temporal smoothness constraint to produce high performance video
saliency detection.

down-sampled to 150×150 before performing the SIFT-Flow
alignment to alleviate the computation burden. So far, we have
aligned those valuable LSTI to the current problem domain by
using Eq. 3 and Eq. 4, and then the superpixel-wise non-local
alignments can be assembled accordingly.

D. Non-Local LSTI Alignment
By using Eq. 3 and Eq. 4, we can explicitly formulate the

proposed LSTI into amount of “instance pairs” and then regard
it as the training dataset to train the proposed video saliency
detection model. However, in our observation (see quantitative
details in TABLE. III), we notice that almost 13% previously
formulated LSTI are “incorrect”, e.g., salient regions aligned
with non-salient backgrounds, which is mainly caused by the
incapability of the SIFT-Flow algorithm to handle both the
scale variation and the large displacement. Thus, we propose to
adopt the coarse-to-fine solution to alleviate this problem. That
is, instead of directly performing the SIFT-Flow alignments
to formulate our LSTI, we propose to utilize the Region
Proposal Network (RPN) [46] provided object-level prior to
coarsely locate the salient foregrounds beforehand (see Coarse-
level Localization in Fig. 5). For each video frame, we select
one RPN object proposals with largest IOU rate toward the
pre-computed low-level saliency info as the coarsely located
non-local region (NR). Then, by performing fine-level align-
ments (i.e., SIFT-Flow alignments) between two aligned NRs
(see Eq. 5), we can effectively alleviate the scale-variation/
large-displacement induced miss-alignments.

[Qt,v , Et,v ] = SF(NRt , NRv ), s.t . abs(t − v) > 16. (5)

Meanwhile, in order to avoid using the incorrect LSTI as
training data, we further filter those already aligned non-local
regions with large E via using dynamic thresholding TE :

Q(x)t,v ← Q(x)t,t i f E(x)t,v > TE , (6)

where x denotes the corresponding elements of the given align-
ments matrix, v1, v2 respectively denotes the Top-2 selected
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Fig. 6. Qualitative demonstration toward the effectiveness of our LSTI strategy. Since our newly integrated long-term info can emphasis on the common
saliency consistency from both the spatial and the temporal perspective, those intermittent movements (mainly from the non-salient backgrounds with plain
camera movement) induced false-alarms can be correctly suppressed while highlighting the salient objects.

Algorithm 1 Main Steps of LSTI Revealing and Aligning

frames by Eq. 4. We empirically assign TE as 1.2
N S ×

min{Alqt,v1, Algt,v2}, and N S denotes the superpixel number.
So far, we can improve the LSTI error rate from the previous
13% (Frame-level Align) to the current 3.5% (Non-local Align
with EM), see quantitative proofs in TABLE. III. We also
provide the a pseudo code to describe the main steps of our
LSTI Revealing and Aligning as Algorithm 1.

To this end, the key proposals are already selected solely
considering the pre-estimated low-level saliency clues, i.e., the
LS (Eq. 1). Although such implementation is efficient and
effective in most cases, the LS itself may not always robust
to guide the key proposal selection, specially for the non
key frames. Moreover, the video spatial-temporal consistency
degree also affects the robustness of our non-local LSTI
alignment accuracy, thus the revealed LSTI may become less-
trustworthy for videos with weak spatial-temporal consistency,
e.g., video sequences with intermittent target disappearance.
Inspired by previous works [41], [47], we can resort the
saliency fixation, as a complementary clue for the LS, to robust
our non-local LSTI alignment. That is, when we conduct non-
local LSTI alignment (mentioned in Sec. III-D) for sequences
with weak spatial-temporal consistency, it is advisable to
re-rank the IOU order (i.e., LS & RPN box) by further
considering the fixation clue (predicted by any off-the-shelf
method) as an alternate localization clue.

IV. OUR NOVEL DEEP SALIENCY MODEL

A. Intuitive Deep Features
Being noticed that the moving objects can easily attract

the attention of human vision system even in scenario with
complex backgrounds, the designed saliency model should

bias toward the temporal info when considering the LSTI
integrated deep features. Thus, we formulate the input data
layer to receive 6 channel inputs (RGB+LOM, see Fig. 5),
including the RGB info, the low-level saliency (L), the optical
flow gradient (O), and the motion saliency (M). Since the
spatial common consistency of the salient foregrounds can be
revealed from the RGB info, the off-the-shelf LOM is able
to effectively shrink the problem domain while avoiding the
learning ambiguity.

Supposing we have two aligned superpixels,
i.e., [S Pt,i , S Pv, j ], we utilize the multi-scale VGG16 network
to formulate its convolutional deep features to handle the
scale problem. Thus, its corresponding deep features can be
represented as ft,i = [ flocal, fmid ]∈ R

1×(4096+4096), where
flocal and fmid respectively denote the local info (represented
by a bounding box containing the given superpixel tightly)
and the mid-level info (with bounding box 4 times larger
than the local one) of the given superpixel. Thus, the deep
feature of LSTI can be coarsely represented by concatenating
ft,i with its inter-image aligned fv, j , and then we can feed
it to the ANN network for the video saliency classification.
We denote the above intuitive model as “LSTI”, and its
qualitative demonstrations can be found in Fig. 6 and
quantitative results can be found in Fig. 9.

B. Deep Feature Computation Acceleration

Given a video frame, it is time consuming (almost 6s for
a single 300 × 300 video frame) to directly use the above
mentioned strategy to conduct LSTI integrated deep feature
computation for each superpixel, not to mention the multi-
scale feature computation induced additional computation
costs. To solve this problem, we adopt the revised VGG16 +
ROIPooling [48] framework to obtain the deep feature, and
we list the main modifications as following: First, we replace
the final ROIPool layer to the ROIAlign layer [49] to robust
the scale problem while compressing the miss-aligned cases
(almost 3.5% in our training dataset); Second, we utilize the
RPN network to integrate the object-level prior into our LSTI
alignment steps, which can effectively reduce the problem
size by half; Third, for each superpixel, we directly feed the
bi-scale object proposals to the ROIAlign layer to obtain the
two 4096-dimensional deep features to represent the high-level
semantics info. By adopting the above mentioned steps, we can
accelerate the deep feature computation by almost 10 times.
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Fig. 7. Qualitative comparisons between our method and the state-of-the-art methods, where (a) denotes the source input video frame, and the human
annotated binary ground truths (GT) are demonstrated in (b), (c) demonstrates the results obtained by our method (highlighted with red rectangle), and
some state-of-the-art methods, including RADF18 [53], DLVSD18 [20], FL18 [33], FD17 [15], DSS17 [36], RFCN16 [55], DHS16 [54], MDF15 [35] and
GF15 [13].

C. LSTI Guided Spatial-Temporal Deep Saliency Learning
To robust the usage of mentioned above LSTI, we propose to

align multiple (m) beyond scope long-term info to the current
video frame. Thus, we can represent the S Pt,i ’ deep feature of
the LSTI F as ( ft,i , fv, j ), j = 1, 2, ..., m, where m denotes
the maximum inter-image alignment number of the long-term
info.

Therefore, the non-local joint loss function of the LSTI can
be formulated by Eq. 7.

Lnon = −
NT∑

i=1

m∑

j=1

{Zi log Pr(Si, j = 1|Fi, j ,�)

+(1− Zi ) log Pr(Si, j = 0|Fi, j ,�)} · Alqi, j , (7)

where Z is the corresponding groundtruth label, Pr denotes
the probability of the activation value toward the LSTI deep

feature Fi, j , NT denotes the total number of adopted training
instance, Alq (Eq. 4) measures the inter-frame non-local
alignment reliability, Si, j denotes the saliency output of the
j -th aligned LSTI toward the i -th superpixel, and � denotes
the collection of all network parameters.

Meanwhile, because the spatial-temporal saliency con-
sistency is extremely important for the high-quality video
saliency detection [13], we propose to integrate it into our deep
learning framework. Thus, we can formulate the temporal loss
of the proposed LSTI as Eq. 8.

Ltem =
∑

i=1:N
C(u, i)Lt−1

non (u)+ C(v, i)Lt+1
non (v), (8)

where the superscript t denotes the frame index, u, v, i are
the subscripts to denote three spatial-temporally neighbored
superpixels, function C(u, i) returns the color similarity, which
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Fig. 8. Qualitative comparisons over UCF dataset, where (a) denotes the source input video frame, and the human eye fixation based ground truths (GT)
are demonstrated as the red rectangle in (a), (b) demonstrates the results obtained by our method (highlighted with red rectangle), and some state-of-the-art
methods, including RADF18 [53], DLVSD18 [20], FL18 [33], FD17 [15], DSS17 [36], RFCN16 [55], DHS16 [54], MDF15 [35], GF15 [13] and SA15 [32].

Fig. 9. Component qualitative evaluation curves over Davis [60] and
SegTrackV2 [62] dataset.

can be computed by ex p(−ω · ||cu, ci ||2), where cu denotes
the RGBLab color info of the u-th superpixel, and ω is the
weighting parameter. Therefore, the final spatial-temporal loss
of our LSTI can be formulated as Eq. 9.

L f inal = Lnon + Ltem . (9)

By minimizing L f inal , we can simultaneously utilize the LSTI
to robust the current saliency detection while ensuring the
saliency consistency between consecutive video frames. And
the detailed architecture of our LSTI guided deep saliency
model can be found in Fig. 5.

V. EXPERIMENT AND EVALUATIONS

We have conducted massive quantitative experiments over
8 public available dataset to prove the effectiveness of our
method. All video frames are down-sampled to 300× 300 to
balance the performance trade-off between the efficiency and
the accuracy. The dataset adopted in our quantitative evaluation
includes SegTrackV2 [62], Davis [60], DS [61], UCF [63],
Visal [13], FBMS [64], UVSD [65], and MCL [31].

A. Evaluation Metrics
We adopt the F-measure and the mean absolute error (MAE)

to evaluate the performance of our method, including: the
F-measure and the mean absolute error (MAE). As the recall
rate is inversely proportional to the precision, the tendency of
the trade-off between precision and recall can truly indicate the
overall video saliency detection performance. Thus, we utilize
the F-measure (β2 = 0.3) to evaluate such trade-off. Moreover,
since both metrics of MAE and F-measure are based on pixel-
wise errors and often ignore the structural similarities, we also
adopt the structure measure S-measure [66] and enhanced-
measure E-measure [67] to conduct quantitative evaluation.

B. Implementation Details
We implement our method using Matlab2016b with Caffe

toolbox. We over segment all input frames into two scales,
i.e., we initial assign the superpixel number as {300, 500}
respectively, to handle the varying scale of the salient fore-
grounds. We empirically assign the hard threshold T (Eq. 2),
the weighing parameter ω of the function C(·) (Eq. 8), and the
maximum inter-image alignment number of the long-term info
m respectively as {0.3, 5, 5}. All these parameters are fixed
throughout all experiments. And all evaluations are conducted
on a workstation with NVIDIA GTX 1080Ti GPU, Intel Xeon
W-2133 CPU (6 cores with 12 threads) and 32G RAM.

Both the optical flow computation (down-sampled to 150×
150) and the SIFT-Flow computation (down-sampled to 100×
100) are parallel computed by CPU, which respectively
takes about 0.08s and 0.2s per frame. Also, we use CUDA
to accelerate the non-local contrast based motion saliency
computation, which improves the computation cost from
2s to 0.2s. Meanwhile, the deep feature computation almost
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TABLE I

QUANTITATIVE COMPARISON RESULTS OF 18 STATE-OF-THE-ART METHODS OVER 8 DATASETS. BECAUSE THE CODE OF MBNM [50],
SCNN [51], SCOM [52] ARE CURRENTLY NOT PUBLIC AVAILABLE, WE REFER THEIR RESULTS FROM THE PAPER [40], AND

“∗” DENOTES THE ABSENT DATA. THE COLUMN-WISE BESTS ARE MARKED WITH RED COLOR, THE 2ND-BESTS

ARE MARKED WITH GREEN COLOR, AND THE 3RD-BESTS ARE MARKED WITH BLUE COLOR

takes 0.63s per frame, and it takes an additional 0.25s for the
saliency prediction. Thus, our method totally takes about 1.4s
for a single video frame.

We formulate our training data from three dataset, i.e., the
SegTrack2, DS, and the Davis, which totally contains about
5000 video frames with high-quality pixel-wise annotations.
Since there are totally 5000(frames)×5(m)×(300+500)(two−
scale SLIC) = 20 million non-local LSTI samples, where
the salient samples take almost 10% of the total. Therefore,
to avoid the over-fitting problem, we randomly select 30k
salient samples and 30k non-salient samples to train our deep
saliency model, which is approximately 0.3% of the entire
dataset. We initialize the weights of new layers using gaussian
distribution, and the remaining FC layers are fine-tuned on [68]
proposed model. We train the network for 25k iterations, using

Stochastic Gradient Descent (SGD) with a moment 0.9, weight
decay 0.005, and learning rate 0.001.

C. Component Evaluation
To demonstrate the robustness of our method toward the

color saliency model, we have replaced the DSS17 [36]
(adopted in our previous submission) with the conventional
HS13 [58], and we denote the quantitative result after adopting
the HS13 as “ColorHS”. By comparing the quantitative results
between ColorHS and FS (our final saliency using DSS17),
we can notice a slight performance degeneration after replac-
ing the DSS17 model with the HS13 model, and we believe
this is reasonable because our LSTI method is designed to
further boost the detection performance over the pre-computed
low-level saliency. Meanwhile, since the usage of HS13 won’t
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TABLE II

THE DETAILED COMPONENT QUANTITATIVE EVALUATION RESULTS

TABLE III

MEASURES TO ALLEVIATE LSTI ALIGNMENTS ERROR RATE OVER
DIFFERENT DATA SETS. WE EXCLUDE THE DS DATASET

HERE BECAUSE ITS GROUNDTRUTHES ARE

COARSELY MARKED BY RECTANGLES

lead to a significant performance degeneration, we believe our
proposed LSTI method is relatively insensitive to the adopted
color saliency model.

To validate the effectiveness of our fast quality assess-
ment (FQA), we have attempted to implement our LSTI
without using the FQA component, i.e., we select multiple
(with identical number to our FQA strategy) video frames
with fixed time interval as the key frames, and we denote the
quantitative result as “w/o-FQA”. The quantitative results can
be found in Table. II and Fig. 9, where the significant perfor-
mance decreasing of the w/o-FQA suggests the effectiveness
of our FQA strategy. As for the coarse-level localization (we
abbreviate it as CLL), because its usage can effectively shrink
the problem domain while alleviating the large displacement
inducted incorrect SIFI-Flow alignments, the absent of CLL
component decreases the overall performance (see the quanti-
tative result “w/o-CLL”), indicating its effectiveness. Further,
our spatial-temporal consistency constraint also impacts the
overall performance, and we denote the performance without
using this constraint as “w/o-STSC”, and its corresponding
quantitative results (Table. II and Fig. 9) indicate a decreased
performance. We also validate the effectiveness of our long-
term info usage by abandoning the LSTI alignments, which
is denoted by “w/o-LSTI”, and we can easily notice a sig-
nificant performance decreasing of “w/o-LSTI”, proving its
effectiveness.

D. Compare with the State-of-the-arts

We compare the proposed algorithm with 18 state-of-
the-art methods, including deep learning based methods as
well as other non-deep competitors including MBNM18 [50],

Fig. 10. The failure cases of our proposed method. Such cases are mainly
caused by the weak long-term spatial-temporal coherency, which may be
alleviated by formulating the LSTI within the self-paced manner.

SCNN18 [51], SCOM18 [52], RADF18 [53], DLVSD18 [20],
FL18 [33], FD17 [15], DSS17 [36], RFCN16 [55],
DHS16 [54],MDF15 [35], MC15 [31], GF15 [13], SA15 [32],
SU14 [56],CS13 [59], HS13 [58] and MF13 [57]. For the
objective comparisons, all quantitative evaluations are con-
ducted using the source codes provided by the authors with
parameters unchanged.

We demonstrate the detailed F-measure, Max F-measure,
MAE, as well as the corresponding precision and recall scores
(maxP and maxR) in Table. I. All these quantitative results
demonstrate the performance advantages comparing to the
state-of-the-art methods.

For the comparison results over the Davis dataset (Fig. 7)
and the UCF dataset (Fig. 8), almost all the current state-of-
the-art methods easily produce massive false-alarm detections
for those sequences with dynamic backgrounds while coupling
irregular movement patterns, and the hollow effects can also
be frequently observed. However, benefiting from our newly
introduced LSTI, such failure detections can correctly be
solved by our method. Meanwhile, as for the SegTrackV2 and
Visal datasets, our method can significantly outperform in
recall rate, because these datasets are dominated by motions,
and those short-term motion abruptiones can be well handled
by our non-local LSTI strategy.

Specially, as for the quantitative comparisons over the DS
dataset, our method can only slightly outperform the other
methods, which is mainly because the DS dataset is dominated
by the color info, and the solely spatial info based image
saliency detection methods (e.g., DHS16) can also produce
competitive detections. Thus, we believe that our performance
over DS dataset can be potentially boosted by adopting more
accurate color saliency network.

E. Limitations
Because our LSTI revealing is heavily dependent on those

beyond scope long-term info, our method can only be operated
within the off-line manner. Another limitation is that our
method tends to be time-consuming, i.e., almost 1.4s for a
single 300×300 video frame. Consequently, our method tem-
porally not supports the end-to-end real-time video saliency
detection. Also, the effectiveness if our LSTI scheme toward
the performance improvements may be limited in those videos
with weak spatial-temporal coherency, e.g., with rapid and
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TABLE IV

THE DETAILED AVERAGE TIME CONSUMPTION TOWARD
DIFFERENT PARTS OF THE PROPOSED METHOD

drastic scale variations, intermittent occlusion and revealment,
which easily increases the error rate of the aligned LSTI. And
the failure cases can be found in Fig. 10.

VI. CONCLUSION

This paper has proposed a novel supervised deep convo-
lutional network for video saliency detection, which utilizes
the long-term spatial-temporal information (LSTI) to facilitate
saliency detection. Due to the absence of long-term informa-
tion, both the intermittent movements induced hollow effects
and the external disturbance caused false-alarm detections can
frequently occur in the conventional methods using only short-
term spatial-temporal information. Our new method intends
to reveal the LSTI from the high-quality low-level saliency
estimations, which could be characterized using the newly
designed fast quality assessment (FQA) scheme, by perform-
ing non-local inter-frame alignments guided by SIFT-Flow.
Next, we utilize a novel deep saliency framework to take full
advantage of the newly available LSTI to simultaneously learn
the discriminative information towards the salient foregrounds
while maintaining strong spatial-temporal saliency consistency
in order to achieve high-performance video saliency detection.
In our near-future works, we will focus on two aspects.
First, we will endeavor to adapt our method into an end-to-
end architecture to enable real-time video saliency detection.
Second, by using GANs to generate labeled training datasets,
we are able to alleviate the training data shortage dilemma
towards the end-to-end model training in video saliency.
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