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Abstract
In this paper, a robust and blind image watermarking algorithm via circular embedding and bidimensional empirical mode
decomposition (BEMD) is developed. First, the watermark image is scrambled by Arnold transform to increase the security
of the algorithm. Second, the Hilbert curve is adopted to reduce the scrambled 2D watermark image to one-dimensional
watermark signal. Third, the host image is decomposed by BEMD to obtain the multi-scale representation in the forms of
intrinsic mode functions (IMFs) and a residue. Then, the extreme points of the IMFs are extracted as the embedding locations.
Finally, the one-dimensional watermark signal is repeatedly and cyclically embedded in the extreme locations of the first
IMF according to the texture masking characteristics of the human visual system, which greatly improves the ability of our
algorithm against various attacks. The final watermarked image is reconstructed by combining the modified first IMF and
the residual. The watermark can be successfully extracted without resorting to the original host image. Furthermore, image
correction can be applied before image watermarking extraction if there are geometric attacks in watermarked image. A large
number of experimental results and thorough evaluations confirm that our method can obtain higher imperceptibility and
robustness under different types of attacks, and achieve better performance than the current state-of-the-art watermarking
algorithms, especially in large-scale cropping attack, JPEG compression, Gaussian noise, sharpening, Gamma correction,
scaling, histogram equalization, and rotation attacks.
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1 Introduction andmotivation

With the widespread popularity of image acquisition equip-
ments and the rapid development of digital media commu-
nication technologies, magnanimous images could be easily
acquired, duplicated, revised, and disseminated. Apart from
these conveniences, the abuse of images, copyright infringe-
ment, malicious dissemination have arisen and attracted
extensive attentions in the area of digital media and infor-
mation technologies. To solve the aforementioned issue and
protect the copyright of images, image watermarking has
been widely studied as a very promising information secu-
rity technology and plays an important role in protecting the
copyright of digital images.
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Recently, a powerful tool for processing non-stationary
and nonlinear one-dimensional signals, named empirical
mode decomposition (EMD), has been proposed and widely
studied in signal processing. EMD has also been extended
to two-dimensional image processing and adopted in image
watermarking algorithms [1,2,7,27]. Although EMD has
been extended and adopted in watermarking algorithms,
there are still many limitations yet to be addressed. First,
embedding watermarks in sub-images may result in visual
block effects, and the size matching between the watermark
image and the sub-images limits the application scope of the
algorithms [1,7,27]. Second, the original host images are uti-
lized in watermark extraction process [1,2,27], which might
not be available in most cases. Third, randomly modifying
the IMFs [2] gives rise to lower imperceptibility and less
robustness against attacks. More seriously, all of these algo-
rithms are feeble against geometric attacks, such as rotating,
cropping, and scaling.

To overcome the aforementioned limitations, a robust and
blind image watermarking algorithm via circular embed-
ding and BEMD is developed in this paper. Watermark
image is first scrambled by Arnold transform to increase its
security. Then, the Hilbert curve is adopted to reduce the
two-dimensional scrambled watermark image into a one-
dimensional watermark signal. For the host image, instead
of dividing it into sub-images, it is directly decomposed by
BEMD to obtain the multi-scale representation, which can
avoid the visual block effects across the boundaries of sub-
images.

According to texture masking characteristics of HVS, it
is natural to embed the watermark into the regions with
rich textures. For that, the prepared one-dimensional water-
mark signal is repeatedly and circularly embedded into the
extremum positions of the first IMF, which greatly improves
the ability of our algorithm against various attacks. The final
watermarked image is obtained by combining the modi-
fied first IMF and the residual. In the watermark extraction
stage, the watermark can be successfully extracted with-
out the original host image. Moreover, image correction
can be optionally applied before watermark extraction if
watermarked images are attacked by geometric attacks. The
pipeline of our watermarking framework is illustrated in
Fig. 1.

The salient contributions of this paper can be summarized
as follows:

– Hilbert curve is utilized to transform the watermark
image of any size and any dimension to one dimen-
sion signal,which scrambles thewatermark and enhances
the security of the algorithm. Moreover, this dimension
reduction strategy not only solves the problem of size
matching between watermark image and host image, but

also avoids the block artifacts suffered in most water-
marking algorithms.

– Watermarks are embedded into the extremum positions
of the first IMF by considering the HVS characteristics
of texture masking. This embedding scheme enables our
method to produce higher imperceptibility, robustness,
and less distortion than previous BEMD-based water-
marking algorithms, in which the watermarks are simply
embedded into the residue or randomly embedded in dif-
ferent IMFs.

– Robust and blind imagewatermarking algorithm is devel-
oped via the circular embedding andBEMD. The circular
embedding strategy increases the embedding capacity
and enhances the robustness of the algorithm against var-
ious attacks, especially for large-scale shear attack, JPEG
compression. Optional image correction further enables
the algorithm to combat geometric attacks.

2 Related works

In this section, traditional watermarking algorithms, hybrid
watermarking algorithms, and BEMD-based watermarking
algorithms are briefly reviewed.

TraditionalWatermarking Algorithms. Traditional water-
marking algorithms can be generally divided into two cat-
egories, spatial domain-based methods and the transform
domainmethods. The spatial domain-basedmethods directly
embed the watermark into the host image and modify its
pixel values slightly. One well-known spatial domain-based
method is embedding the watermark in the least significant
bit of host image pixels [8,12]. Generally speaking, spatial
domain-based methods have low computational complexity,
however, they are not robust against most attacks.

In contrast, the transform domain-based methods trans-
form the host image into frequency domain and the water-
mark is embedded by modifying the frequency coefficients
of host image. The widely studied transform domain-based
methods include discrete Fourier transform (DFT) [9,30,32],
discrete cosine transform (DCT) [5,10,28], discrete wavelet
transform (DWT) [3,23,37], and singular value decomposi-
tion (SVD) [14,21,22]. In contrast to spatial domain-based
methods, the transform-based methods are relatively more
robust to the image processing andmost attacks, even though
they usually require complex computation.

Hybrid Watermarking Algorithms. Combining the exist-
ing technologies, hybridwatermarking algorithms [15,24,26]
have been rapidly developed in recent years. To balance
the tradeoff between imperceptibility and robustness of the
watermarking algorithm, Roy and Pal [24] proposed a blind
image watermarking algorithm based on Redundant DWT
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Fig. 1 The pipeline of watermark embedding. a Host image. b BEMD
with the obtained three IMFs and a residue. c The number of mini-
mum and maximum points of each layer. d Number of extreme points

in IMF1. e Watermark image. f Arnold transform. g Hilbert curve. h
One-dimensional signal. i Embedding processing. j Final watermarked
image

and DCT, while Mohamed et al. [15] put forward a blind
hybrid image watermarking method by using DFT and DCT.

Taking advantage of amplified pseudo-noise strings,
discrete curvelet transform, and DCT transform, a blind
watermarking algorithm is proposed in [26]. These hybrid
watermarking algorithms are resistant to the common image
watermarking attacks; nonetheless, they are still not robust
to geometric attacks, especially rotation attack. In addition,
the computational complexity of these hybrid watermarking
algorithms is extremely higher because we have to combine
several transform domain techniques together.

BEMD-Based Watermarking Algorithms. Apart from the
traditional and hybrid watermarking algorithms, BEMD-
based watermarking algorithms [1,2,7,27] have drawn more
and more attention. Sabri et al. [2] proposed a non-blind
watermarking method by using a secret key to randomly
select a sequence of pixels in each IMF to be modified.
Randomly modifying the IMFs of host image reduces the
imperceptibility of the algorithm. In [27], host image is
first decomposed into several self-fractional Fourier func-
tion images, then these images are further decomposed into
IMFs using BEMD. Finally, watermarks are embedded in the
residue of decomposed image. Abbas et al. [1] proposed an
image watermarking method based on lifting wavelet trans-
form, DWT, and BEMD. Combining three decomposition
methods causes the (new) algorithms of high computation
complexity. These algorithms are non-blind algorithms, and
original image should be provided in watermark extraction.

Bi et al. [7] proposed a blind image watermarking algo-
rithmbased onwavelet transformation andEMD.Host image
is first divided into non-overlapped sub-blocks, then the
watermark is embedded in the mean trend of middle fre-

quency sub-images in the wavelet domain. These algorithms
have worse performance under geometric attacks such as
rotating, translating, and scaling. Moreover, dividing the
original image into sub-images requires the size of the water-
mark image should match with the size of the sub-images,
which limits the application scope of these methods.

3 New algorithm

3.1 Overview of watermark embedding

Given a gray image I(x, y) with the size m × n as the
host image and a binary watermark image W(x, y) with
the size N × N , Fig. 1 illustrates the pipeline of our new
algorithm by taking the Baboon as a host image and the
Unity as the watermark image. For the watermark image
W(x, y) (Fig. 1e), it is first scrambled by Arnold transform
to increase the security of the algorithm, and the scrambled
image Wa(x, y) is obtained (Fig. 1f), which will be further
transformed into one-dimensional signalWh (Fig. 1h) using
Hilbert curve (Fig. 1g). For the host image I(x, y) (Fig. 1a), it
is decomposed into multi-scale representation of IMFs and a
residue by BEMD (Fig. 1b). After that the extreme points are
extracted from the IMFs (Fig. 1c) and the embedding posi-
tions are eventually selected in the first IMF. Then, Wh is
circularly embedded in the first IMF at the extreme positions
(Fig. 1i). Finally, the watermarked image Iw(x, y) (Fig. 1j)
is obtained by combining the modified first IMF with other
IMFs and the residue.

123



2204 X. Wang et al.

3.2 Preprocessing

Encryption via the Arnold Transform. To enhance the
robustness and security of watermark image, the watermark
image is first permuted by Arnold transform before embed-
ding. For watermark imageW(x, y) and the pixels’ positions
{(x, y)|x, y = 0, 1, 2, . . . , N − 1}, Arnold transform is for-
mulated as

(
x ′
y′

)
=

(
1 1
1 2

) (
x
y

)
mod(N ), (1)

where x ′ and y′, respectively, represents the position after
shifting from the original position of x and y, N is the size of
watermark image, mod(N ) denotes the modulus operation
(divided by N ). This is an iterative process by moving pix-
els’ positions several times and returning to original position
after T iterations, which is the period of Arnold scrambling.
After Arnold transform, the correlations between the image
pixels are damaged and no meaningful information can be
directly observed. Figure 1e–f shows a watermark image and
the result after Arnold transform.

Conventionally, the encrypted image could be recovered
to the original image by performing T − H iterations, if H
scrambling iterations have been applied on the watermark
image. In principle, the image can be effectively restored by
the inverse Arnold transformation, which is defined as

(
x
y

)
=

(
2 −1

−1 1

)(
x ′
y′

)
mod(N ). (2)

Dimensional Reduction. Hilbert curve was first developed
by David Hilbert [17] and is one type of space-filling curve
in two-dimensional space which passes through all the points
once and only once in certain predefined order. Comparing
with other kinds of space-filling curves, such as Z-curve,
Peano curve, and Gosper curve, Hilbert curve enjoys strong
local properties,making itmore suitable in image processing.
Hilbert curve is a continuous curve and can be viewed as a
continuous, surjective and nowhere differentiable function
[25], which maps a higher-dimensional space into a one-
dimensional space

f : {1, . . . , n}d �→ {1, . . . , nd}. (3)

Themapping frommultidimensional space to one-dimensi-
onal space of Hilbert curve induces a natural dimension
reduction from a 2D image to one-dimensional signal. Moti-
vated by this observation, Hilbert curve is adopted to solve
the problem of size matching between the watermark image
with the host image. Before the watermark embedding,
the encrypted watermark image is first transformed to one-
dimensional signal. Since the pixels of scrambled watermark

image are placed in a sequence according to the order of
Hilbert curve passing through them, therefore, the security
of the watermark image is further enhanced. Figure 1g, h
shows the Hilbert curve and the reduced one-dimensional
signal.

BidimensionalEmpiricalModeDecomposition.EMDwas
first proposed in [20] and had become an effective and
powerful tool for analysing nonlinear and non-stationary
signals. It decomposes the signal into a finite sum of fre-
quency components, named IMFs and a residue, which are
ranging from higher frequency to lower frequency. Unlike
traditional Fourier and wavelet transform methods, which
usually decompose a signal into different scales using pre-
defined basis functions, while EMD expresses a signal as
expansion of IMFs, which is a fully adaptive and data-driven
decomposition algorithm. For its good properties and ease
of implementation, EMD has captured much attention and
has been widely applied in 1D signal processing [13,20],
2D image processing [29,38] and 3D geometry processing
[18,19,33–36,39].

BEMD is a natural generalization of one-dimensional
EMD for two-dimensional image processing. Similar to one-
dimensional EMD, BEMD is also achieved by the sifting
processing, which involves the main steps of local extreme
point extraction, envelope computation, and stopping criteria
of the sifting. Since cubic spline is a tool for constructing
upper and lower envelopes of signals in one-dimensional
EMD, its natural extension in two-dimensional Euclidean
space is thin-plate spline. It is obtained by minimizing the
energy of thin plates subject to certain data constraints and
has witnessed important applications in data interpolation
and approximation. Different from previous thin-plate spline
interpolation methods, following the idea of [18,33], the
energy minimization problem of thin-plate spline is trans-
formed by solving the sparse linear equations based on
Bi-Laplacian operators to calculate the upper and lower
envelopes of the given image, which are treated as functions
defined over planar domain.

Given an image I(x, y) with the size ofm×n, I(x, y) can
be decomposed by BEMD and presented as

I(x, y) =
K∑

k=1

IMFk(x, y) + rK (x, y), (4)

where K is the total number of the IMFs, IMFk is the kth IMF,
rK is the final residue of the image. The fine-scale details are
expressed in the leading IMFs, while the smoothed features
are in the remaining IMFs.
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Fig. 2 The number of extreme points of each IMF and the residue for
different images

3.3 Watermark embedding

Embedding Region Selection. Embedding region plays an
important role in watermark algorithm and directly deter-
mines the invisibility and the robustness of the algorithm.
It is necessary to carefully select the properly embedding
regions. According to the studies of the special property of
HVS in [11], signal embedding into the planar region area
would be more visible than embedded into the highly tex-
tured areas. That is because hiding information in the high
frequency of an image yields less humanly detectable per-
turbations than hiding in the flat regions [4]. Motivated by
these observations and the masking property of texture in
HVS, the texture regions of the image will be selected as the
embedding regions.

The texture components can be extracted from image via
the sifting process of BEMD, and are well characterized
in the first IMF, denoted by IMF1. In the sifting process,
extreme points play a vital role for determining the upper
and lower envelopes, which inspire us to explore using the
extreme points in IMF1 as the watermark embedding posi-
tions. Figure 2 shows the number of extreme points in each
IMF of different images after BEMD decomposition. From
Fig. 2, we can observe that for different images the numbers
of maximum points almost equal to the number of minimum
points in each IMF and the residue, while the number of the
extreme points decrease quickly from the first IMF to the
residue. In order to find certain number of embedding posi-
tions, the extreme points simultaneously appearing at the first
two IMFs are finally selected as the embedding positions,
which usually locate on the texture regions and characterize
the texture details.

CircularWatermarkEmbedding. In thewatermark embed-
ding process, watermark image W(x, y) is first transferred
into one-dimensional signal Wh by Arnold transform and
Hilbert curve. At the same time, the host image I(x, y) is
decomposed into several IMFs and a residue by BEMD.
Then, the extreme points in the first IMF are selected as the

embedding positions. Following these ideas, our watermark
embedding algorithm is developed by the following schemes.

For the one-dimensional binary signalWh(i), i = 1, . . . ,
N×N , ifWh(1) = 1, it will be embedded into themaximum
position of IMF1. That is the first maximum point in the
extreme point set, which will be selected as the embedding
position. If signal Wh(1) = 0, the first minimum point is
used as the embedding position. For both of the two cases,
the value of I MF1 in corresponding position is modified by

IMF′
1(x, y) = (1 + α) × IMF1(x, y), (5)

where α is a weighting factor balancing a trade-off between
the robustness and the imperceptibility of the embedded
watermark. Furthermore, α increases the absolute values of
extreme points and makes extreme point more stable after
watermark embedding. We shall repeat this procedure until
all watermark signals are embedded into the extreme posi-
tions.

Usually, the size of the host image and total number of
extreme points extracted from the IMF1 are much larger than
the size of the watermark image, which enables us to repeat-
edly embed the watermark signal into the IMF1 more than
two times. Taking the Baboon and the Unity as an example,
the number of minimum extreme points is 1666, while the
number of zeros in Unity is 628. Therefore, the watermark
signal can be embedding in these extreme points two times.
Repeatedly embedding will lead to more extracted water-
mark images. Combining the multiple extracted watermark
images into one final watermark image enables the algorithm
to be more robust to various attacks.

If the size of the watermark image is 64×64, it may not be
completely embedded into IMF1 once for the limited number
of extreme points. The incomplete embedding certainly leads
to incomplete extraction. In order to overcome the embed-
ding capacity problem, the repeatedly embedding scheme
can be further enhanced by repeating the whole embedding
procedure several times. Figure 3a shows a host image with
the size of 12 × 12 and four minimum points and nine max-
imum points are detected in the first IMF. Fig. 3b is a binary
letter ’J’ with size of 4 × 4, and there are eight zero pixels
and eight one pixels. All ones can be embedded into the max-
imum positions, however, just four zeros can be embedded
due to the limited number of minimum positions. To embed
the remaining zeros, the second time embedding is executed.
In the second time embedding, the remaining four zeros are
completely embedded in the host image, and all ones are
repeatedly embedded simultaneously. The result after twice
embedding is shown in Fig. 3d. This scheme is called cir-
cular embedding in this paper, which not only solves the
embedding capacity problem, but also further enhances our
algorithm against more severe attacks. The advantages of the
scheme will be further illustrated in watermark extraction.
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Fig. 3 Circular embedding. a Host image. Blue pixels represent the
minimum positions of the host image and red pixels represent the max-
imumpositions, respectively.bBinary imagewith a letter ′ J ′. cWithout

circular embedding.dHost image after twice embedding. eThe analysis
of two times of cycle embedding

Fig. 4 Pipeline ofwatermark extraction. aWatermarked image.bRota-
tion attacks. c Image correction. d Obtained IMFs and a residue by
BEMD. e Embedding positions. f One-dimensional watermark extrac-

tion. g Inverse Hilbert curve. h Inverse Arnold transform. i Voting
strategy. j Final extracted watermark image

After circular embedding of the one-dimension signalWh

into the IMF1 of the host image, the watermarked image
Iw(x, y) is obtained by combining all IMFs and the residue
together with IMF

′
1

Iw(x, y) = IMF
′
1(x, y) +

K∑
k=2

IMFk(x, y) + rK (x, y). (6)

In thewatermark embedding process, the iteration number
of Arnold transform, the positions of extreme points and cir-

cular embedding times are saved for watermark extraction.
Figure 1j shows the watermarked baboonwith the watermark
image unity.

3.4 Watermark extraction

Consider the watermarked image Iw(x, y) (Fig. 4a), which
might be modified by geometric attacks, such as the rotation
attack (Fig. 4b). Due to the fact that the watermark has been
embedded into the extreme points of IMF1 decomposed from
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the host image I(x, y), the watermarked image Iw(x, y) is
firstly decomposed by BEMD into IMFs to obtain the first
IMF of the watermarked image, denoted aŝIMF1. Then, one-
dimensional signal can be naturally extracted by checking the
attributes of the saved embedding positions corresponding
to ̂IMF1. To reconstruct the watermark image, the reverse
Hilbert curve andArnold transformare performedon the one-
dimensional signal. Since the circular embedding scheme is
adopted, multiple watermark images are extracted and will
be further combined to the final watermark image by the
voting strategy. The flowchart of the watermark extraction
is illustrated in Fig. 4 and the procedures are presented in
Algorithm 1.

Algorithm 1 Watermark Extraction.
Input: Watermarked image Iw(x, y)
Output: Extracted watermarkWe(x, y)
1: Decompose the watermarked image Iw(x, y) by BEMD and obtain

the ̂I MF1;
2: Extract the one-dimensional signal by checking the attributes of the

saved embedding positions from ̂I MF1;
3: Perform the inverse Hilbert curve and inverse Arnold transform on

the one-dimensional signal and obtain multiple watermark images;
4: Combine the multiple watermark images to the final watermark

imageWe(x, y) by the voting strategy.

One-Dimensional Signal Extraction. It is natural to
check the attributes of the embedding positions of ̂IMF1,
as the watermark image has been embedded in these extreme
positions. A large number of experiments show that the
extreme points still retain the extreme attributes in the first
IMF of the watermarked image without any attacks, and
the watermark image can be accurately recovered. Nonethe-
less, the extreme points could not be well preserved under
large-scale attacks. The reason is that the attacks modify the
value of the watermarked image, which directly destroys the
extreme relationship in the decomposed IMFs. Therefore,
the watermark image could not be extracted accurately after
attacks by directly checking the extremum attributes of the
embedding positions.

Fortunately, we have observed that signs of the embed-
ding extreme points are extraordinarily stable and can bewell
preserved under large-scale attacks from a considerable num-
ber of experiments. Taking the maximum point as example,
the sign of the maximum point is positive before embed-
ding watermark, and the value of the maximum point has
been further enhanced in watermark embedding according to
Eq. 5, which results in the well preservation of the positive
sign of the maximum point in the first IMF of the water-
marked image, in spite of the possibility of serious attacks.
This situation can also be observed from theminimumpoints.
Therefore, to achieve stable watermark extraction results,
the one-dimensional signal is extracted by performing the

following rule: if the sign of ̂IMF1 in embedding position
is positive, the binary 1 is extracted; if the sign of ̂IMF1
in embedding position is negative, the binary 0 is extracted
(see Fig. 4f). After inverse Hilbert curve and inverse Arnold
transformation, multiple watermark images are obtained (see
Fig. 4h).

Combining Multiple Watermark Images. Watermark
image has been repeatedly and circularly embedded in the
host image, thusmultiplewatermark images are extracted.As
described earlier, the watermark of Unity is embedded two
times in the host image of Baboon. Performing three times
of circular embedding, six watermark images are extracted
(Fig. 4h). To obtain the final combined watermark image, the
voting strategy is adopted. Specifically, themultiple extracted
watermark images are added together to obtain the combined
watermark image. Then, the pixel value of watermark image
is set to be 1 if the value of the combiningwatermark image in
the corresponding position is larger than half of the number
of the extracted watermark images; otherwise the pixel value
of watermark image is set to be 0. The voting strategy guar-
antees the algorithm to be more resistant to high-intensity
attacks.

Image Correction. Apart from attacks by the traditional
image processing filters, the watermarked image might be
attacked by geometric transformation, such as rotation,
translation, and scaling. Developing a new watermarking
algorithm resilient and robust to geometric distortion is still
a challenging task nowadays. One feasible solution is to
perform geometric distortion correction before watermark
extraction, which will provide satisfactory results against
geometric attacks.

For the watermarked image I
′
(x, y), I

′
g(x, y) is possibly

attacked by the geometry transformations, the Speeded-Up
Robust Features (SURF) [6] are computed from them respec-
tively, then the corresponding matched pairs of the feature
points are calculated using the M-estimator Sample Consen-
sus algorithm [31]. After that the geometric transformmatrix
is estimated from the match feature pairs and is used to cor-
rect the watermarked image corrupted by geometric attacks.

Figure 5 shows the advantage of image correction in
watermark extraction. Due to the large-scale rotation, the
embedding positions are shifted in a large range, causing
important information lost in the extracted watermark image,
which results in unrecognized result (see Fig. 5c). Fig. 5d
shows the matched feature points between the watermarked
image and the rotated image. Fig. 5f shows the detected
watermark image after image correction. From the result,
we can observe that the watermark image can be completely
extracted after the image correction and the NC value is 1.

Table 1 documents more extracted results against various
geometry attacks, such as translation, rotation, and scaling.
From the table, we can observe that the NC values of the
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Fig. 5 a, b Watermarked image and with 30 degree rotation; c Result
extracted from (a); d Matching feature points; e Corrected image; f
result extracted from (e)

Table 1 Extraction results with or without image correction under
geometry attacks

Types Intensity No correction Correction

Rotating 5 0.5095 1.0000

30 0.5113 1.0000

Translating Left 100 pixel 0.5126 1.0000

Up 100 pixel 0.5088 1.0000

Scaling 0.7 0.4802 1.0000

1.2 0.4907 1.0000

extracted watermark images without image correction are
less than 0.52 for three types of geometrical attacks, which
means that watermark images cannot be extracted exactly.
In contrast, we are pleased to observe that NC values of
extracted watermark images after image correction are all
ones. Incorporating the geometric distortion correction into
the BEMD-based watermark extraction scheme, our method
can achieve satisfactory performance and high robustness
against various geometric attacks.

4 Experimental results and evaluations

In this section,wefirst provide the performancemeasurement
and evaluate the main parameters employed in the algorithm.
Then, different types of attacks including image process-
ing attacks, various noise attacks, and geometry attacks are
considered on the watermarked image to confirm the robust-
ness of the proposed watermarking scheme. At the same
time, a large number of experimental results are shown and
compared with the state-of-the-art algorithms to exhibit the
effectiveness and the advantages of the proposed algorithm.

Fig. 6 Host images: from top left to right are Lion, Baboon, Painting
and Starry.Watermark images: from bottom left to right are Coin, Unity,
Phoenix and Sun

In the experiments, four gray level images with a size of
512 × 512 are used as original host images and four binary
images with a size of 32× 32 are used as watermark images
(see Fig. 6).

4.1 Performancemeasurement and parameters

PerformanceMetrics. In order to demonstrate the impercep-
tibility of the watermarked image after watermark embed-
ding, the Peak Signal-to-Noise Ratio (PSNR) is employed
for evaluating the quality of the watermarked image, which
is formulated as

PSNR = 10 log10
2552

MSE
, (7)

and the Mean Square Error (MSE) between the original host
image and watermarked image is defined as

MSE = 1

mn

m∑
x=1

n∑
y=1

(I (x, y) − Iw(x, y))2. (8)

Imperceptibility indicates an alteration of perceptual
watermarked quality of the host image after watermark
embedding. In most watermarking research, PSNR value
of 40 dB is usually used as the maximum change limit of
the embedded image. Table 2 summarizes the PSNR val-
ues for various watermarked images without any attack for
our newly-proposed watermarking scheme. From this table,
we can observe that the PSNR value of watermarked images
can reach 54.587 dB after one time embedding. Furthermore,
under a lager embedding weighting factor α = 0.2, the low-
est PSNR value for more cases after four times of circular
embedding still remains larger than 38 dB, which indicates
that watermarked images have higher imperceptibility.

In order to quantitatively measure the quality of extracted
watermark images and confirm the advantages of the circular
embedding scheme, the Normalized Cross-correlation (NC)
value between the original watermark image and extracted
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Table 2 PSNR values between the original host image and the water-
marked images without any attack

Host and water The value of cycle

1 2 3 4

Lion+Coin 51.232 44.450 41.315 38.048

Lion+Phoenix 51.273 46.224 42.447 39.004

Lion+Sun 54.587 47.233 42.994 40.240

Baboon+Phoenix 52.717 45.996 41.594 38.331

Baboon+Sun 52.217 46.996 43.275 38.987

Painting+Coin 48.318 43.646 40.605 38.189

Painting+Phoenix 48.403 44.446 41.996 38.990

Painting+Sun 50.596 45.222 43.325 41.272

Starry+Sun 52.390 45.189 41.061 38.291

watermark image is adopted, which is defined as

NC =
∑N

x=1
∑N

y=1 W (x, y).We(x, y)√∑N
x=1

∑N
y=1 W (x, y)2

∑N
i=1

∑N
j=1 We(i, j)2

, (9)

where N denotes the number of rows and columns for the
watermark image, and We(x, y) is the extracted watermark
image.When the extractedwatermark is closer to the original
watermark, NC value approximates to 1; otherwise the NC
value is between 0 and 1.

Parameter Selection. The watermark image is first scram-
bled by Arnold transform to improve the security of the
watermark image, in which the number of scrambling iter-
ation is recorded and used as the secret key in the inverse
Arnold transform. In our experiments, five scrambling itera-
tions are performed.

In watermark embedding process, the weighting factor α

plays the role of embedding intensity. Usually, higher value
of α can increase the robustness of the algorithm against
attacks, while it also reduces the imperceptibility of the
watermarked image at the same time.Through a large number
of experiments, we find thatα = 0.2 can produce satisfactory
extraction results, and provide the best trade-off between the
imperceptibility and the robustness of the algorithm.

Another important parameter is the number of circular
times in watermark embedding process. From larger number
of experiments, we can observe that the circular embed-
ding scheme equips our algorithm with fantastic capability
against more severe attacks within three times of embedding.
Therefore, without loss of generality, three times of circular
embedding are adopted in the following experiments.

4.2 Robustness evaluations

In Table 3, various attacks are applied to the watermarked
images to illustrate the robustness of our algorithm. It can be

Fig. 7 Results of large-scale cropping, including middle cropping and
corner cropping

observed that the NC values of extracted watermark images
are all ones under the attacks of Sharpening (SH-R=3), His-
togramEqualization (HE-64), GammaCorrection (GC-2 and
0.5), Speckle Noise (SN-0.01), Gaussian Noise (GN-0.01),
JPEG Compression (JC-40) and Scaling (SC-4). For the
attacks of Pepper and Salt Noise (PN-0.1), our proposed
method also has excellent performances and the NC values
of them are larger than 0.988. For Median Filtering attack
(MF-[3,3]), the NC values of them are around 0.96. These
results confirm that the proposed method can obtain satisfac-
tory results and is robust to various attacks. It is also worth
noting that most of the PSNR values are greater than 40 ,
which indicates our method also has good imperceptibility.

Figure 7 shows the watermarked images under the large-
scale cropping and the corresponding extracted watermark
images. It can be seen that the watermark images are com-
pletely extracted with 30% cropping from different positions
and the NC values of extracted watermark images are all 1.
Even after 50% intermediate cropping and corner cropping,
the NC values of the extracted watermark images are still
ones. The reason of our newly-proposed algorithm can resist
large-scale cropping attacks is that, the circular embedding
scheme and voting strategy are adopted in the watermark
embedding and extraction stages.

4.3 Comparisons with previous algorithms

To further demonstrate the advantages of the newly-proposed
method, we extensively compared our method with tradi-
tional watermarking algorithms, such as LSB [12], DCT [5]
and DWT [16], BEMD-based watermarking algorithms [1,
27], and the hybrid watermarking algorithms [15,23,26,28].

ComparisonwithTraditionalWatermarkingAlgorithms.
Figure 8 illustrates the comparison results between our
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Table 3 The NC results the extracted watermark images by applying different attacks

Attacks Lion Baboon Painting

Coin Unity Phoenix Sun Coin Unity Phoenix Sun Coin Unity Phoenix Sun

GF-[3,3] 1.000 1.000 1.000 1.000 1.000 1.000 1.000 0.999 1.000 1.000 1.000 0.999

MF-[3,3] 0.939 0.914 0.937 0.936 0.984 0.987 0.967 0.965 0.984 0.987 0.967 0.965

WF-[3,3] 1.000 1.000 1.000 1.000 0.964 0.989 0.966 0.943 0.964 0.989 0.966 0.943

AF-[3,3] 1.000 0.995 0.993 0.997 0.984 0.987 0.980 0.963 0.984 0.987 0.980 0.963

SH-R=3 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000

HE-64 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000

GC-2 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000

GC-0.5 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000

PN-0.1 0.998 0.993 0.988 0.999 0.998 1.000 0.998 0.999 0.999 1.000 1.000 1.000

SN-0.01 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000

GN-0.01 1.000 1.000 0.998 0.999 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000

JC-40 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000

SC-4 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000

PSNR 41.315 39.784 42.447 42.994 40.317 41.349 41.594 43.275 40.605 35.827 41.996 43.325

PSNR of the watermarked images are listed at the bottom

Fig. 8 The NC results of three conventional watermarking methods, DCT [5], DWT [16], and LSB [12], for three types of attacks. GF-[3,3] stands
for Gaussian Low-pass filtering [3,3], PS-0.1 represents Pepper and Salt under the intensity of 0.1. CR-0.25 represents cropping attack with 25%

method with LSB, DCT, and DWT under three kinds of
attacks, includingGaussianLow-pass Filtering [3, 3], Pepper
andSalt (0.1) and cropping the upper left corner (25%). From
the results, we can see that our newly-proposed algorithm has
better performance than DWT, DCT, and LSB against Pep-
per and Salt noises, cropping and Gaussian low-pass filtering
attacks. The NC values of the extracted watermark images
for DWT, DCT, and LSB are all below 0.9, and some of the
extracted watermark images can not be well recognized. The
NC value for DCT is just 0.5985 under 25% cropping attack.
In contrast, the NC values of the extracted watermark images
by our algorithm are much higher than the other three algo-
rithms under different attacks. For example, the NC values
are all ones for Gaussian noise attack and cropping attack.
For Pepper and Salt noise attack, our method also obtains
better extracted results, and the NC values of them are larger
than 0.997 and one of the value reaches 0.999.

Comparison with BEMD-based Watermarking Algo-
rithms. To further verify the robustness of our newly-
proposed algorithm, two BEMD-based watermarking algo-
rithms [1,27] are compared and documented in Table 4.
Compared with the two methods [1,27], our new algorithm
obtains better performance and has much higher NC values
under various attacks. For Gaussian filter attacks, large-scale
rotation attacks, 20% cropping attacks, the NC values of our
method are all ones, while the other methods obtain lower
NC values in comparison with our method.

From Table 4, we can see that the method [27] is not
robust to JPEG compression attacks, image filters, and geom-
etry attacks. For a small angle rotation, the NC value of the
extracted watermark image by the method [27] is only 0.681.
We also notice that most of the NC values of the method [1]
are larger than 0.99. However, the method [1] is a non-blind
watermark algorithm and the original host image is used in
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Table 4 The NC values in comparison with with two BEMD-based
watermarking algorithms of the same attack intensity

Attack types [27] [1] Our method

JC-10 0.8360 0.9940 0.9987

JC-20 0.8456 0.9950 0.9989

JC-30 0.8757 0.9950 0.9998

JC-40 0.8816 0.9950 1.0000

JC-50 0.8904 0.9950 1.0000

PN-0.1 NaN 0.9930 0.9962

GF-[2,2] NaN 0.9950 1.0000

GF-[3,3] 0.9590 0.9950 1.0000

MF-[2,2] NaN 0.9950 0.9805

MF-[3,3] 0.8760 0.9940 0.9276

WF-[2,2] NaN 0.9950 1.0000

WF-[3,3] 0.8619 0.9940 0.9998

RO-[-50] NaN 0.9410 1.0000

RO-[-2] 0.7162 0.9930 1.0000

RO-[-1] 0.7034 NaN 1.0000

RO[1] 0.6942 NaN 1.0000

RO-[2] 0.6810 0.9910 1.0000

RO-[70] NaN 0.9820 1.0000

CR-10 NaN 0.9900 1.0000

CR-20 NaN 0.9900 1.0000

Data without the corresponding values are denoted by NaN. The largest
value in each line is marked in bold

the watermark extraction process. The above comparisons
clearly indicate that the proposed scheme performs better
than existing BEMD-based watermarking methods in resis-
tance tomost image processing attacks and noise attacks, and
especially geometry attacks.

Comparison with Hybrid Watermarking Algorithms.
Four hybrid watermarking algorithms, including DCT and
Dynamic Stochastic Resonance (DCT-DSR) [28], DWT
and Significant Amplitude Difference (DWT-SAD) [23],
DFT and DCT (DFT-DCT) [15], Fast Discrete Curvelet
Transform andDCT (FDCuT-DCT) [26], are compared com-
prehensively in order to showcase the performance of our
newly-proposed watermarking algorithm. Table 5 shows the
NC values of the extracted watermark images from the com-
pared algorithms and our algorithm, respectively. In order to
maintain the fairness as much as possible, the same attack
intensities are applied to our watermarked images, and the
compared NC values are completely referred to the cor-
responding papers. From the table we can see that, our
algorithm has salient advantages under 19 kinds of attacks.
Most NC values of extracted watermark images by our algo-
rithm are all ones.

What attracts our attention the most is that, the method
[28] is not very good under most kinds of attacks, and all

NC values are less than 0.91. The method of [23] has poor
performance under JPEG compression attack and the high
intensity Pepper and Salt noise. It can not provide copy-
right protection when the watermarked image has more than
20% cropping. The algorithm [15] obtains higher NC values
under cropping attacks, however, this method is not robust to
other attacks, especially for JPEG compression andGaussian
noises attacks. Similarly, themethod of [26] is also not robust
to JPEGcompression andGaussian noises attacks.Moreover,
when the watermarked image is attacked by median filtering
and average filtering, the NC values of them are lower than
0.46, and the extracted watermark images are hardly recog-
nized. In contrast to these algorithms, the newly-proposed
algorithm has strong ability against JPEG compression,
Gaussian noises attacks, image filtering attacks, cropping,
and geometric attacks.

4.4 Limitation and future work

Althoughour algorithmhas affordedvery satisfactory results,
it still has a limitation when the host image is contain-
ing less texture regions. If the host image contains large
plain-region area, there will be less texture area to be embed-
ded during watermark embedding, which will give rise to
lower imperceptibility and less robustness to various attacks.
To ameliorate, following the idea of hiding images within
images [4], we will explore new non-embedding schemes
to overcome this limitation, which will not modify the host
image, and do not rely on the texture complexity of the host
image as much as possible.

5 Conclusion

In this paper, we have proposed a robust, blind image water-
marking algorithm by taking the advantage of Hilbert curve,
BEMD, and circular embedding scheme. For the watermark
image, it is scrambled by Arnold transform to increase its
security and then reduced to a one-dimensional signal by
Hilbert curve. For host image, it is decomposed using BEMD
toobtain thefirst IMF,which characterizes the texture regions
of the host image. Then, the one-dimensional watermark sig-
nal is repeatedly and cyclically embedded into the extreme
points of the first IMF to achieve better performance. The cir-
cular embedding scheme not only increases the embedding
capacity, but also enhances the robustness of the algorithm
against various attacks. Finally, the watermark can be effec-
tively extracted without using the original host image. In
addition, to combat the potential geometric attacks, image
correction will be optionally applied to the watermarked
image beforewatermark extraction. A large number of exper-
imental results and comparisons with previous algorithms
have confirmed that our method can obtain higher imper-
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Table 5 The NC results in comparison with experiments of four hybrid watermarking algorithms

Attack types DCT- DSR [28] DWT- SAD [23] DFT- DCT [15] FDCuT- DCT [26] Our method

JC-10 0.8639 0.6300 0.6743 NaN 0.9833

JC-20 0.8758 0.8500 0.7890 NaN 0.9987

JC-30 0.8750 0.9200 0.9947 NaN 1.0000

JC-40 0.8758 0.9700 0.9344 0.9597 1.0000

JC-50 0.8754 0.9900 0.9626 0.9639 1.0000

PN-0.01 0.8742 0.9863 0.9609 0.9843 1.0000

PN-0.1 0.8978 0.8634 NaN 0.8314 0.9917

PN-0.3 0.8782 NaN NaN NaN 0.9459

GN-0.005 0.8897 NaN 0.9947 0.9922 1.0000

GN-0.01 0.9012 NaN NaN 0.9500 1.0000

GN-0.02 0.8764 NaN NaN 0.8832 1.0000

GN-0.1 0.9538 NaN NaN 0.6827 0.9968

GN-0.15 0.9022 NaN NaN NaN 0.9949

GF-[3,3] 0.8873 0.9900 0.9954 0.9916 1.0000

MF-[3,3] 0.9091 0.9300 NaN 0.4576 0.9853

AF-[3,3] 0.8737 NaN NaN 0.2258 0.9994

CR-10% 0.8839 NaN 1.0000 0.9795 1.0000

CR-20% 0.8825 0.8800 NaN NaN 1.0000

CR-25% 0.8837 NaN 1.0000 NaN 1.0000

Data without the corresponding values are denoted by NaN. The largest value in each line is marked in bold

ceptibility and robustness under different types of attacks,
including image processing attacks, various noises attacks,
image enhancement attacks, and especially, the challenging
geometric attacks.
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