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Abstract 

In this paper, we design scale-free collaborative protocols for state and regulated state synchroniza- 
tion of homogeneous multi-agent systems (MAS) with arbitrary fast convergence. The protocol design 
solely depends on the knowledge of the agents’ model and does not require any information about the 
communication network and the number of agents. Moreover, our protocols can achieve synchronization 
with any desired convergence rate by simply tuning a design parameter. 
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. Introduction 

Synchronization or consensus problem of multi-agent systems has attracted much more
ttention in recent years due to widely practical applications in cooperative control of MAS
uch as autonomous vehicles, satellites/robots system, distributed sensor network, and others,
ee Refs. [1–6] and references therein. The objective of synchronization of MAS is to secure
n asymptotic agreement on a common state or output trajectory by local interaction among
gents. It is worthwhile to note that state synchronization inherently requires homogeneous
AS. 
Most of the proposed protocols in the literature for synchronization of MAS requires some

nowledge of the communication network such as bounds on the spectrum of the associated
aplacian matrix or the number of agents. As it is pointed out in [7–9] , these protocols suffer

rom scale fragility wherein stability properties are lost for large-scale networks or when the
ommunication graph changes. Therefore, there exist a current research effort focusing on
calability of consensus laws. Recently, we have introduced a new generation of scale-free
rotocols for synchronization and almost synchronization of MAS, see [10,11] , where the
gents are subject to input saturation and external disturbances, respectively. The scale-free
ramework, utilizing localized information exchange among the neighbors does not require
ny knowledge of the communication topology and the size of the network. 

In practical applications, one of the key elements in designing consensus protocols is
erformance. The asymptotic convergence rate is defined in [12] as an indicator for the per-
ormance which we will use in this paper. The convergence rate is an important element in
esigning protocols. Typically, the communication topology through which the agents commu-
icate is a deciding factor in establishing the convergence rate of the protocol. More explicitly,
he convergence rate of various existing protocols for continuous-time MAS with undirected
ommunication graphs depends on the second smallest eigenvalue of Laplacian matrix of the
ssociated communication graph, also known as the algebraic connectivity of the graph. In
iscrete-time MAS, the largest modulus of the eigenvalues of Perron matrix of the associated
ommunication graph plays the same role in the asymptotic convergence rate, see for example
12–14] . In fact, for a certain class of undirected graphs the algebraic connectivity decreases
ith an increase in network size, the recent thesis [15] describes this effect and covers some
on-exhaustive classes of graphs. In [5 , chapter 16], a similar conclusion has been drawn
or a directed circulant graph. Therefore, the main goal of this paper is to propose scalable
rotocols such that the performance of the system is not degraded by increasing the size of
he network. 

Our main goal in this paper is to develop a new class of scale-free collaborative protocols
parameterized in scalar positive parameter μ) to achieve state and regulated state synchro-
ization of MAS with arbitrary fast convergence. Our proposed protocols have the following
roperties. 

• For any positive value of parameter μ, state and regulated state synchronizations are
achieved for a MAS with any size of the network and with any communication topology.
• The proposed protocols achieve any given desired convergence rate by suitably choosing

parameter μ. In fact, by increasing μ, we can achieve any a priori given asymptotic
convergence rate. 
• The structure of the proposed protocols is independent of the parameter μ; thus, one

may develop the structure at one stage and tune the parameter μ later so as to obtain
4865 
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the desired convergence rate. Due to continuity in μ, tuning may be even carried out
online. Hence, the method is a one-shot design and is not iterative. 

.1. Notations and definitions 

For a square matrix M ∈ R 
n×n , we will denote the set of eigenvalues of M by λ(M) while

(M) denotes the spectral radius of M. A matrix M is Hurwitz stable if all its eigenvalues
re in the open left half complex plane. A � B denotes the Kronecker product between A and
. 

The communication network can be connected to a weighted graph G to describe the infor-
ation flow between the agents. A weighted graph G is defined by a triple (V, E, A ) where
 = { 1 , . . . , N } is the node set, E is a set of pairs of nodes indicating connections among
odes, and A = [ a i j ] ∈ R 

N×N is the weighted adjacency matrix with non negative elements
 i j . Each pair in E is called an edge , where a i j > 0 denotes an edge ( j, i) ∈ E from node

j to node i with weight a i j . If there is no edge from node j to node i then we will have
 i j = 0. We assume there are no self-loops, i.e. we have a ii = 0. A path from node i 1 to i k is
 sequence of nodes { i 1 , . . . , i k } such that (i j , i j+1 ) ∈ E for j = 1 , . . . , k − 1 . A directed tree
s a subgraph (subset of nodes and edges) in which every node has exactly one parent node
xcept for one node, called the root , which has no parent node. A directed spanning tree is a
ubgraph which is a directed tree containing all the nodes of the original graph. If a directed
panning tree exists, the root has a directed path to every other node in the tree, see [16] . 

For a weighted graph G, the matrix L = [ � i j ] with 

 i j = 

{∑ N 
k=1 a ik , i = j, 
−a i j , i � = j, 

s called the Laplacian matrix associated with the graph G. 
The asymptotic convergence rate (convergence factor) is an important concept to measure

he performance of a MAS. The asymptotic convergence rate of a stable linear system 

˙  (t ) = Mx(t ) , ( M is Hurwitz stable) , 

ith x ∈ R 
n , is defined in [12] and [6] as 

 asym = max 

x(0) � =0 
lim 

t→∞ 

( ‖ x(t ) ‖ 
‖ x(0) ‖ 

) 1 
t 

(1)

nd the associated convergence time is defined as 

asym = 

−1 

log (r asym ) 
. (2)

We have 

max 

(0) � =0 
lim 

t→∞ 

( ‖ x(t ) ‖ 
‖ x(0) ‖ 

) 1 
t 

= lim 

t→∞ 

(‖ e Mt ‖ ) 1 t = ρ(e M ) 

here we used Gelfands spectral radius formula [17] that connects the norm and the spectral
adius ρ(·) of a matrix. Hence 

 asym = ρ(e M ) = max 

i 
(‖ e Re (λi (M)) ‖ ) = max 

i 
(e Re (λi (M)) ) = e Re (λ1 (M)) 
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here λi (M) denotes the i th eigenvalue of M where the eigenvalues of M ordered sequentially
y their real part, i.e. 

e λn (M) ≤ · · · ≤ Re λ2 (M) ≤ Re λ1 (M) < 0. 

. Problem formulation 

In this paper we consider a MAS consisting of N identical linear agents 

˙  i = Ax i + Bu i , 

 i = Cx i , 
(3)

here x i ∈ R 
n , u i ∈ R 

m and y i ∈ R 
p are the state, input, output of agent i for i = 1 , . . . , N . 

The communication network is composed of N linear combinations and each combination
ncludes agent’s own output relative to that of other agents, which is shown as follows for
gent i

i = 

N ∑ 

j=1 

a i j (y i − y j ) (4)

here a i j > 0 and a ii = 0. Here we use a weighted and directed graph G to describe the
ommunication topology of the network, where the nodes of network correspond to the agents
nd the weight of edges given by the coefficient a i j . In the matter of the coefficients of the
ssociated Laplacian matrix L = [ � i j ] N×N , ζi can be rewritten as 

i = 

N ∑ 

j=1 

� i j y j . (5)

We refer to Eq. (5) as partial-state coupling since only part of the states are communicated
ver the network. When C = I , we call it full-state coupling . 

We also introduce a localized information exchange among agents. It means that each
gent i ∈ { 1 , . . . , N } has access to localized information, denoted by 

ˆ ζi , of the form 

ˆ i = 

N ∑ 

j=1 

a i j (ηi − η j ) , (6)

here ηi is a variable produced internally by agent i which will be appropriately chosen in
he coming sections. 

Our goal is to achieve state and regulated state synchronization among the agents where
tate synchronization means the state of agents converge asymptotically to a common trajec-
ory, i.e., 

lim →∞ 

(x i (t ) − x j (t )) = 0 (7)

or all i, j ∈ { 1 , . . . , N } , and the regulated state synchronization means the state of agents
onverge asymptotically to a priory given trajectory x r , i.e., 

lim →∞ 

(x i (t ) − x r (t )) = 0, (8)

here x r is generated by a so-called exosystem 

˙  r = Ax r , x r (0) = x r0 , 

 r = Cx r , 
(9)
4867 
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here x r ∈ R 
n and y r ∈ R 

p . 

emark 1. It is worth noting that there also exist some other synchronization results, such as
vent-triggered fault tolerant synchronization [18–20] and fixed-time synchronization [21,22] .

To guarantee that each agent gets the information from the exosystem, a nonempty subset
 of the agents is assumed which allows agents have access to their output relative to the
utput of the exosystem. It means that each agent i has access to the quantity 

i = ιi (y i − y r ) , ιi = 

{
1 , i ∈ C , 

0, i / ∈ C . 
(10)

Thus, the information exchange among agents with link of exosystem is given by 

˜ i = 

N ∑ 

j=1 

a i j (y i − y j ) + ιi (y i − y r ) . (11)

e can rewrite ˜ ζi in terms of the coefficients of a so-called expanded Laplacian matrix
˜ 
 = L + diag { ιi } = [ ̃  � i j ] N×N as 

˜ i = 

N ∑ 

j=1 

˜ � i j (y j − y r ) . (12)

here (12) can be written as 

˜ i = 

N ∑ 

j=1 

˜ � i j (x j − x r ) (13)

or the case of full-state coupling. Note that ˜ L is not a regular Laplacian matrix associated
ith a graph since the sum of its rows need not be zero. According to [ 23 , Lemma 7], one

an show that all the eigenvalues of ˜ L have positive real parts. In particular, the matrix 
˜ L is

nvertible. 
We need the following definition to explicitly state our problem formulations. 

efinition 1. We define the following sets. 

1. G 
N denotes the set of directed graphs of N agents which contains a directed spanning

tree. 
2. Given a node set C , we denote by G 

N 
C 

the set of all graphs with N nodes containing
the node set C , such that every node of the network graph G ∈ G 

N 
C 

is a member of a
directed tree which has its root contained in the node set C . We will refer to the node
set C as root set. Note that a graph G ∈ G 

N 
C 

does not necessarily contain a directed
spanning tree. 

emark 2. We order the set of eigenvalues of Laplacian matrix L associated to the graph
 ∈ G 

N sequentially in an ascending order by the real parts as (see [3,16] ) 

 = λ̄1 < Re ̄λ2 ≤ · · · ≤ Re ̄λn . (14)

Now we formulate the problems of scalable state synchronization. 
4868 
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roblem 1. Consider a MAS (3) with associated network communication (5) and a given
esired convergence rate r ∗asym 

. 
The problem of scalable state synchronization with arbitrarily fast convergence utilizing

ollaborative protocols is to find, if possible, a parameterized linear dynamic protocol in scalar
> 0, using only knowledge of the agent models, i.e. (A, B, C) and r ∗asym 

, of the form: 

˙  i,c = A 
μ
c x i,c + B 

μ
c ζi + C 

μ
c 

ˆ ζi 

u i = F 
μ

c x i,c , 
(15)

here ˆ ζi is defined in Eq. (6) with ηi = M c x i,c , and x i,c ∈ R 
n c , such that 

• the protocol achieves state synchronization (7) for any μ > 0, any N and any graph
G ∈ G 

N where G 
N is defined in Definition 1 . 

• for a given desired r ∗asym 
and any given graph G ∈ G 

N , by choosing parameter μ suf-
ficiently large, the protocol achieves a convergence rate (for the synchronization error)
less than r ∗asym 

. 

Next we formulate the problem of scalable regulated state synchronization. 

roblem 2. Consider a MAS (3) with associated network communication (12) and associated
xosystem (9) and a given desired convergence rate r ∗asym 

. 
The problem of scalable regulated state synchronization with arbitrarily fast convergence

tilizing collaborative protocols is to find, if possible, a parameterized linear dynamic protocol
n scalar μ > 0, for each agent, using only knowledge of the agent models, i.e. (A, B, C) and
 
∗
asym 

, of the form: 

˙  i,c = A 
μ
c x i,c + B 

μ
c 

˜ ζi + C 
μ
c 

ˆ ζi 

u i = F 
μ

c x i,c , 
(16)

here ˆ ζi is defined in Eq. (6) with ηi = M c x i,c , and x i,c ∈ R 
n c , such that 

• the protocol achieves regulated state synchronization (8) for any μ > 0, any N and any
graph G ∈ G 

N 
C 

where G 
N 
C 

is defined as Definition 1 . 
• for a given desired r ∗asym 

, any given graph G ∈ G 
N 
C 

and any x r , by choosing parameter
μ sufficiently large, the protocol achieves a convergence rate (for the synchronization
error) less than r ∗asym 

. 

emark 3. We refer to Problems 1 and 2 as scalable state and regulated state synchronization
ith arbitrarily fast convergence problem utilizing collaborative protocols for MAS via full-

tate coupling , respectively, when y i = x i (i.e. when matrix C = I ). 

emark 4. It is worth noting that the formulations in Problems 1 and 2 do not specify how
he matrices of the protocols should evolve with parameter μ. However, our designs, as will
e given in this paper, provide an explicit solution from which the protocol matrices can be
erived. The structure of the proposed protocols is independent of the parameter μ; thus, one
ay develop the structure of the protocol first and tune the parameter μ later so as to obtain

he desired convergence rate. Due to continuity in μ, tuning may be even carried out online.
ence, the method is a one-shot design and is not iterative. 
4869 
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. Protocol design for state synchronization 

In this section, we design scale-free protocols to achieve state synchronization with desired
onvergence rate. We make the following assumption on agent models. 

ssumption 1. We assume that (A, B) is stabilizable and (A, C) is detectable. Moreover,
gents are at most weakly unstable, i.e. all eigenvalues of A are in the closed left half
omplex plane. 

emark 5. Assumption 1 requires the dynamic of system is weakly unstable. Note that
eakly unstable systems can have repeated poles on jω axis as such they include agents that

re polynomially unstable such as double-integrators or chain of integrators. We would like
o point out that in most of practical applications, such as multi-robot systems and micro-grid
ystems with distributed generators and etc, agents are weakly unstable. 

.1. Full-state coupling 

We consider the following protocol. 
Then, we have the following theorem. 

heorem 1. Consider a MAS consisting of N agents (3) with C = I satisfying Assumption 1 .
et the associated network communication be given by (5) . 

Then, the problem of scalable state synchronization with arbitrarily fast convergence as
efined in Problem 1 is solvable. In particular, the parameterized linear dynamic Protocol 1 

Protocol 1: State synchronization for MAS with full-state coupling 

The collaborative protocols parameterized in positive scalar parameter μ are designed 

for agents i = 1 , . . . , N as 

˙ χi = Aχi + Bu i + μζi − μ ˆ ζi , 

u i = −K χi , 
(17) 

where ζi is defined by Eq. (5) and 
ˆ ζi isgiven by 

ˆ ζi = 

N ∑ 

j=1 

a i j (χi − χ j ) , (18) 

which means the agents communicate ηi = χi . Matrix K ischosen such that 
Re (λi (A − BK )) < ln (r ∗asym 

) for i = 1 , . . . , n. 

1. achieves state synchronization for any μ, and any graph G ∈ G 
N with any N . 

2. for a given desired r ∗asym 
and any given graph G ∈ G 

N by choosing parameter μ suffi-
ciently large, the protocol achieves a convergence rate (for the synchronization error)
less than r ∗asym 

. 

To obtain this result, we need the following lemma for the Laplacian matrix L which its
roof is provided in [11, Lemma 1] . 
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emma 1. Let a Laplacian matrix L ∈ R 
N×N be given associated with a graph that contains

 directed spanning tree. We define ˆ L ∈ R 
(N−1) ×(N−1) as a matrix ˆ L = [ ̂  � i j ] with 

ˆ 
 i j = � i j − � N j . 

Then the eigenvalues of ˆ L are equal to the nonzero eigenvalues of L, that is λ( ̂  L ) =
 λ2 (L) , λ3 (L) , . . . , λN (L) } . 
roof of Theorem 1. The proof includes two steps. 

Step 1: The proof of state synchronization 

Let x̄ i = x i − x N and χ̄i = χi − χN . Then, we have 

˙ x̄ i = A ̄x i − BK χ̄i 

˙ χ̄i = (A − BK ) ̄χi + μ
∑ N−1 

j=1 
ˆ � i j ̄x j − μ

∑ N−1 
j=1 

ˆ � i j χ̄ j 

here ˆ � i j = � i j − � N j . Then, by defining 

¯ = 

(
x̄ T 

1 . . . x̄ T 

N−1 

)T 

, χ̄ = 

(
χ̄T 

1 . . . χ̄T 

N−1 

)T 

e have the closed-loop system as 

˙ x̄ = (I � A ) ̄x − (I � BK ) ̄χ
˙ ¯ = (I � (A − BK ) − μ ˆ L � I ) ̄χ + μ ˆ L � I ̄x 

(19)

here ˆ L = [ ̂  � i j ] (N−1) ×(N−1) . By defining δ = x̄ − χ̄ , we obtain 

˙ ¯ = (I � (A − BK )) ̄x + (I � BK ) δ, 
˙ = (I � A − μ ˆ L � I ) δ. 

(20)

From Lemma 1 , we know that all eigenvalues of ˆ L have positive real part. Then, we have

(S � I )(I � A − μ ˆ L � I )(S 

−1 
� I ) = I � A − μ
 � I (21)

or a non-singular transformation matrix S, where I � A − μ
 � I is upper triangular block
atrix with A − μλi (
) I for i = 2, . . . , N on the diagonal blocks and 
 is the upper triangu-

ar matrix with λi (
) = { λ2 , λ3 , . . . , λN } on the diagonals. Since all eigenvalues of A are in
he closed left half complex plane, A − μλi I is a stable matrix. It means that all eigenvalues
f I � A − μ ˆ L � I have negative real part. Thus, it implies that we just need to prove the
tability of 

˙ ¯ = (I � (A − BK )) ̄x . 

Because A − BK is Hurwitz stable, it means that x̄ is asymptotically stable, i.e. lim t→∞ x̄ i =
 i − x N → 0. Thus, it implies 

 i − x j → 0, 

hich proves the state synchronization. 
Step 2: The proof of arbitrary fast convergence 

Let φ = 

(
x̄ T δT 

)T 

. From Eq. (20) , we have 

˙ = A F φ (22)
4871 
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ith 

 F = 

(
I � (A − BK ) I � BK 

0 I � A − μ ˆ L � I 

)
. 

According to the definition of convergence rate (1) , the convergence rate of synchronization
rror dynamics φ(t ) Eq. (22) is 

 asym = sup 

φ(t 0 ) � =0 
lim 

t→∞ 

( ‖ φ(t ) ‖ 
‖ φ(t 0 ) ‖ 

) 1 
t−t 0 = ρ(e A F ) = max 

i 
(e Re (λi (A F )) ) (23)

here λi (A F ) denotes the i th eigenvalue of A F . 
Hence, we obtain 

 asym = max 

i 
(e Re (λi (A F )) ) = max 

i 
(e Re (λi (A −BK )) , e Re (λi (I �A −μ ˆ L �I )) ) 

≤ max 

i 
(r ∗asym 

, e Re (λi (I �A −μ ˆ L �I )) ) 

≤ max 

i 
(r ∗asym 

, max 

j 
(e Re (λi (A −μλ̄ j I )) )) 

≤ max 

i 
(r ∗asym 

, e Re (λi (A −μλ̄2 I )) ) . 

In the above inequality, we have used the facts that Re (λi (A − BK )) < ln (r ∗asym 
) , λ̄ j ( j =

, . . . N ) are the eigenvalues of ˆ L which are equal to nonzero eigenvalues of L (see Lemma 1 )
nd as such λ̄2 is the nonzero eigenvalue of L with the smallest real part. 

Then, one can choose μ sufficiently large such that Re (λi (A − μλ̄2 I )) < ln (r ∗asym 
) . Since

e have that all eigenvalue of A are in the closed right half plane, we only choose
μ Re ( ̄λ2 ) ≤ ln (r ∗asym 

) so as to 

 asym ≤ r ∗asym 
. 

�

.2. Partial-state coupling 

In this section, we propose the Protocol 2 stated in the next page for MAS with partial-state
oupling. 

Then, we have the following theorem. 

heorem 2. Consider a MAS of N agents (3) satisfying Assumption 1 . Let the associated
etwork communication be given by (5) . 

Then, the problem of scalable state synchronization with arbitrarily fast convergence as
efined in Problem 1 is solvable. In particular, the parameterized linear dynamic Protocol 2 

• achieves state synchronization for any μ, and any graph G ∈ G 
N with any N . 

• for a given desired r ∗asym 
and any given graph G ∈ G 

N by choosing parameter μ suffi-
ciently large, the protocol achieves convergence rate (for the synchronization error) less
than r ∗ . 
asym 
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Protocol 2: State synchronization for MAS with partial-state coupling 

The collaborative protocols parameterized in positive scalar parameter μ are designed 

for agents i = 1 , . . . , N as 

˙ ˆ x i = A ̂  x i − μBK 
ˆ ζi + H (μζi − C ̂  x i ) , 

˙ χi = Aχi + Bu i + ˆ x i − μ ˆ ζi , 

u i = −K χi , 

(24) 

where ζi is defined by (5) and 
ˆ ζi is given by 

ˆ ζi = 

N ∑ 

j=1 

a i j (χi − χ j ) , (25) 

which means the agents communicate ηi = χi . Matrices K and H are designed such that 
Re (λi (A − BK )) < ln (r ∗asym 

) and Re (λi (A − H C)) < ln (r ∗asym 
) for i = 1 , . . . , n. 

P  

fi

x

w

χ

 

x
δ

δ

 

 

n  

s  

a

x

w

φ

roof of Theorem 2. Similar to the proof of Theorem 1 , we prove the state synchronization
rst. By defining x̌ i = ˆ x i − ˆ x N , we have 

˙ x̄ i = A ̄x i − BK χ̄i 
˙ x̌ i = (A − H C) ̌x i − BK μ

∑ N−1 
j=1 

ˆ � i j χ̄ j + μH C 

∑ N−1 
j=1 

ˆ � i j ̄x j 
˙ χ̄i = (A − BK ) ̄χi + x̌ i − μ

∑ N−1 
j=1 

ˆ � i j χ̄ j 

Following the definition of x̄ and χ̄ and by defining 

ˇ = 

(
x̌ T 

1 . . . x̌ T 

N−1 

)T 

, 

e obtain the closed loop system as 

˙ x̄ = (I � A ) ̄x − (I � BK ) ̄χ
˙ x̌ = (I � (A − H C)) ̌x − μ( ̂  L � BK ) ̄χ + μ( ̂  L � H C) ̄x 
˙ ¯ = (I � (A − BK ) − μ ˆ L � I ) ̄χ + x̌ 

(26)

By defining δ = x̄ − χ̄ and δ̄ = (μ ˜ L � I ) ̄x − x̌ , we have 

˙ ¯ = (I � (A − BK )) ̄x + (I � BK ) δ
˙ = (I � A − μ ˆ L � I ) δ + δ̄
˙ ¯ = (I � (A − H C)) ̄δ

(27)

Similar to the proof of Theorem 1 , we know that all eigenvalues of I � A − μ ˆ L � I have
egative real part. Moreover, since A − H C is Hurwitz stable, we just need to prove the
tability of ˙ x̄ = (I � (A − BK )) ̄x . Furthermore, since A − BK is Hurwitz stable, we have x̄ is
symptotically stable, i.e. lim t→∞ x̄ i → 0. Thus, it implies 

 i − x j → 0, 

hich proves the result. 
Next, in the following, we prove the result with arbitrary fast convergence. Let 

¯ = 

(
x̄ T δT δ̄T 

)T 
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P

hen, we obtain 

˙ ¯ = A P φ̄

ith 

 P = 

⎛ 

⎝ 

I � (A − BK ) I � BK 0 

0 I � A − μ ˆ L � I I 
0 0 I � (A − H C) 

⎞ 

⎠ . 

Then, the asymptotic convergence rate of error dynamics φ̄(t ) would be 

 asym = ρ(e A P ) = max 

i 
(e Re (λi (A P )) ) 

= max 

i 
(e Re (λi (A −BK )) , e Re (λi (I �A −μ ˆ L �I )) , e Re (λi (A −HC)) ) 

≤ max 

i 
(r ∗asym 

, e Re (λi (A −μ ˆ L )) ) 

≤ max 

i 
(r ∗asym 

, e Re (λi (I �A −μ ˆ L �I )) ) 

≤ max 

i 
(r ∗asym 

, max 

j 
(e Re (λi (A −μλ̄ j I )) )) 

≤ max 

i 
(r ∗asym 

, e Re (λi (A −μλ̄2 I )) ) 

Here, we used Re (λi (A − BK )) < ln (r ∗asym 
) , Re (λi (A − H C)) < ln (r ∗asym 

) , and λ̄ j ( j =
, · · · N ) are the eigenvalue of ˆ L , where λ̄2 is the nonzero eigenvalue of L with the smallest
eal part. 

Then, similar to Theorem 1 , by choosing μ sufficiently large, one can obtain Re (λi (A −
λ̄2 I )) < ln (r ∗asym 

) and hence 

 asym ≤ r ∗asym 
. 

�

. Protocol design for regulated state synchronization 

In this section, we design protocols to achieve regulated state synchronization with desired
onvergence rate. 

.1. Full-state coupling 

We propose the Protocol 3 stated in the next page for MAS with full-state coupling. 
Then, we have the following theorem. 

heorem 3. Consider a MAS consisting of N agents (3) with C = I satisfying Assumption 1
nd the associated exosystem (9) . Let the associated network communication be given by
q. (13) . 

Then, the problem of scalable regulated state synchronization with arbitrarily fast conver-
ence as defined in Problem 2 is solvable. In particular, the parameterized linear dynamic
rotocol 3 : 
4874 



Z. Liu, A. Saberi, A.A. Stoorvogel et al. Journal of the Franklin Institute 358 (2021) 4864–4882 

Protocol 3: Regulated state synchronization for MAS with full-state coupling 

The collaborative protocols parameterized in positive scalar parameter μ are designed 

for agents i = 1 , . . . , N as 

˙ χi = Aχi + Bu i + μ ˜ ζi − μ ˆ ζi − μιi χi , 

u i = −K χi , 
(28) 

where ˜ ζi is defined by Eq. (29) and 
ˆ ζi is given by 

ˆ ζi = 

N ∑ 

j=1 

a i j (χi − χ j ) , (29) 

which means the agents communicate ηi = χi . Matrix K isdesigned such that 
Re (λi (A − BK )) < ln (r ∗asym 

) . 

 

 

 

P

x

t

χ
 

x
δ

 

 

w

 

f  

w  

λ  

c
h  

s

x

• achieves regulated state synchronization for any μ, and any graph G ∈ G 
N 
C 

with any
N . 
• for a given desired r ∗asym 

, any given graph G ∈ G 
N 
C 

and any x r , by choosing parameter
μ sufficiently large, the protocol achieves convergence rate (for the synchronization
error) less than r ∗asym 

. 

roof of Theorem 3. Similar to the proof of Theorem 1 , the proof consists of two steps. 
Step 1: The proof of regulated state synchronization 

Let ˜ x i = x i − x r and define 

˜  = 

(
˜ x T 

1 . . . ˜ x T 

N 

)T 

, χ = 

(
χT 

1 . . . χT 

N 

)T 

hen, we obtain the closed loop system as following 

˙ ˜ x = (I � A ) ̃  x − (I � BK ) χ, 

˙ = (I � (A − BK ) − μ ˜ L � I ) χ + μ( ̃  L � I ) ̃  x . 
(30)

By defining δ = ˜ x − χ, we have 

˙ ˜  = (I � (A − BK )) ̃  x + (I � BK ) δ
˙ = (I � A − μ ˜ L � I ) δ

(31)

Based on [ 23 , Lemma 7], since the eigenvalues ˜ λ1 , . . . , ̃  λN of ˜ L have positive real part,
e have 

(S � I )(I � A − μ ˜ L � I )(S 

−1 
� I ) = I � A − μ ˜ 
 � I (32)

or a non-singular transformation matrix S, where (32) is an upper triangular block matrix
ith A − μ˜ λi I for i = 1 , . . . , N on the diagonal blocks and 

˜ 
 is upper triangular matrix with
˜ i for i = 1 , . . . , N on the diagonals. Since all eigenvalues of A are in the closed left half
omplex plane, A − μ˜ λi I is a stable matrix. It means that all eigenvalues of I � A − μ ˜ L � I 
ave negative real part. Thus, it implies we just need to prove the stability of the following
ystem 

˙ ˜  = (I � (A − BK )) ̃  x . 
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n

x

Because A − BK is Hurwitz, It means that ˜ x is asymptotically stable, i.e. lim t→∞ ˜ x i → 0.
hus, it implies x i − x r → 0 which proves the regulated state synchronization. 

Step 2: The proof of arbitrary fast convergence 
Firstly, we obtain 

˙ = Ā F θ

y defining θ = 

(
˜ x T δT 

)T 

, where 

¯
 F = 

(
I � (A − BK ) I � BK 

0 I � A − μ ˜ L � I 

)
. 

Similar to Theorem 1 , and given that Re (λi (A − BK )) < ln (r ∗asym 
) , one obtain 

 asym = ρ(e ̄A F ) = max 

i 
(e Re (λi ( ̄A F ) ) = max 

i 
(e Re (λi (A −BK )) , e Re (λi (I �A −μ ˜ L �I )) ) 

≤ max 

i 
(r ∗asym 

, e Re (λi (I �A −μ ˜ L �I )) ) 

≤ max 

i 
(r ∗asym 

, max 

j 
(e Re (λi (A −μ˜ λ j I )) )) 

≤ max 

i 
(r ∗asym 

, e Re (λi (A −μ˜ λ1 I )) ) 

here ˜ λ j ( j = 1 , . . . N ) are the eigenvalue of ˜ L and 
˜ λ1 is the eigenvalue of ˜ L with the smallest

eal part. 
Then, by choosing sufficiently large μ, we have Re (λi (A − μ˜ λ1 I )) < ln (r ∗asym 

) . Since we

ave that all eigenvalue of A are in closed right half plane, we only choose −μ Re ( ̃ λ1 ) ≤
n (r ∗asym 

) so as to r asym ≤ r ∗asym 
. It means one can achieve regulated state synchronization with

rbitrary fast convergence. �

.2. Partial-state coupling 

We design the Protocol 4 stated in the next page for MAS with partial-state coupling. 
Then, we have the following theorem. 

heorem 4. Consider a MAS consisting of N agents (3) satisfying Assumption 1 and the
ssociated exosystem (9) . Let the associated network communication be given by Eq. (12) . 

Then, the problem of scalable regulated state synchronization with arbitrarily fast conver-
ence as defined in Problem 2 is solvable. In particular, the parameterized linear dynamic
rotocol 4 

• achieves regulated state synchronization for any μ, and any graph G ∈ G 
N 
C 

with any
N . 
• for a given desired r ∗asym 

, any given graph G ∈ G 
N 
C 

and any x r , by choosing parameter
μ sufficiently large, the protocol achieves convergence rate (for the synchronization
error) less than r ∗asym 

. 

roof of Theorem 4. Similar to the proof of Theorem 3 , first we prove the state synchro-
ization. Let ˜ x i = x i − x r and define 

ˆ  = 

(
ˆ x T 

1 . . . ˆ x T 

N 

)T 
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Protocol 4: Regulated state synchronization for MAS with partial-state coupling 

The collaborative protocols parameterized in positive scalar parameter μ are designed 

for agents i = 1 , . . . , N as 

˙ ˆ x i = A ̂  x i − μBK 
ˆ ζi + H (μ ˜ ζi − C ̂  x i ) + μιi Bu i , 

˙ χi = Aχi + Bu i + ˆ x i − μ ˆ ζi − μιi χi , 

u i = −K χi , 

(33) 

where ˜ ζi is defined by Eq. (12) and ̂
 ζi is given by 

ˆ ζi = 

N ∑ 

j=1 

a i j (χi − χ j ) , (34) 

which means the agents communicate ηi = χi . Matrices K and H are designed such that 
Re (λi (A − BK )) < ln (r ∗asym 

) and Re (λi (A − H C)) < ln (r ∗asym 
) . 

t

χ

 

x

δ

δ

 

 

p  

 

s  

s

θ

b

θ

w

A

hen, we obtain the closed loop system as 

˙ ˜ x = (I � A ) ̃  x − (I � BK ) χ

˙ ˆ x = (I � (A − H C)) ̂  x − (μ ˜ L � BK ) χ + (μ ˜ L � H C) ̃  x 

˙ = (I � (A − BK ) − μ ˜ L � I ) χ + ˆ x 

(35)

By defining δ = ˜ x − χ and δ̄ = (μ ˜ L � I ) ̃  x − ˆ x , we obtain 

˙ ˜  = (I � (A − BK )) ̃  x + (I � BK ) δ

˙ = (I � A − μ ˜ L � I ) δ + δ̄

˙ ¯ = (I � (A − H C)) ̄δ

(36)

Similar to Theorem 3 , we have that all eigenvalues of I � A − μ ˜ L � I have negative real
art and A − H C is Hurwitz stable, it means that we just need to prove the stability of ˙ ˜ x =

(I � (A − BK )) ̃  x . Furthermore, since A − BK is Hurwitz stable, we have ˜ x is asymptotically
table, i.e. lim t→∞ ˜ x i → 0. Thus, it implies x i − x r → 0 which proves the regulated state
ynchronization result. 

Then, we prove the arbitrary fast convergence as the next step of the proof. We have 

˙ ¯ = Ā P θ̄

y defining 

¯ = 

(
˜ x T δT δ̄T 

)T 

, 

here 

¯
 P = 

⎛ 

⎜ ⎝ 

I � (A − BK ) I � BK 0 

0 I � A − μ ˜ L � I I 

0 0 I � (A − H C) 

⎞ 

⎟ ⎠ . 
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Fig. 1. The communication topologies. 

Fig. 2. Regulated state synchronization for MAS with 3 nodes and asymptotic convergence rate r asym ≥ e −5 with 
μ = 7 . 
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Fig. 3. Regulated state synchronization for MAS with 6 nodes and asymptotic convergence rate r asym ≥ e −5 with 
μ = 5 . 

r

b  

(  

T  

l

Similar to Theorem 3 , the asymptotic convergence rate of error dynamics would be 

 asym = ρ(e ̄A P ) = max 

i 
(e Re (λi ( ̄A P )) ) 

= max 

i 
(e Re (λi (A −BK )) , e Re (λi (I �A −μ ˜ L �I )) , e Re (λi (A −HC)) ) 

≤ max 

i 
(r ∗asym 

, e Re (λi (I �A −μ ˜ L �I )) ) 

≤ max 

i 
(r ∗asym 

, e Re (λi (I �A −μ ˜ L �I )) ) 

≤ max 

i 
(r ∗asym 

, max 

j 
(e Re (λi (A −μ˜ λ j I )) )) 

≤ max 

i 
(r ∗asym 

, e Re (λi (A −μ˜ λ1 I )) ) 

y using the facts Re (λi (A − BK )) < ln (r ∗asym 
) and Re (λi (A − H C)) < ln (r ∗asym 

) , where ˜ λ j

 j = 1 , . . . N ) are the eigenvalue of ˜ L and 
˜ λ1 is the eigenvalue of ˜ L with the smallest real part.

hen similar to the argument of Theorem 3 , we obtain r asym ≤ r ∗asym 
by choosing sufficient

arge μ. �
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Fig. 4. Regulated state synchronization for MAS with 10 nodes and asymptotic convergence rate r asym ≥ e −5 with 
μ = 5 . 
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. Simulation results 

In this section, we will illustrate the performance of our parameterized protocols with
umerical examples for regulated state synchronization of MASs with partial-state coupling. 

Consider agents models (3) and the exosystem (9) with matrices A, B, C and exosystem
odel (9) with matrices A, C, where 

 = 

⎛ 

⎝ 

0 1 0 

0 0 1 

0 0 0 

⎞ 

⎠ , B = 

⎛ 

⎝ 

0 

0 

1 

⎞ 

⎠ , C = 

(
1 0 0 

)
. 

To achieve asymptotic convergence rate r asym ≥ e −5 , we choose matrices K and H such
hat the eigenvalues of A − BK and A − H C are located at −6 , −7 and −8 . Then we have the
ollowing parameterized protocol. Note that the following protocol achieves regulated state
ynchronization for any μ ≥ 1 for any graph. 

˙ ˆ x i = 

⎛ 

⎝ 

−21 1 0 

−146 0 1 

−336 0 0 

⎞ 

⎠ ˆ x i − μ

⎛ 

⎝ 

0 0 0 

0 0 0 

336 146 21 

⎞ 

⎠ ̂  ζi + μ

⎛ 

⎝ 

21 

146 

336 

⎞ 

⎠ ̃  ζi + μιi 

⎛ 

⎝ 

0 

0 

1 

⎞ 

⎠ u i , 

˙ i = 

⎛ 

⎝ 

0 1 0 

0 0 1 

0 0 0 

⎞ 

⎠ χi + 

⎛ 

⎝ 

0 

0 

1 

⎞ 

⎠ u i + ˆ x i − μ ˆ ζi − μιi χi , 

u i = −(
336 146 21 

)
χi , 

(37)
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To show the scalability of our protocols we choose three different MAS with different
ommunication networks and different number of agents. In all the following cases, we il-
ustrate the results for μ = 1 . Then, to achieve asymptotic convergence rate r asym ≥ e −5 , we
ncrease the value of μ to get r asym ≥ e −5 . 

Case I : Consider a MAS consisting of 3 agents with agent models (A, B, C) and directed
ommunication topology shown in Fig. 1 a. Fig. 2 shows the simulation results for μ = 1 and
= 7 . 
Case II : Next, consider a MAS consisting of 6 agents with agent models (A, B, C) and

irected communication topology shown in Fig. 1 b. Fig. 3 shows the simulation results for
= 1 . In this case also to achieve r asym ≥ e −5 we increase the value of μ to 5. 
Case III : Finally, consider a MAS consisting of 10 agents with agent models (A, B, C) and

irected communication topology shown in Fig. 1 c. Like the previous cases, first we show
he simulation results for μ = 1 . Then, we obtain the simulation results with convergence rate
 asym ≥ e −5 by choosing the value of μ equal to 5. The results are shown in Fig. 4 . 

From the simulation results, we observe that our one-shot-design Eq. (37) achieves reg-
lated state synchronization for any graph with any number of agents. Moreover, we can
chieve any arbitrarily fast convergence by tuning design parameter μ. 

. Conclusion 

In this paper, we studied state and regulated state synchronization with arbitrary fast conver-
ence for homogeneous networks of MAS. A scalable linear collaborative dynamic protocol,
arameterized in scalar μ was proposed such that one could achieve any desired given con-
ergence rate by suitably choosing parameter μ. It should be emphasized that the proposed
rotocols were designed solely based on agent models that is despite all the existing results,
ur design methodology was scale-free so that we did not need any information about the
ommunication network such as bounds on the spectrum of the associated Laplacian matrix
nd the number of agents. As the future work, we aim to extend the scale-free protocol designs
roposed in this paper to heterogeneous MAS to achieve output synchronization with desired
erformance. Besides, We would like to extend the results of this paper for homogeneous
AS in presence of communication delays. 
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