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Abstract

We look at stochastic optimization problems through the lens of statistical decision
theory. In particular, we address admissibility, in the statistical decision theory sense,
of the natural sample average estimator for a stochastic optimization problem (which is
also known as the empirical risk minimization (ERM) rule in learning literature). It is
well known that for some simple stochastic optimization problems, the sample average
estimator may not be admissible. This is known as Stein’s paradox in the statistics
literature. We show in this paper that for optimizing stochastic linear functions over
compact sets, the sample average estimator is admissible. Moreover, we study problems
with convex quadratic objectives subject to box constraints. Stein’s paradox holds when
there are no constraints and the dimension of the problem is at least three. We show that
in the presence of box constraints, admissibility is recovered for dimensions 3 and 4.

1 Introduction

A large class of stochastic optimization problems can be formulated in the following way:

min{f(z) := Ee[F(z, )]}, (1.1)

zeX

where X C R? is a fixed feasible region, ¢ is a random variable taking values in R™, and
F : R4 x R™ — R. We wish to solve this problem with access to independent samples of &.
The following are two classical examples:

1. Consider a learning problem with access to labeled samples (z,y) € R™ x R from
some distribution and the goal is to find a function f € F in a finitely parametrized
hypothesis class F (e.g., all neural network functions with a fixed architecture) that
minimizes expected loss, where the loss function is given by £: R x R — R,. One can
model this using (1.1) by setting d to be the number of parameters for 7, m =n + 1,
X C R? s the subset that describes F via the parameters, and F(f, (z,v)) = £(f(2),y).
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2. When d = m, F(z,€) = |lz — ¢||?, X = R? and ¢ is distributed with mean 4, (1.1)
becomes
in Ee[l|z — £[|?] = mi —E[E]|?>+V
min, Eellz — €17] = min, 12— Eg]| + Vig

In particular, if one knows p := E[¢], the optimal solution is given by # = p. Thus, this
stochastic optimization problem becomes equivalent to the classical statistics problem
of estimating the mean of the distribution of &, given access to independent samples.

We would like to emphasize our data-driven viewpoint on the problem (1.1). In particular,
we will not assume detailed knowledge of the distribution of the random variable &, but only
assume that it comes from a large family of distributions. More specifically, we will not assume
knowledge of means or higher order moments, and certainly not the exact distribution of £.
This is in contrast to some approaches within the stochastic optimization literature that
proceed on the assumption that such detailed knowledge of the distribution is at hand.
Such an approach would rewrite (1.1) by finding an analytic expression for the expectation
E¢[F(z,€)] (in terms of the known parameters of the distribution of £), perhaps with some
guaranteed approximation if an exact analysis is difficult. The problem then becomes a
deterministic optimization problem!, often a very complicated and difficult one, which is
then attacked using novel and innovative ideas of mathematical optimization. See [5] for a
textbook exposition of this viewpoint.

In contrast, as mentioned above, we will assume that the true distribution of £ comes from
a postulated large family of (structured) distributions, and we assume that we have access to
data points €1, €2, ... drawn independently from the true distribution of &. This makes our
approach distinctly statistical and data-driven in nature. We “learn” or glean information
about the distribution of £ from the data, which we then use to “solve” (1.1). Statistical
decision theory becomes a natural framework for such a viewpoint, to formalize what it even
means to “solve” the problem after “learning” about the distribution from data. We briefly
review relevant terminology from statistical decision theory below.

We do not mean to imply that a statistical perspective on stochastic optimization has
never been studied before this paper. This is far from true; see [5, Chapter 9] and [27, Chapter
5] for detailed discussions of statistical approaches and methods in stochastic optimization.
In [25] and [8], the authors introduce a statistical decision theory perspective that is essentially
the same as our framework. In recent parlance, “data-driven optimization” has been used
to describe the statistical viewpoint and has a vast literature; some recent papers closely
related to our work are [2, 11, 12, 17, 30], with [11, 17] particularly close in spirit to this
paper. Nevertheless, our perspective is quite different and follows in the footsteps of the
inspirational paper of Davarnia and Cornuejols [9].

1.1 Statistical decision theory and admissibility

Statistical decision theory is a mathematical framework for modeling decision making in the
face of uncertain or incomplete information. One models the uncertainty by a set of states

'Note that we are not referring to what stochastic optimization literature refers to as the deterministic
model where all appearances of any random variable in the problem are replaced by its expectation. We are
really talking about what the stochastic optimization community would refer to as the stochastic problem and
a stochastic solution.



of nature denoted by ©. The decision making process is to choose an action from a set A
that performs best in a given state of nature 6. To take our stochastic optimization setting,
the set of states of nature is given by the family D of distributions that we believe the true
distribution of ¢ comes from, and the set of actions A is the feasible region X, i.e., select
x € X that minimizes f(z) := E¢op[F(2,€)]. In the general framework of decision theory,
one defines a loss function £ : © x A — Ry to evaluate the performance of an action a € A
against a state of nature § € ©. The smaller £(6,a) is, the better a € A does with respect
to the state § € ©2. In our setting of stochastic optimization, we take an action & € X. The
natural way to evaluate its performance is via the so-called optimality gap, i.e., how close
is f(Z) to the optimal value of (1.1). Therefore, the following is a natural loss function for
stochastic optimization:

L(D,x) = f(x) - f(2(D))
= BewpF(,6)] - EeuplF(x(D), €)], (1.2)

where x(D) is an optimal solution to (1.1) when & ~ D.

The statistical aspect of statistical decision theory comes from the fact that the state 6
is not revealed directly, but only through data/observations based on # that can be noisy
or incomplete. This is formalized by postulating a parameterized family of probability dis-
tributions P := {Py : § € ©} on a common sample space X. After observing a realization
y € X of this random variable, one forms an opinion about what the possible state is and
one chooses an action a € A. Formally, a decision rule is a function § : X — A giving an
action d(y) € A when data y € X is observed. To take our particular setting of stochastic

optimization, one observes data points &,€2,...,€" that are i.i.d. realizations of & ~ D;
thus, X = R™ x R™ x ... x R™ with distributions P := {D x D x...x D :D € D} on X
n times n times

parameterized by the states D € D.
Finally, one evaluates decision rules by averaging over the data, defining the risk function

R(ev 6) = IEyNPe [,C(Q, 5(3/))]

One can think of the risk function as mapping a decision rule to a nonnegative function
on the class of distributions P; this function is sometimes called the risk of the decision rule.
A decision rule is “good” if its risk has “low” values. A basic criterion for choosing decision
rules in then the following. We say that §" weakly dominates ¢ if R(0,0") < R(0,9) for all
0 € ©. We say that & dominates é if, in addition, R(6,8') < R(6,0) for some 6 € O. A
decision rule ¢ is said to be inadmissible if there exists another decision rule ¢’ that dominates
0. A decision rule ¢ is said to be admissible if it is not dominated by any other decision rule.
In-depth discussions of general statistical decision theory can be found in [1, 4, 24].

?We caution the reader that the use of the words “loss” and “risk” in statistical decision theory are
somewhat different from their use in machine learning literature. In machine learning, the function F(x, &) is
usually referred to as “loss” and the function f(x) is referred to as “risk” in (1.1). Thus Example 1. above
becomes a “risk minimization” problem with an associated “empirical risk minimization (ERM)” problem
when one replaces the expectation by a sample average.



1.2 Admissibility of the sample average estimator and our results

We would like to study the admissibility of natural decision rules for solving (1.1). As

explained above, we put this in the decision theoretical framework by setting the sample

space X = R™ x ... x R™, where n is the number of i.i.d. observations one makes for
n times

&~ D for D € D, and D is a fixed family of distributions. A decision rule is now a map

J:R™"xR™x...xR™ — X. The class of distributions on X is P ={D x D x...x D :

-~

n times n times

D € D}. The loss function is defined as in (1.2). In this paper, we wish to study the
admissibility of the sample average decision rule dg4 defined as

(5SA(£1,...,§”)Eargmin{iZF(x,fi):xeX} (1.3)
i=1

This is a standard procedure in stochastic optimization, and often goes by the name of
sample average approrimation (SAA); in machine learning, it goes by the name of Empirical
Risk Minimization (ERM). To emphasize the dependence on the number of samples n, we
introduce a superscript, i.e., 0¢, will denote the estimator based on the sample average of
the objective from n observations. Moreover, for any n € N, let A™ be the set of all decision
rules 6 : R™ x R™ x ... x R™ — X such that Eg1_¢n [6(€Y, ..., €M) exists.

n times

Stein’s paradox. In turns out that there are simple instances of problem (1.1) where
the sample average rule is inadmissible. Consider the setting of Example 2 in the Intro-
duction, where m = d, F(z,£) = ||z — ¢||* and X = R%  We assume ¢ is distributed
normally & ~ N(u,I) with unknown mean p; here I denotes the identity matrix. In
the language of statistical decision theory, the states of nature are now parametrized by
p € RY. Since E¢up[F(z,€)] = ||z — E[¢]||*> + V[€], the minimizer is simply 2(D) = E[§] = p
with objective value V[¢]. Evaluating (1.2), L(p,z) = Eeup[F (2,8)] — Eeup[F(2(D),&)] =
(Jlz — E[£]||* + V[¢]) — V[¢] = ||z — p||*. Thus, 2 = p minimizes the loss when the state
of nature is u. Consequently, the problem becomes the classical problem of estimating the
mean of a Gaussian from samples under “squared distance loss”. Also, the sample average
decision rule solves (1.3) which is the problem min{ 3" , Ha: - §’ng : 2 € R%} and therefore
returns the empirical average of the samples, i.e., (5gA(§1, o, €M) = € where € = % Dy £
It is well-known that this sample average decision rule is inadmissible if d > 3; this was first
observed by Stein [28] and is commonly referred to as Stein’s paradoz in statistics literature.
The James-Stein estimator [20] strictly dominates the sample average estimator; see [1, 24]

for an exposition.

Our results. We focus on two particular cases of the stochastic optimization problem (1.1):

1.m=d, F(z,6) = €Tz, X C R? is a given compact (not necessarily convex) set, and
¢ has a Gaussian distribution with unknown mean p € R? and covariance ¥ € R4
denoted by & ~ N(u,X). In other words, we optimize an uncertain linear objective



over a fixed compact set. Note that, along with linear or convex optimization, we also
capture non-convex feasible regions like mixed-integer non-linear optimization or linear
complementarity constraints.

2.m =d, F(z,§) = %Hm||2 — &Tz, X C R? is a box constrained set, i.e., X := {z €
R : 4 <@y <wy, i=1,...,d} ({; < u; are arbitrary real numbers), and ¢ has a
Gaussian distribution with unknown mean p € R? and covariance ¥ € R%*? denoted by
¢ ~ N(p,Y). Here, we wish to minimize a convex quadratic function with an uncertain
linear term over box constraints.

In the first case, we show that there is no “Stein’s paradox” type phenomenon, i.e., the
sample average solution is admissible for every d € N. For the second case, we show that
the sample average solution is admissible for d < 4. Note that in the second situation above,
F(z,8) = ||z — £||* — 3/|¢||* and thus the problem of minimizing E[%|jz — &||> + %HEHQ] =
E[5 |z —&|1*]+ 3E[|[€]|?] is equivalent to the setting of Stein’s paradox (since SE[[|£[|?] is just a
constant), except that we now impose box constraints on x. Thus, admissibility is recovered
for d = 3,4 with box constraints. While we are unable to establish it for d > 5, we strongly
suspect that there is no Stein’s paradox in any dimension once box constraints are imposed;
in fact, we believe this is true when any compact constraint set is imposed (see discussion
below). The precise statements of our results follow.

THEOREM 1.1. Consider problem (1.1) in the setting where X is a given compact set and
F(&x) = T2, and € ~ N(p,X) with unknown pu and . The sample average rule now
simply becomes

(€. ") € argmin{E 2 € X} (1.4)

where & 1= %Z?:l €' denotes the sample average of the observed objective vectors. For any
n €N, and any ¥ € R we consider the states of nature to be parametrized by p € RY.
Then for every n € N and ¥ € R4, 0G4 15 admissible within A™.

THEOREM 1.2. Let d < 4. Consider problem (1.1) in the setting where X := {x € R% : {; <
z; <wi, i=1,...,d} (¢; <uy; are arbitrary real numbers) and F(§,z) = §|z||> — Tz, and
& ~ N(u,X) with unknown p and X. The sample average rule now simply becomes

YIS SO N= au"gmin{;H:):H2 —ETJ} tx € X} (1.5)

where & = %Z?:l £ denotes the sample average of the observed vectors. For any n € N,
and any ¥ € R4, we consider the states of nature to be parametrized by pn € R, Then for
every n € N and ¥ € R4, 0G4 15 admissible within A™.

The following result provides some concrete basis for our belief that compact constraints
imply admissibility in any dimension even in the quadratic case; alas, we are unable to
establish it even for box constraints when d > 5.

THEOREM 1.3. When X = {z € R?: ||z|| < R} for some R >0, F(§,z) = 1||z|? — Tz, and
&~ N(u,), then the sample average rule is admissible for all d > 1.



We present two different proofs of Theorem 1.1. The first one, presented in Sections 3
and 3.2 uses a novel proof technique for admissibility, to the best of our knowledge. The
second proof, presented in Section 4 uses the conventional idea of showing that the sample
average estimator is the (unique) Bayes estimator under an appropriate prior. We feel that
the first proof technique could be useful for future research into the question of admissibility
of solution estimators for stochastic optimization. The second method using Bayes estimators
is easier to generalize to the quadratic settings of Theorems 1.2 and 1.3, and thus forms a
natural segue into their proofs presented in Section 5.

1.3 Comparison with previous work

The statistical decision theory perspective on stochastic optimization presented here follows
the framework of [9] and [10]. In particular, the authors of [9] consider admissibility of
solution estimators in two different stochastic optimization problems: one where X = R? and
F(z,¢) = 27Qx + Tz for some fixed matrix positive definite matrix @ (i.e., unconstrained
convex quadratic minimization), and the second one where X is the unit ball and F(x,§) =
¢Tx. ¢ is again assumed to be distributed according to a normal distribution N (u,I) with
unknown mean p. They show that the sample average approximation is not admissible in
general for the first problem, and it is admissible for the second problem. Note that the
second problem is a special case of our setting. In both these cases, there is a closed-form
solution to the deterministic version of the optimization problem, which helps in the analysis.
This is not true for the general optimization problem we consider here (even if we restrict X
to be a polytope, we get a linear program which, in general, has no closed form solution).
Another difference between our work and [9] is the following. In [9], the question of
admissibility is addressed within a smaller subset of decision rules that are “decomposable”
in the sense that any decision rule is of the form 7 o s, where x : R x R? x ... x R? — R

n times

maps the data &',... €™ to a vector 4 € R? and then 7 : R? — X is of the form 7(j) €
argmin{’z : z € X}. In other words, one first estimates the mean of the uncertain objective
(using any appropriate decision rule) and then uses this estimate to solve a deterministic
optimization problem. In the follow-up work [10], the authors call such decision rules Separate
estimation-optimization (Separate EO) schemes and more general decision rules as Joint
estimation-optimization (Joint EO) schemes. In this paper, we establish admissibility of the
sample average estimator within general decision rules (joint EO schemes in the terminology
of [10]). The only condition we put on the decision rules is that of integrability, which
is a minimum requirement needed to even define the risk of a decision rule. Note that
proving inadmissibility within separate EO schemes implies inadmissibility within joint EO
schemes. On the other hand, establishing admissibility within joint EO schemes means
defending against a larger class of decision rules. The general concept of joint estimation-
optimization schemes also appears in [8, 11, 25|, presented in slightly different vocabulary.
As mentioned before, the quadratic convex objective has been studied in statistics in the
large body of work surrounding Stein’s paradox, albeit not in the stochastic optimization
language that we focus on here. Moreover, all of this classical work is for the unconstrained
problem. To the best of our knowledge, the version with box constraints has not been studied
before (but see [3, 6, 7, 13, 15, 16, 18, 22, 23, 26] and the book [14] for a related, but different,



statistical problem that has received a lot of attention). It is very intriguing (at least to us)
that in the presence of such constraints, admissibility is recovered for dimensions d = 3,4;
recall that for the unconstrained problem, the sample average solution is admissible only for
d = 1,2 and inadmissible for d > 3.

1.4 Admissibility and other notions of optimality

We end our discussion of the results with a few comments about other optimality notions
for decision rules. In large sample statistics, one often considers the behavior of decision
rules when n — oo (recall n is the number of samples). A sequence of decision rules §"
(each 0™ is based on n i.i.d samples) is said to be asymptotically inadmissible if there exists

a decision rule sequence 0" such that lim,_,o ggzgzg < 1 for every 6, and for some 0 the

limiting ratio is strictly less than 1. Admissibility for every n € N does not necessarily imply
asymptotic admissibility [4, Problem 4, page 200], and asymptotic admissibility does not
imply admissibility for finite n € N, i.e., there can be decision rules that are inadmissible for
every n € N and yet be asymptotically admissible. Thus, the small-sample behaviour (fixed
n € N) and large sample behavior (n — oco) can be quite different. One advantage of proving
asymptotic admissibility is that it also implies the rate of convergence of the risk (as a function
of n) is optimal; such rules are called rate optimal. Unfortunately, our admissibility results
about 0¢, do not immediately imply asymptotic admissibility or rate optimality. Standard
techniques for proving rate optimality such as Hajek-Le Cam theory [29, Chapter 8] cannot
be applied because regularity assumptions about the decision rules are not satisfied in our
setting. For example, in the linear objective case discussed above, 0%, has a degenerate
distribution that is supported on the boundary of the feasible region X. Similarly, in the
quadratic case, d¢4’s distribution is supported on the compact domain X, with majority of
the mass on the boundary when p is outside X . This rules out any possibiity of “asymptotic
normality” or “local asymptotic minimaxity” results [29, Chapters 7, §].

While we are unable to prove rate optimality for d5,, it is reasonably straightforward to
show that 6%, is consistent in the sense that R(6,0%,) — 0 as n — oo. This can be derived
from consistency results in stochastic optimization literature [27, Chapter 5|, but we present
the argument here for completeness. In the linear objective case, the loss for 6%, is given by
L(p,6%4) = n" 0% —p"w(n) = (1= 05, +E7 0% s — 1" w(n) < (1—€)T 6%y +& w(p)—p" 2 ()
since 6%, is the minimizer with respect to €. Thus, £(p,d%,) < (u— &)1 (62, — 2(p)) <
Il — €)|| - K by the Cauchy-Schwarz inequality, where K is the diameter of the compact
feasible region X. Therefore, R(p,d%,) < KE[||u — £)|]]. Since the sample average £ has a
normal distribution with mean p and variance that scales like O(1/n), R(u,0%,) — 0 with
rate O(1/y/n). A similar argument can be made in the quadratic objective case. However,
we are unable to show that O(1/4/n) is the optimal rate in either case.

There is a large body of literature on shrinkage estimators in the unconstrained, quadratic
objective setting. A relatively recent insight [31] shows that as d — oo (recall d is the dimen-
sion), a certain class of shrinkage estimators (called SURE estimators) have risk functions
that dominate any other shrinkage estimator’s risk, and hence the sample average estimator’s
risk, with just a single sample. This potentially suggests that the phenomenon presented here,
where admissibility of §% , is recovered for d = 3,4, holds only for small dimensions and for
large enough dimensions, the sample average estimator remains inadmissible. However, this




is not immediate because of two reasons: 1) the value of d for which the SURE estimator
in [31] starts to dominate any other estimator depends on the parameter p, and 2) the setting
in [31] is still unconstrained optimization. In fact, as stated earlier, we strongly suspect that
with compact constraints, admissibility of 0¢, holds for all dimensions (see Theorem 1.3).
We remark that SURE estimators need not be admissible themselves [21].

There are other notions of optimality of decision rules even in the small/finite sample
setting. For example, the minimaz decision rule minimizes the sup norm of the risk function,
i.e., one solves infssupy R(,d). In general, admissibility does not imply minimaxity, nor
does minimaxity imply admissibility. Of course, if a minimax rule is inadmissible, then
the dominating rule is also minimax and is certainly to be preferred, unless computational
concerns prohibit this. In many settings however (e.g., estimation in certain exponential
and group families [24, Chapter 5]), minimax rules are also provably admissible and thus
minimaxity is a more desirable criterion.

Generally speaking, admissibility is considered a weak notion of optimality because ad-
missible rules may have undesirable properties like very high risk values for certain states of
the world. Moreover, as noted above, inadmissible rules may have optimal large sample be-
havior. Nevertheless, it is useful to know if widely used decision rules such as sample average
approximations satisfy the basic admissibility criterion, because if not, then one could use
the dominating decision rule unless it is computationally much more expensive.

2 Technical Tools

We first recall a basic fact from calculus.

LEMMA 2.1. Let F' : R™ — R be a twice continuously differentiable map such that F(0) = 0.
Suppose V2F(0) is not negative semidefinite; in other words, there is a direction d € R? of
positive curvature, i.c., d' V2F(0)d > 0. Then there exists z € R™ such that F(z) > 0.

Proof. 1If VF(0) # 0, then there exist A\ > 0 such that F(z) > 0 for z = AVF(0) since
F(0) = 0. Else, if VF(0) = 0 then there exists A > 0 such that F(z) > 0 for z = Ad, where d
is the direction of positive curvature at 0. O

We will need the following central definition and result from statistics. See e.g., Section
6, Chapter 1 in [24].

DEFINITION 2.2. A statistic is a function T : x — R™, i.e., it is any function that maps the
data to a vector (or a scalar if m = 1). Let P be a family of distributions on the sample space
x- A sufficient statistic for P is a statistic on x such that the conditional distribution on x
given T =t does not depend on the distribution from P, for all t € R™.

PROPOSITION 2.3. Let x = R x RY x ... x R% and let P = {N(pu, I) x N(pu,I) x ... x N(u, 1) :

~~

n times n times
p € R}, e, (§1, ..., &") € x are i.i.d samples from the normal distribution N(u,I). Then
T(E'...,&7) =E:= 231 | & is a sufficient statistic for P.

We will also need the following useful property for the family of normal distributions
{N(p,I): p € R™}. Indeed the following result is true for any exponential family of distri-
butions; see Theorem 5.8, Chapter 1 in [24] for details.



THEOREM 2.4. Let f : R™ — R? be any integrable function. The function

—nlly—p|?
h(p):= | flye™ = "dy
Rm
is continuous and has derivatives of all orders with respect to u, which can be obtained by
differentiating under the integral sign.

In the rest of the paper, for any vector v, v; will denote the j-th coordinate, and for any
matrix A € RP*4 A;; will denote entry in the i-th row and j-th column.

We need one further result on the geometry of the hypercube which is easy to verify. We
recall that for any closed, convex set C' C R and point « € C, the normal cone at  is defined
to be the set of all vectors ¢ € R? such that x € argmax, cc c’'y. We extend this concept to
any face F' of C: The normal cone at the face F is defined to be the set of all vectors ¢ € R?
such that F' C argmax, ¢ cly.

LEMMA 2.5. Let X = {z € R : —u; < x; < w; i =1,...,d} be a box centered at the
origin. For any face F C X of X (possibly with F' = X ), let I} C {1,...,d} be the subset
of coordinates which are set to the bound u; for all points in F', I, C {1,...,d} be the subset
of coordinates which are set to the bound —u; for all points in F', and Np denote the normal
cone at F. Then the following are true:

1. For any face FF C X,

T; > U Z'EI;';
F+Np={zeR': 2 <—uy ielg
—u; < x; < Uu; igI}_UI}:

2. The interior of F + N is disjoint from the interior of F' + N}, whenever F # F' and
we have the following decomposition of R%:

R'= |J F+Np
F face of X

3 Proof of Theorem 1.1 (the scenario with linear objective)

3.1 When the covariance matrix is the identity

Proof of Theorem 1.1 when ¥ = I. As introduced in the previous sections, £ will denote the
sample average of &,...,£". Consider an arbitrary decision rule § € A™. Consider the
conditional expectation

n(y) =Eea_ en[6(E,....M[E=1y].

Observe that 1(y) € conv(X) (i.e., the convex hull of X, which is compact since X is compact)
since § maps into X. Moreover, since ¢ is a sufficient statistic for the family of normal
distributions by Proposition 2.3, n(y) does not depend on p. This is going to be important
below. To maintain intuitive notation, we will also say that 0% , is given by 6% ,(¢!,...,&") =



n*(€), where n*(y) returns a point in argmin{ y’z : x € X}. Note also that for any action
x € X, (1.2) evaluates to

Lp,x) = p"o — p"a(p),
where (1) denotes the optimal solution to the problem min { pwre:zeX } Using the law
of total expectation,

R(M75) = Efl ..... f"[ﬁ(/j’76<£177§n))]

&M = ()

enln” 5(5 v EME =yl = pla(p)
~ E, ()] — ()

I
@ﬁ
A
ﬁ?
Nn
=
3
=
S
,9”\
3

If n = n* almost everywhere, then R(u,d) = R(p,05,) for all € R?, and we would be
done. So in the following, we assume that n # n* on a set of strictly positive measure. This
implies the following

CrAM 3.1. For all y € R, yTn(y) > y"n*(y) and the set {y € RY = yTn(y) > yTn*(y)} is
of strictly positive measure.

Proof. Since X is compact, conv(X) is a compact, convex set and min{y’z : z € conv(X)} =
min{y’z : z € X} for every y € RY Therefore, since n(y) € conv(X) and n*(y) €
argmin{ y"z : = € X}, we have yTn(y) > y"n*(y) for all y € R,

Since conv(X) is a compact, convex set, the set of y € RY such that |argmin{y’z

x € conv(X)}| > 1 is of zero Lebesgue measure. Let S C R? be the set of y € RY such
that argmin{y’z : x € conv(X)} is a singleton, i.e., there is a unique optimal solution;
so R\ S has zero Lebesgue measure. Let D := {y € R? : n(y) # n*(y)}. Since we
assume that D has strictly positive measure, D N S must have strictly positive measure.
Consider any y € DN S. Since min{y’z : = € X} = min{y’z : 2 € conv(X)},
we must have argmin{y’r : z € X} C argmin{y’s : =z € conv(X)}. Since y € S,
argmin{y’z : 2z € conv(X)} is a singleton and thus 7*(y) is the unique optimum for
min{y’z : z € conv(X)}. Since y € D, n(y) # n(y*), and therefore y'n(y) > yn*(y).
Thus, we have the second part of the claim. ]

Now consider the function F : R — R defined by

F(p) == R(u,6) — R(u, 554)- (3.1)

To show that 62 , is admissible, it suffices to show that there exists i € R? such that F(j) > 0.
For any p € R%, we have from above

F(p) = R( R(p, 03 )
E [ n*(y)] o

d) —
= [u n(y)] — Eylu
- Rd(Q )n/277( ) —"Hy e d —,u,Tf n n/QU*(y)G%dy
n (n —nlly—p|?

= ga(32)" 2 (y) =" (W))e™ 7 dy

where in the second to last equality, we have used the fact that & has distribution N (u, %I ).
Note that the formula above immediately gives F'(0) = 0. We will employ Lemma 2.1 on F'(u)

10



to show the existence of i € R? such that F () > 0. For this purpose, we need to compute
the gradient VF(uu) and Hessian V2F(u). We alert the reader that in these calculations,
it is crucial that n(y) does not depend on p (due to sufficiency of the sample average) and
hence it is to be considered as a constant when computing the derivatives below. For ease of

calculation, we introduce the following functions E,G',...,G% : R? — R%:
L n \n/2 —nHy )
B(n) = (35)"" Jaaln(y) = (y))e™ = dy,
) —nlly—pll
G(p) = (35" [awitn(y) —n*(W))e™ = dy,
i = 1,...,d.

So F(u) = uTE(i). We also define the map G : R? — R4 ag

G(u)ij = (G'(W);-

CLAIM 3.2. For any p € RY, VF(u) = E(u) +nG(p)p — n(p" E(u))p. (Note that G(u)u is
a matriz-vector product.)

Proof of Claim. This is a straightforward calculation. Consider the i-th coordinate of VF (),
i.e., the i-th partial derivative

oF  _ 90, miBW;)
i Mmi DE ()
(1) Z]—l’uj O 8(eﬂ2ﬂ)
= B0+ e s (Jpa )00 = 0)), %)
—nlly—pll
n * 867
. E(M)HruT B2 ) = 1 ()2l

= B+ 47 [ (22 0) -t )5 (n(ys — i) dy
= B(u)i+ nuTGZ(u) — n(p" E(p))pi

where in the third equality, we have used Theorem 2.4 and the fact that n(y),n*(y) do not
depend on p by sufficiency of the sample average (Proposition 2.3). The last expression above
corresponds to the i-th coordinate of E(u) + nG(u)p — n(pu? E(p))p. Thus, we are done. o

Cram 3.3. V2F(0) = n(G(0)T + G(0)).

Proof of Claim. Let us compute mi y using the expression for 3—F from Claim 3.2.
’Fr  _ OE (N) ) AW G (W) _  ((n" E(w)pi)
Ouipy +n O " Ouj
O(E ()i i o(G* O(uTE
*‘a;} D (G g G — P — (T B )y

where 7;; denotes the Kronecker delta function, i.e., v;; = 1 if ¢ = j and 0 otherwise. At
@ =0, the above simplifies to

0*F
Opifi

+n(G(0));. (3.2)

p=0 8”j



Let us now investigate 8(38“, Jo) By applying Theorem 2.4 and the sufficiency of € again, we
J

obtain

M) [ 0) gy
= Sl 00) — 7 @)™ g — )y
= (3" [ n(y) — n* )™ T dy
32" 205 foa(n®) =" (w))ie™ 5 dy
= (G (1)i — npy B

= nG7(0);. Putting this back into (3.2),

Therefore, at y = 0, we obtain that %ﬁ)")

and using the definition of the matrix G(u), we obtain

0*F , ;
o] = nG0)i +n(G(0); = n(G(0)si + G(0)is)-
Hiltj | =0
Thus, we obtain that V2F(0) = n(G(0)T + G(0)). o

CLAIM 3.4. There exists a direction of positive curvature for V2F(0), i.e., there exists d € R?
such that dTV2F(0)d > 0.

Proof of Claim. Consider the trace Tr(V2F(0)) of the Hessian at u = 0. By Claim 3.3,
Tr(V2F(0)) = 2nTr(G(0))

= 20 (32 [avi(n(y) — ¥ (y))ie

= )2 [y ) — )T

By Claim 3.1, y”'(n(y) — n*(y)) > 0 for any y € R? and 37 (n(y) — n*(y)) > 0 on a set of

2
strictly positive measure. Therefore, [pq yT(n(y) —n* (y))einlgyH dy > 0.
Therefore, the trace of V2F(0) is strictly positive. Since the trace equals the sum of the
eigenvalues of V2F(0) (see Section 1.2.5 in [19]), we must have at least one strictly positive
eigenvalue. The corresponding eigenvector is a direction of positive curvature. o

2
—nlly—pll

dy

dy

As noted earlier, F'(0) = 0. Combining Claim 3.4 and Lemma 2.1, there exists fi € R?
such that F() > 0. O

3.2 General covariance

The proof in the previous section focused on the family of normal distributions with the
identity as the covariance matrix. We now consider any positive definite covariance matrix
Y for the normal distribution of £. In this case, we again consider the function F'(u) defined
in (3.1) and prove that there exists i such that F'(z) > 0. The only difference is that in
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the formulas one must substitute the distribution & ~ N(u, %E), i.e., the density function
everywhere must be

30) = (1) e (< L)

where o is the determinant of 3. Redefining

B = jg(;r)m Juatot =@ esp (= 50— 050 - )
Gi() = f(z)/ Joawtnt) =) esw (= -0 - a1 =1,

letting G(i) be the matrix with G(u) as rows, and adapting the calculations from the
previous section reveals that

V2F(0) = n(Z7'G(0) + G(0)T=71) (3.3)

Claim 3.1 again shows that the trace Tr(G(0)) = fRd vy (n(y) — n*(y))gox(y)dy > 0. This
shows that G(0) has an eigenvalue A with positive real part (since G(0) is not guaranteed
to be symmetric, its eigenvalues and eigenvectors may be complex). Let the corresponding
(possibly complex) eigenvector be v, i.e., G(0)v = Av and Re(A) > 0 (denoting the real part
of \). Following standard linear algebra notation, for any matrix/vector M, M* will denote
its Hermitian conjugate [19] (which equals the transpose if the matrix has real entries). We
now consider
v*V2E(0)v = n(*(S71G0) + G(0)TE 1))
n(V*STIG(0)v + v*G(0) TS 1)
n(v*L- 1G( v+ v*G(0)* X" 1w)
n(A(* X 1v) + A (v* X7 1w))
= 2n(v*S " 1w)Re())
Since ¥ is positive definite, so is ©~!. Therefore v*~~1v > 0 and we obtain that v*V2F (0)v >

0. Since V2F(0) is a symmetric matrix, all its eigenvalues are real and in particular its largest
eigenvalue v, is positive because

r*VIF(0)r _ v*V2F(0)v
Vg = max > > 0.
zeCaN\{0} T*x v*v

Thus, V2F(0) has a direction of positive curvature and Lemma 2.1 implies that there exists

i € RY such that F(fi) > 0.

4 An alternate proof for the linear objective based on Bayes’
decision rules

To the best of our knowledge, our proof technique for admissibility from the previous sections
is new. The conventional way of addressing admissibility uses Bayesian analysis. We recall
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the basic ideas behind these techniques and provide an alternate proof for Theorem 1.1 using
these ideas, which arguably gives a simpler proof. On the other hand, this alternate proof
builds upon some well-established facts in statistics, and so is less of a “first principles” proof
compared to the one presented in the previous sections. Moreover, as we noted earlier, the
new technique of the previous proof might be useful for future admissibility investigations in
stochastic optimization.

We now briefly review the relevant ideas from Bayesian analysis. Consider a general
statistical decision problem with © denoting the states of nature, .4 denoting the set of
actions, and {Py : 6 € O} the family of distributions on the sample space x. Let P* be any
so-called prior distribution on ©. For any decision rule §, one can compute the expected risk,
a.k.a., the Bayes’ risk

r(P*,0) := Egp<[R(6,9)].

A decision rule that minimizes r(P*, ) is said to be a Bayes’ decision rule.

THEOREM 4.1. [24, Chapter 5, Theorem 2.4] If a decision rule is the unique® Bayes’ decision
rule for some prior, then it is admissible.

The following is the well-known statement that Gaussian distributions are self-conjugate [24,
Example 2.2].

THEOREM 4.2. Let d € N and let ¥ € R™? be fized. For the joint distribution on (€,p) €
(R x R x ... x RY) x R? defined by &lp ~ N (1, 2) x N (1, 2) x ... x N(11,2) and p ~

ntimes ntimes

N (j10, So), we have that plé ~ N (S5 +nE=1)7 (S5 o +nE 1), (S5 +nx~1))).

Alternate proof of Theorem 1.1. Consider the prior P* to be p ~ N(0,%), then by Theo-
rem 4.2, p|€ ~ /\/(n+1§, A E) In particular, the mean of u, conditioned on the observation

¢ is simply a scaling of the sample average £&. Now we do a standard Bayesian analysis:

T(P*aé) = EMNN(OE)[]EENN(ME)"[E(Mv(S)H
5(€) — uT () (€l )p()dedp
- f f MT5 sm p()dédy — C

where z(y) again denotes the optimal solution to min {y”z: 2 € X}, p(¢u) denotes the
conditional density function of &|u, p(u) is the density function of the prior on pu, and the

constant C' equals LL;LTm( )p(&lp)p(p)dédp = f,u x(p)p(p)dp. To find the decision

rule § that minimizes r(P*,d), we thus need to minimize f f po(E)p(&|p)p(p)dédu. We

change the order of integration by Fubini’s theorem, and rewrlte

r(P*,6) = "8 (E)p(pl€)p(€)dudg.
EJ

3Here uniqueness is to be interpreted up to differences on a set of measure zero.
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Consequently, given the observation &, we choose §(£) € X that minimizes the inner integral

n =T

w8 (E)p(pl€)dpu = ¢ 9.

“w

Thus, we may set §(§) to be the minimizer in X for the linear objective vector nLHET, which
is just a scaling of the sample average. Except for a set of measure zero, any linear objective
has a unique solution as was noted in the proof of Claim 3.1. Thus, the Bayes’ decision rule
is unique and coincides with the sample average estimator ¢ 4. We are done by appealing to
Theorem 4.1. O

5 Proof of Theorem 1.2 (the scenario with quadratic objec-
tive)
A more general version of Theorem 4.1 goes by the name of Blyth’s method. Here, we state

it as in [24] (see Exercise 7.12 in Chapter 5).

THEOREM 5.1. Let © C R? be any open set of states of nature. Suppose § is a decision rule
with a continuous risk function and {m, }nen is a sequence of prior distributions such that:

1. r(m,0) = [ R(,0)dm, < oo for all n € N, where r is the Bayes risk.
2. For any nonempty open subset ©g C O, we have

lim 7(7n, 0) — r(mp, 0™)

oo o ma(0)dd =0

where 6™ is a Bayes decision rule having finite Bayes risk with respect to the prior
density m,. Then, ¢ is an admissible decision rule.

Proof of Theorem 1.2. For simplicity of exposition, we consider X to be centered at 0, i.e.,
¢; = —u;. The entire proof can be reproduced for the general case by translating the means
of the priors to the center of axis-aligned box X. The calculations are much easier to read
and follow when we assume the origin to be the center. We will show that d% , satisfies the
conditions of Theorem 5.1 under the priors

pw~N(0,7°%), 7€ N,and ¥ is the covariance matrix of &|.

First we obtain a simple expression for the loss function £(u,x) for any action z € X under
the state of nature g € R% As noted in Section 1.2, E¢[F(z,£)] = E¢[3aTa — Ta] =
32Tz — pTz = L|p— 2||> — §||u||*>. Let the minimum value of this for z € X be denoted by
B(u). Thus,
Ll x) = Eeonun)[F(2,8)] = Eenp[F(z(D), )]
= glle ==l = 3llul® - B(w)

Putting this into the numerator of the second condition in Theorem 5.1 and simplifying
(which means that the terms —2 ||| — B(u) cancel out), we need to show that for any open
set Qo C RY,
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i Jaa Jpa e — 02 A p&lp)mr(n)d€dp — [ra Ja It = OBages(©)II p(E|)mr (1) dEdp

=0
S o 7o

(5.1)
where p(&|p) = N (u, 2) denotes the conditional density of € given p, and 7, (1) is the marginal
density of p (of course, the marginal density 7, (x) is nothing but the prior (0, 72%)).

=T .
Next, let us see how the rule 6%, given by (1.5) behaves. Minimizing 2HZCH2 & xis
equivalent to minimizing 5 ||x — £||? since € can be regarded as constant for the optimization

problem minge x §|]xH2 — f x. Thus, 6%, returns the closest point to £ in X, i.e.,
d54(&) = Projx (€) (5.2)
where the notation Projy(y) denotes the projection of the closes point in X to y.
Let us also see what the Bayes’ rule dpayes is, i.e., what value of dpayes(§) minimizes
Jea Jra lln = 85,1 plElmmr(mdsdn = foa fpa llie = Spayes (O plul€)m(€)dudg
Jra Buje 11 = Bayes (E)I” m(£)de.

where we have again evaluated the Bayes’ risks by switching the order of the integrals and
using the conditional density

(l§) =N e Ty (by Theorem 4.2) (5.3)
PAHIS) = nt2+1"nr2+1 Y o '
and the marginal density of £ is denoted by m(§). Since
E[|Y - a|’] = |E[Y] - a|® + VY] (5.4)
for any random variable Y and constant a € R, one sees that
) nt? -
0Bayes(§) = Projx (nTQ_H§> : (5.5)

Let us now consider the numerator and denominator of the left hand side in (5.1) separately.

Numerator: The numerator is:

Lo Joa 1= 82412 pEN ) e (1) d€ g — [ [ 18 = Oayes(©) |2 pEL)mr (1) de

Jio S I = Proixc @ il (w)dedn — fia [ |1~ Proiy (22| el () dzdu

= Joa Joa Jua I = Proix ®)|” p(€l€)p(El s (1) dédEdy
— Jra Juo S || Proix (22 0)||” pE@p(El ) () ey

fRd fRd HN - PrOjX(g)HQP(aM)TrT(N)dEdN - fRd fRd

9 — 12 — _
= Projx (:270)|| (€l () dEdp

S Ja 11 = Projx ©)|° p(ul€)m@)dude — [0 [ |l — Projx () H (nl€)m(&)dude,
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where the first equality follows from substituting (5.2) and (5.5), and the last equality follows
from the standard trick in Bayesian analysis of switching the order of the integrals.
Since §|u ~ N(u, 1¥), and w(p) ~ N(0,72%), it is a simple exercise to check that

pl€ ~ N( mQHf, n72+12), and m(&) ~ N(0, #Z) The formula for the numerator above
can then be rewritten as

o B[l — Proiy (@) m(@dE — [ By |1 — Proix (;2258)|| mi(@)de
_ 2 - _ o _ 12—
= S V®) + ||E, gt — Projx (©)]| m(@)dE — [ VI(ulE) + |[E e — Projx (78) | m(€)dE
fJRd

2
=,@dﬂhmugzL@—Pmk@M —2@$is—ﬂmxggL@Jmnaa—Pmna;iﬁw)m@ma
(5.6)
where the first equality follows from (5.4), the second equality follows from the formula for
the conditional density p(u|€), and the last equality follows from the fact that

_ _ 12 _
EE — Projx (;258)|| m(@)dE.

2 = =2
2EE — Projx (B)

la—b|]> = la—¢||* = |lc—b||* = 2(a —¢,b—¢), for any three vectors a,b,c € RY.

CLAIM 5.2. Consider the bor X = {x € R : —u; < x; < w; i=1,...,d}. Let F be any
face of X and so F' := %F is a face of X' 1= "TT‘HX Suppose € € F’ + Npr where Np
denotes the normal cone at F' with respect to X' (see Lemma 2.5 and the discussion above
it), then Projy (n”72 E) and Projy (€) both lie in F. Consequently,

7241
o € — Proj (7?”2 £) ix(€) — Proj (77”2 £))=0 (5.7)
Pro Pro Pro =0. :
nt?+1 X 1o X

Proof. The general formula for the projection onto X is given by
Projx(y) =p, where p; = sign(y;)min{|y|,u;}. (5.8)

Consider any face F of X and any £ € F' + Npv; see Flgure 1. By Lemma 2.5 part 1.,
1| > ”;Tgl|uz| for all i € I'}i U I.. Therefore, |¢;| > n7'2+1‘§l| > |u;| for all i € I} U I, By
the projection formula (5.8), for all i € I}t U I, the i-th coordinate of both Projy (mg)
and Projy (£) are equal to sign(fl)ul This shows that they both lie on F. By the geometry
of projections, the vector QHE Projy ( Z;LE) is orthogonal to the face F' that contains

€). This proves (5.7). O

the projection Projy (m’2+1

By appealing to (5.7), one can reduce (5.6) to

/.

Using Lemma 2.5 part 2., we decompose the above integral as follows:

2

m(&)de (5.9)

n7’2

nr?+1

Projy ( €) — Projx(§)
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nr®+1 —u 0 ; nr? + 1
nr? nr?

Figure 1: The scaling X’ of X and the different regions F’ + N for different faces F of X,
with an illustration of Claim 5.2.

TL7'2

nr?+1

2

m(&)dg.

E) — Projx (E)

9= > /Flww Projx (

F face of X

where we have used the notation of Claim 5.2 for F’. Using the formula in Lemma 2.5 part
1., we may simplify the integral further by introducing some additional notation. For any
face F of X, recall the notation I}; and I from Lemma 2.5. Let 1% := {1,...,d}\ (I UI}).
We introduce the decomposition of any vector y € R% into yT,y~, ¢y where y € R!F denotes
the restriction of the vector y onto the coordinates in I}; similarly, y~ € RIF is y restricted
to I, and yY is y restricted to I?;. Denote the corresponding domains D;C ={z € RIF
z; > ":;;rluz}, Dy :={z € RiF : 2z < —%uz} and DY := {z € RIF —%ui <z <
%ul} By Lemma 2.5 part 1.,

(5:9) = Z fDOFfDFfD;

F face of X

> Sl L (e sen®) no'E @

F face of X

. 2 = N LNy =y
[Proj (:2757€) — Projx (€)|| m(€)dE " dE dé

IN
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where the inequality follows from Claim 5.2 which tells us that both Projy (%E) and

Proj x (€) lie on F and therefore coincide on the coordinates in I;E Ul ; thus, the coordinates in
1 ;5 UI} vanish in the integrand. Moreover, on any remaining coordinate i that is not set to the

bound w; or —u;, the absolute difference in the coordinate is at most n:;iléi—éiy = m%ﬂ 1€,
by the projection formula (5.8). Plugging in the formula for m(€), we get

d/2 22_1
(59) S (27r( 7_2+1) det(Z )1/d Z f f L/‘D+ <(m—2+1 2 ZZEIO § > 2(n7' +1) dE df df
F face of X
n d/2 2
= (27r(m—2+1)det(2)1/d> Z fDo <(n72+1 7 Diel), & > fD+ f Eay dﬁ d&~ de’
F face of X F

n /2 —2 —dim —0 =0
- (27r(n72+1) det(E)l/d) Z fD% <(n'r21+1)2 Zie[g fz) ’ CF(TZTQ + 1)(d d (F))/2h(§ 7T)d§

F face of X

where the integral is evaluated using standard Gaussian integral formulas and CF is a constant
independent of 7, dim(F) denotes the dimension of the face F' and h(£°,7) is a continuous
function which is upper bounded on the compact domain D% for every F' by a universal
constant independent of 7.

We now observe that if I% = (), i.e, F is a vertex of X, then the integrand is simply 0
nr +1

(in other words, when ¢ lies in the normal cone of a vertex v of X translated by v,
the projections Projy (mQHf) and Projy (§) are both equal to v, and the integral Vanlshes).
Therefore, we are left with the terms where the face has dimensional least 1. Thus, (n7? +
1)(d=dim(F))/2 can be upper bounded by (nr2 +1)@1/2 Since DY is a compact domain and
h is continuous function upper bounded by a universal constant independent of 7, we infer

the following upper bound on the numerator

d/2
n
O - (nr? 4 1)d=9)/2
<27r(n72 —I-l)det(E)l/d) (n7” +1)

where C' is a constant independent of .

Denominator: Using the density formula for 7 (p), the denominator of (5.1) is

1 / MT 1y
e d,u
[2772)4/2 det(2) 2 Joy

Combining the formulas for the numerator and denominator in (5.1), we have:

fRd fRd HN/_JSA H g'ﬂ‘ 7T7' ,u)dgd,u f]Rd fRdH,u (SBayes H g'ﬂ‘ 7T7' ,U)dgd/i
fQO WT(ﬁ)dé

lim;

2

d/2 Shs
<l () Clnr? 1)@ (1/fQ du)
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_Ts—1

As 7 — oo, fQO e 22 #d,u approaches the volume of €y which is strictly positive and

the first term (nfil %2 goes to 1. Moreover, since d < 4, the middle term (n7? + 1)(@=5)/2
goes to zero. Consequently, we have:

i Je S 18 = OBAON” Pl (€)ApdE — fou Jpa |11 = Fayes |* p(ul€)m(€)dndg _
T—00 fQO mr(p)dp

0

By Theorem 5.1, 0¢ 4 is admissible. O

Proof of Theorem 1.3. The proof when X is a ball follows the same logic as the hypercube

case of Theorem 1.2. Observe that now the Bayes’ rule dpuyes differs from dg4 only on the

”:ﬁ'lX ; outside this, both give the same point on the boundary of X. Thus,

T

compact domain

the numerator retains a factor of (n72 4 1)~2, as opposed to the factor of (n72 + 1)(@=5)/2 in
the analysis of the hypercube case. Hence, for all d > 1, the ratio goes to 0 as 7 - co. [

6 Future Work

To the best of our knowledge, a thorough investigation of the admissibility of solution es-
timators for stochastic optimization problems has not been undertaken in the statistics or
optimization literature. There are several avenues for continuing this line of investigation:

1. The most immediate question is whether the sample average solution for the quadratic
objective subject to box constraints, as considered in this paper, continues to be admis-
sible for dimension d > 5. We strongly suspect this to be true, but our current proof
techniques are not able to resolve this either way. If one considers the James-Stein es-
timators for p and then uses these to solve the constrained optimization problems, the
standard arguments for inadmissibility break down because of the presence of the box
constraints. The problem seems to be quite different, and significantly more compli-
cated, compared to the unconstrained case that has been studied in classical statistics
literature.

2. The next step, after resolving the higher dimension question, would be to consider
general convex quadratic objectives F(z,&) = x7Qz + &7z for some fixed positive
(semi)definite matrix @ and the constraint X to be a general compact, convex set, as
opposed to just box constraints. We believe new ideas beyond the techniques introduced
in this paper are needed to analyze the admissibility of the sample average estimator for
this convex quadratic program?. This problem is interesting from a financial engineering
perspective, where the stochastic optimization problem seeks to minimize a coherent
risk measure over a convex set. The simplest such measure is a weighted sum of the
expectation and the variance of the returns, which can be modeled using the above

Bz, ).

“When Q is the identity and X is a scaled and translated ¢2 unit norm ball, as opposed to a box, the
problem becomes equivalent to minimizing a linear function over the ball. Theorem 1.1 then applies to show
admissibility in every dimension. This special case is also analyzed in [9].
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3. One may also choose to avoid nonlinearities and stick to piecewise linear F'(z,§) and
polyhedral X. Such objectives show up in the stochastic optimization literature under
the name of news-vendor type problems. The current techniques of this paper do not
easily apply directly to this setting either. In fact, in the simplest setting for the
news-vendor problem, one has a function F : R x R — R given by F(z,£) = cx —
pmin{z,{} + rmax{0,z — {} and X = [0,U] for known constants 0 < r < ¢ < p and
some given bound U > 0. In this setting, the natural distributions for £ are not normal,
but distributions whose support is contained in the nonnegative real axis. As a starting
point, one can consider the uniform distribution setting where the mean of the uniform
distribution, or the width of the uniform distribution or both are unknown.

4. For learning problems, such as neural network training with squared or logistic loss,
what can be said about the admissibility of the sample average rule, which usually goes
under the name of “empirical risk minimization”? Is the empirical risk minimization
rule an admissible rule in the sense of statistical decision theory? It would be very
interesting if the answer actually depends on the hypothesis class that is being learnt. It
is also possible that decision rules that take the empirical risk objective and report a local
optimum can be shown to dominate decision rules that report the global optimum, under
certain conditions. This would be an interesting perspective on the debate whether local
solutions are “better” in a theoretical sense than global optima.

Acknowledgments. We are extremely grateful to Prof. Daniel Naiman for helping us
understand basic admissibility results from statistics and numerous follow-up discussions
related to this work. He gave his time unquestioningly whenever we approached him. We also
owe a great philosophical debt to Prof. Carey Priebe who always nudged us to think about
optimization in statistical /probabilistic terms. His aphorism “The solution to an optimization
problem is a random variable!” made us think about optimization in a new light. Prof.
Priebe also had numerous discussions about the paper and gave unwavering encouragement
and support. Prof. Jim Spall and Long Wang also gave useful input on a draft of the paper.
Insightful comments and important pointers to prior work from two anonymous referees
helped organize the results with more context. Finally, the main inspiration for this work
came from listening to a beautiful talk by Prof. Gérard Cornuéjols explaining his work
from [9] and [10].
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