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Interference Exploitation Precoding for Multi-Level
Modulations: Closed-Form Solutions

Ang Li™, Member, IEEE, Christos Masouros

Yonghui Li

Abstract—We study closed-form interference-exploitation
precoding for multi-level modulations in the downlink of
multi-user multiple-input single-output (MU-MISQO) systems.
We consider two distinct cases: first, when the number of served
users is not larger than the number of transmit antennas at
the base station (BS), we mathematically derive the optimal
precoding structure based on the Karush-Kuhn-Tucker (KKT)
conditions. By formulating the dual problem, the precoding prob-
lem is transformed into a pre-scaling operation using quadratic
programming (QP) optimization. We further consider the case
where the number of served users is larger than the number of
transmit antennas at the BS. By employing the pseudo inverse,
we show that the optimal solution of the pre-scaling vector is
equivalent to a linear combination of the right singular vectors
corresponding to zero singular values, and derive the equivalent
QP formulation. We also present the condition under which
multiplexing more streams than the number of transmit antennas
is achievable. For both considered scenarios, we propose a mod-
ified iterative algorithm to obtain the optimal precoding matrix,
as well as a sub-optimal closed-form precoder. Numerical results
validate our derivations on the optimal precoding structures
for multi-level modulations, and demonstrate the superiority of
interference-exploitation precoding for both scenarios.

Index Terms—MIMO, precoding, constructive interference,
Lagrangian, multi-level modulations, closed-form solutions.

I. INTRODUCTION
RECODING has been widely studied in multi-antenna
wireless communication systems to simultaneously sup-
port data transmission to multiple users [1]. When the channel
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state information (CSI) is known at the transmitter side, dirty
paper coding (DPC) that subtracts the interference prior to
transmission achieves the channel capacity [2]. Despite its
promising performance, DPC is generally difficult to imple-
ment in practical wireless systems, due to its impractical
assumption of an infinite source alphabet and prohibitive
complexity. Therefore, sub-optimal approximations of DPC
in the form of Tomlinson-Harashima precoding (THP) and
vector perturbation (VP) precoding have been proposed in [3]
and [4]-[6], respectively. While offering near-optimal per-
formance, both THP and VP approaches are still non-linear
precoding methods and include a sphere-search process,
which makes their complexity still unfavorable, especially
when the number of data streams is large. Accordingly,
low-complexity linear precoding methods such as zero-forcing
(ZF) [7] and regularized ZF (RZF) [8] have become popular.
On the other hand, downlink precoding based on optimiza-
tion has also received increasing research attention [9]-[15].
Among optimization-based precoding methods, the two
most well-known designs are referred to as signal-to-noise-
plus-interference ratio (SINR) balancing [9]-[11] and power
minimization [12]-[14], where SINR balancing aims to max-
imize the minimum received SINR subject to a total transmit
power constraint [9], [10] or a per-antenna power con-
straint [11], and power minimization targets minimizing the
power consumption at the transmitter side while guaranteeing
a minimum SINR at each receiver [13].

For both the closed-form precoding schemes and the
optimization-based precoding approaches described above,
the CSI at the base station (BS) is exploited to design the pre-
coding strategy that eliminates, avoids or limits interference.
The above approaches ignore the fact that the information in
the transmitted data symbols themselves can also be exploited
in the downlink precoding design on a symbol-by-symbol
basis for further performance improvements [16]-[18]. With
information about the data symbols and their corresponding
constellations, the instantaneous interference can be divided
into constructive interference (CI) and destructive interference,
as shown in [19]. A modified ZF precoding method was then
proposed in [20] to exploit the constructive part of the interfer-
ence while eliminating the destructive part. A more advanced
two-stage interference exploitation precoding was proposed
in [21], where the phase of the destructive interference was
controlled and further rotated such that the destructive inter-
ference becomes constructive. Optimization-based interference
exploitation precoding for PSK modulations has been pro-
posed in [22] for the first time in the context of VP pre-
coding, where CI in the form of symbol scaling is proposed.
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In [23]-[25], CI precoding based on the phase-rotation metric
is studied, where it is shown that a relaxed non-strict phase
rotation metric is more advantageous compared to the strict
phase rotation in [20], [21]. For multi-level modulations such
as QAM, CI can be exploited for the outer constellation points,
although all the interference for the inner constellation points
is considered to be destructive, as discussed in [26]-[28]
where a symbol-scaling metric is introduced. Due to the above
benefits, CI has been extended to a number of emerging areas
in wireless communications [29]-[35]. More recently, it has
been revealed in [36] that there exists an optimal structure for
the CI precoding for PSK modulations. Based on this result,
for the first time some analytical results for CI precoding have
been revealed in [37] and [38]. Nevertheless, it is still unclear
whether a similar result exists for multi-level modulations such
as QAM, since CI precoding for PSK modulations is based on
the phase-rotation metric, while the symbol-scaling metric has
to be adopted for QAM constellations.

Therefore in this paper, we aim to bridge the gap between
the phase-rotation metric and the symbol-scaling metric, based
on which closed-form interference exploitation precoding for
multi-level modulations is studied, where QAM modulation is
considered as a representative example. For clarity, we sum-
marize the main contributions of the paper below:

1) We mathematically prove the equivalency between the
symbol-scaling metric and phase-rotation metric for
interference exploitation precoding, based on which
we construct the optimization problem that maximizes
the CI effect of the outer constellation symbols while
maintaining the performance of the inner constellation
symbols for multi-level modulations.

2) We first study the case where the number of users
simultaneously served by the BS is not larger than the
number of BS transmit antennas. Using the Lagrangian
and KKT conditions, we perform mathematical analysis
on the formulated optimization problem, and show that
CI precoding for multi-level modulations can ultimately
be simplified into a quadratic programming (QP) opti-
mization. We reveal that the optimal precoding matrix
can be expressed as a function of the dual variables
in closed form. Compared to CI precoding for PSK
modulations where the optimization is over a simplex,
it is shown that only part of the dual variables need to
be constrained as non-negative in the QP formulation
for multi-level modulations.

3) We further extend our analysis on CI to the case where
the number of served users is larger than the number
of transmit antennas at the BS, in which case the
exact inverse included in the above analysis becomes
inapplicable. In this scenario, we show that interference
exploitation precoding may still be feasible. To this end,
the more generic pseudo inverse of the channel matrix
is employed instead, and an additional constraint is thus
introduced in the equivalent optimization. Building upon
this, the scaling vector for the constellation symbols is
shown to be the non-zero solution of a linear equation
set, which is equivalent to a linear combination of
the singular vectors corresponding to the zero singular
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values of the coefficient matrix. Accordingly, the opti-
mization can be transformed into an optimization on the
weights for each singular vector, which is further shown
to be equivalent to a QP optimization as well. We also
present the condition under which multiplexing more
streams than the number of transmit antennas based on
CI is achievable.

4) For both of the scenarios considered above, we propose
an iterative algorithm that is able to obtain the optimal
solution of a generic QP optimization problem subject to
specific constraints within only a few iterations, where a
closed-form update is included in each iteration. Based
on the above transformation and algorithm, the optimal
precoding matrix can be efficiently obtained. We fur-
ther develop a sub-optimal closed-form non-iterative
CI precoder. Our analysis for multi-level modulations
in this paper complements the study on closed-form
symbol-level interference exploitation precoding in [32],

which is not applicable to multi-level modulations.
Simulation results validate our mathematical derivations and

the optimality of the proposed algorithm. Moreover, the supe-
riority of interference exploitation precoding over conven-
tional precoding methods for multi-level modulations is also
revealed, especially for the case where the BS simultaneously
serves a larger number of users than the number of transmit
antennas it has.

The remainder of this paper is organized as follows:
Section II introduces the system model and illustrates the con-
nection between the two CI metrics. Section III includes the
Cl-based optimization problems for multi-level modulations
when the number of users is smaller than or equal to the
number of BS transmit antennas, and the extension to the
scenario when the number of users is larger than the number
of BS transmit antennas is studied in Section I'V. The modified
iterative algorithm and sub-optimal closed-form precoder are
presented in Section V. Numerical results are provided in
Section VI, and Section VII concludes the paper.

Notation: a, a, and A denote scalar, column vector
and matrix, respectively. (-)*, ()T, ()#, ()7%, () and
rank {-} denote conjugate, transposition, conjugate transpo-
sition, inverse, pseudo inverse, and rank of a matrix, respec-
tively. diag (-) is the transformation of a column vector into
a diagonal matrix, and vec (-) denotes the vectorization oper-
ation. A(k, ) denotes the entry in the k-row and i-th column
of A. |-| denotes the absolute value of a real number or the
modulus of a complex number, and ||-||, denotes the ¢>-norm.
C™*™ and R™ "™ represent the sets of n x n complex- and
real-valued matrices, respectively. ; {-} and < {-} respectively
denote the real and imaginary part of a complex scalar, vector
or matrix. card {-} denotes the cardinality of a set, and ®
represents the Kronecker product. ;7 denotes the imaginary
unit, I denotes the K x K identity matrix, and e; represents
the ¢-th column of the identity matrix.

II. SYSTEM MODEL AND CONSTRUCTIVE INTERFERENCE

A. System Model

We study a downlink MU-MISO system, where the BS with
N, transmit antennas is simultaneously communicating with
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Fig. 1.

K single-antenna users in the same time-frequency resource.
We separately consider the scenarios of both K < N; and
K > N, and focus on the downlink precoding designs, where
perfect CSI is assumed throughout the paper. The data symbol
vector is assumed to be from a nominal multi-level modulation
constellation where the average amplitude of the constellation
points is normalized!, denoted as s = [sq, 52, ,sK]T €
CE>1 and the received signal at the k-th user can then be
expressed as

yi = hTWs + g, ()

where h;, € CV+>*! denotes the flat-fading Rayleigh channel
vector from user k£ to the BS with each entry following a
standard complex Gaussian distribution, W € CNt*K s the
precoding matrix, and ny, is the additive Gaussian noise at the
receiver with zero mean and variance 2. Since we focus on
symbol-level precoding, we enforce a symbol-level transmit
power constraint at the BS, given by ||Ws||§ < po, where pq
is the total available transmit power.

B. Constructive Interference

CI refers to interference that pushes the received signals
away from the detection thresholds corresponding to the trans-
mitted symbols, and thus such interference is beneficial and
increases the useful signal power, offering error-rate improve-
ments [16]-[21]. Based on this definition, [23] introduces the
concept of the ‘constructive region’, which is the region in the
complex plane into which the interference pushes the received
signal such that it is farther away from the decision boundaries
shared with other symbols, thus improving the resulting detec-
tion performance. As illustrative examples, the ‘constructive
regions’ for a QPSK constellation and a 16QAM constellation
are shown in Fig. 1 and Fig. 2, respectively, where the
green area denotes the ‘constructive region’. By designing the

The normalizatioon to obtain nominal constellation points can be expressed

N

, where s,

is the normalized constellation point,

59, is the original constellation point, and S represents the set of the original
constellation points.

(b) Symbol-scaling metric, o,

A/B. oal scaling (c) Mlustration for Lemma 1

Symbol-scaling and phase-rotation metric for QPSK constellation, sj: data symbol.

Fig. 2. Constellation point categorization for 16QAM.

precoding strategy based on the ‘constructive region’ principle
at the BS, the CI-based precoding is shown to offer significant
performance improvements for both PSK and QAM signaling,
without the need to modify the detection criterion at the
receiver side.

C. Equivalency of Two CI Metrics for PSK Modulation

In this section, we demonstrate the equivalency between the
symbol-scaling and phase-rotation metrics for CI precoding
based on Fig. 1, where we employ QPSK (4QAM) as an
example. Our considered problem is to maximize the distance
between the ‘constructive region’ and the detection thresholds
such that the CI effect is maximized, subject to the total
available transmit power at the BS.

Phase-Rotation Metric: As discussed in Section III-A
of [32] and shown in Fig. la, the phase-rotation CI metric is
obtained by considering the geometry of the phase constraint
of the interfered signals. Without loss of generality, we denote
08 = Sk as a nominal constellation point that is the intended
data symbol for user k. We introduce OA = t - s, where
t = |gﬁ;“ represents the distance between the detection
thresholds and the ‘constructive region’, which is the objective
to be maximized. We further denote OB as the received signal
for user k£ excluding noise, which leads to

OB = h] Ws = \sy, )
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where \j is a complex auxiliary variable introduced to rep-
resent the effect of both the channel and the interference
on the data symbol for user k. For M-PSK constellations,
following Section III-B of [32], to have the noiseless received
signal OB located in the ‘construcive region’ is equivalent
to [CB| < |CH| in Fig. la, where the node ‘H’ is the
intersection between the decision boundary and the auxiliary
line of C'B. With the fact that OB = OA + AC + CB and
that OC and C'B are perpendicular, we can further obtain that
AC = ()\iE — t) sp and CB= )\gsk, which leads to

|CB| < |CH|
o _ i
|[AC| — |AC|
= tanfap < tan by
= ﬁ < tan6
AF—g =
= ()\f —t) tan 6, > ‘/\;‘\’ , (3)
where AT = R(\), A = S(\), and 6, = 7 for

M-PSK constellations.? Accordingly, as in [32], the optimiza-
tion problem based on the phase-rotation CI metric can be
formulated as

P max t
W At

s.t. C1:hf Ws = \sp., VE € K
Cc2: (AR —t)tan (%) > \P|, Wk e K

C3: [Wsl3 < po @)

where £ = {1,2,---, K}. We have enforced a symbol-level
power constraint on the precoder, since the exploitation of CI
is dependent on the data symbol s, which will also be shown
mathematically in the following.

Symbol-Scaling Metric: Following the coordinate transfor-
mation approach in the Appendix of [29], the symbol-scaling
CI metric performs a signal decomposition along the vectors
defining the detection thresholds of the considered constella-
tion point. To be more specific, as shown in Fig. 1b, we first
decompose the data symbol along the detection thresholds for
each user k as

OqS:OqF—i—OqG:>sk:s;:‘+Sf, (5)

where sjj and sf are the bases that are parallel to the detection
thresholds for each specific constellation symbol, as shown
in Fig. 1. We refer the interested readers to Section IV-A
of [29] for a detailed derivation of the expressions for 524
and sf for generic PSK constellations. Specifically for QPSK
modulation considered in Fig. 1 as well as QAM modulations

in the following part of the paper, we can obtain

(6)

Following a similar approach to (5), we also decompose the
noiseless received signal for each user k along the same

siv =Risi} = sl sk =7 S{se} =j - i

2tan 04 p < tan 6 also implies that @ 4 g < 0, which complies with the
traditional decoding criterion for PSK signaling.
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detection thresholds, and further introduce two real scalars o'

and o for s7' and s, respectively, which leads to

OB = 0D + OF = hf Ws = af's{* + a5, (7

It is then observed that the values of these two scalars directly
indicate the effect of the CI. Subsequently, the correspond-
ing optimization that maximizes the CI effect based on the
symbol-scaling metric can be constructed as

P> : max min 041,;{
W. ol k

s.t. C1: hiWs = aflsit + aPsP Ve K
C2: [Ws|3 < po

C3:U e {A DB} ®)

Both of the above optimization problems are convex and
can be directly solved with convex optimization tools. Sub-
sequently, based on Fig. 1 and the formulation of the
above two optimizations, an important geometrical observation
is given, which demonstrates the connection between the
symbol-scaling and phase-rotation metric.

Lemma 1: P1 and P are equivalent optimization problems
for generic M-PSK modulations. Moreover, when the optimal-
ity of P; is achieved, at least one noiseless received signal is
located on the boundary of the constructive region, as shown
in Fig. 1c. Moreover, the relationship between the minimum
value of (a%’)* in P, and the optimal value of t* in Py is
expressed as

t =2(af)* ‘(s%)*‘cos %, 9)
where without loss of generality we have assumed user k
achieves the minimum value of a.
Proof: See Appendix A.

Based on the above results, we observe that while the
phase-rotation metric and the symbol-scaling metric are both
applicable to PSK constellations and are equivalent, only the
symbol-scaling metric can be adopted for multi-level QAM
constellations. Therefore, the symbol-scaling CI metric is a
more generic metric than the phase-rotation metric. In the
following section, the symbol-scaling CI metric is employed in
the derivation of the optimal precoding matrix for multi-level
modulations.

III. CI PRECODING FOR THE CASE OF K < N;

In this section, we focus on the common case where
K < Ny, and we consider 16QAM modulation as an example
of multi-level modulations. For other multi-level constella-
tions, the problem formulation and the corresponding analysis
for the symbol-scaling metric readily follows our derivations
in this section in a similar way.

For a generic QAM constellation, we employ the
symbol-scaling metric for CI precoding since there does not
exist a generic expression for the phase-rotation CI metric
for QAM modulations, as shown in Fig. 2 where a 16QAM
constellation is depicted as the example. The symbol-scaling
metric in (7) can be further expressed in vector form as

h7Ws = QFs,, (10)
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where we have introduced two column vectors

Q= [af,af}T, Sk = [sf,sf}T

Y

For QAM constellations, skA and sf are also given by (6).
In this work, we consider the interference on the inner con-
stellation points as only destructive, since the interference is
less likely to be beneficial for these points. To be more specific,
in Fig.2 CI exists for the real part of the constellation point
type ‘B’ and imaginary part of type ‘C’, while both the real
and imaginary part of the constellation point type ‘D’ can
be exploited. Accordingly, following [39], [40] we propose
to construct the optimization problem that maximizes the CI
effect for the outer constellation points while maintaining the
performance for the inner constellation points, given by
Ps: max t
W, Qyt
st. Cl:hfWs=Qls;, Vke K
C2:t<af, Va8 cO
C3:t=al, ValeT

C4: |Ws| <po (12)

where the set O consists of the real scalars corresponding to
the real or imaginary part of the outer constellation points that
can be scaled, and Z consists of the real scalars corresponding
to the real or imaginary part of the constellation points that
cannot exploit CI. Accordingly, we obtain

B B B
OUI:{0414,04170[5470[27...’Oéﬁ,’oéK}7 (13)

and

card{O} + card{T} = 2K. (14)

‘P53 is a second-order-cone programming (SOCP) problem,
which can be solved via convex optimization tools such as
CVX. Specifically, the optimization objective ¢ is equal to
the value of a% in the above optimization, which can also
be viewed as a scaling factor for the constellation. Moreover,
if we further constrain t = o€ instead of ¢ < o in the above
optimization, the solution of the above optimization problem
will become a ZF precoder. In the following, we present our
derived results for Ps.

Proposition 1: The optimal precoding matrix W for Ps as
a function of the scaling vector €2 is given by

1 _
W= —-H"(HH") "Udiag () sgad”, (15
where §, €2, sg and U are given by
T
1 1 1 T
§=|— — ... — Q=7 ol ... T

S |:51’827 ’SK:| ’ [ 1,982 ’ K} ’

SE = [s{,s5, ,SIT(}T, U=1Ix®]I[l,1], (16)

as shown in (72), (74) and (75), respectively.
Proof: See Appendix B.
To proceed, we substitute the expression for W in (15) into
the power constraint, where we note that the power constraint
is strictly active when optimality is achieved, as shown in

Appendix B, and accordingly we obtain
IWs|3 = po
= sfTWHWs = p,
H H H\ 1 . _
= sgdiag (@)UY (HH") Udiag (2)sg = po
= QT diag (sg) U (HHH)_lUdiag (sg) Q2 =po

T

= QT'TQ = p,. (17)

Since T is Hermitian and positive semi-definite, and since
each entry in €2 is real, (17) can be further transformed into

Q'TQ = QTR{T} Q2 = QTVQ = p, (18)

where V. = R{T} is symmetric. With the expression for
W in (15) and the updated power constraint, we are able to
construct an equivalent optimization on 2, given by

Py : min —t

Q,a9 ol t

st CL:QTVQ —py =0
C2:t—a2 <0,¥8 €O

C3:t—al=0,Val el (19)

The optimal precoding matrix for the original optimization Ps
is then obtained by substituting the solution of P, into (15).
Based on P4, we further derive the final precoding matrix as
a function of the dual variables of P4, as shown below.

Proposition 2: The optimal closed-form precoding matrix
W as a function of the dual vector u; in the case of
K < Ny is

w

1 1 . p
:EHH(HHH) Udzag( Tio

u; V-luy

(20)

where F~! is used to rearrange the obtained Q into the
original €2, with F given in (85). V = FVF” as in (86),
and u; is obtained by solving the following QP optimization:
Ps5 : min uf\?*lul
uy
st.C1:1Tu;—-1=0
C2: ppy >0, Yme {1,2,--- ,card{O}} (21)

Proof: See Appendix C.

Compared to the final QP formulation for PSK modulation
in [32] that is optimized over a simplex, a key difference for
the case of QAM constellations is that the variable vector is
no longer on a simplex, and only the dual variables that corre-
spond to the real and imaginary part of the outer constellation
points that can exploit CI are constrained to be non-negative,
as observed in P5. We note that both QP formulations for PSK
and QAM modulations can be solved by convex optimization
tools. However, for the reasons given above, the more efficient
simplex method that is generally used for solving QP problems
over a simplex and the proposed iterative algorithm in [32] are
not directly applicable to such multi-level modulations.
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IV. CI PRECODING FOR THE CASE OF K > N,

In this section, we further extend our study to the case
where the number of users that the BS simultaneously serves
is larger than the number of the transmit antennas at the BS,
i.e., K > Ny. Specifically, our derivations in this section and
the corresponding numerical results show that, by exploiting
the information of the channel as well as the data symbols and
by judiciously constructing the precoding matrix, CI precoding
is able to spatially multiplex more data streams than the
number of transmit antennas. Similar to the case of K < N,
the subsequent analysis is generic and can be further extended
to other multi-level constellations.

When K > N, the direct inverse included in (15) and (20)
becomes infeasible, as the product HHY is rank-deficient.
In this case, the more general pseudo inverse instead of the
direct matrix inverse is employed [41]. Based on (76), we can
now express Y in the case of K > N; as

1
T = — - (HH") " Udiag (2) s, 22)
and the obtained precoding matrix W' as
1
W = = HH (HHH)JrUdz'ag () sps”. (23)

By substituting the expression for the obtained precoding
matrix W into the power constraint, we can similarly obtain

QT diag (sf) U (HH?) "Udiag (sg) @ = po.  (24)

Then, one can easily follow a similar approach to that in
Section III to obtain a QP optimization and the corresponding
solution. However, we note that the solution obtained by
following the above procedure is not a valid one for the case
of K > Ny, since the inclusion of the pseudo inverse does not
guarantee the equality of the original constraint. To be more
specific, if we consider K < N, and substitute the obtained
precoding matrix in (15) into (73), we obtain

HWs=Udiag (Q) sg

1 _
~H | -H" (HH") "Udiag () sga”| s=Udiag (Q) sg

= Udiag () sg = Udiag () sg, (25)

which is always true. This means that the symbol-scaling
constraint in (73) is already implicitly included in the power
constraint in (17) for the case of K < N,;. However, in the case
of K > N, where the pseudo inverse is employed, the above
equality may not hold and simply following the approach
for K < N,; will lead to an erroneous solution. Therefore,
the following additional constraint is further required in the
case of K > N; to obtain a valid and correct solution:

1
H [EHH (HHY) "Udiag () sEéT} s

= Udiag () se

— HHY (HH") Udiag (Q) sg = Udiag (Q) sp

= [HB" (HE")" ~ 1| Udiag ()55 = 0

N [ HY (HH?)" - IK} Udiag (sg) 2 =0,  (26)

P
where the matrix P satifies the following property.
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Lemma 2: The rank of the coefficient matrix P is (K — Ny)
with probability 1.

Proof: See Appendix D.

Based on (26), while it is obvious that £2 = 0 can be the
solution of the above equation set, this is not a valid solution to
the original CI problem. Therefore, this additional constraint
is equivalent to having non-zero solutions €2 for the linear
equation P2 = 0. Noting that P is complex while €2 is
constrained to be real, we expand P CE*2K into its real

equivalent P € R*5>*2K  gjven by
_ | R®)

and based on Lemma 2 we obtain that rank{Pg}

2 (K — N), given that H is complex and full-rank and that
s is drawn from a complex QAM constellation. We further
express the singular value decomposition (SVD) of Pg as

Pg = SYD”, (28)

where D = al, &2, . ,agK} is the matrix that consists of
the right singular vectors. Thus, the non-zero solution €2 is
in the null space of Pg, and can be expressed as a linear
combination of the right singular vectors that correspond to

zero singular values:

2K —rank{Pg}

Q= ﬁn ) arank{PE}-i-n
n=1
2N,
= Z Bn - dQ(Kth)+n
n=1
_Dg. (29)

where each [3,, is real and represents the weight for the
corresponding singular vector, 3 = [31, B, - - , fon,]” , and
D € R2EX2Nt consists of the right singular vectors of Py
that correspond to the zero singular values, given by
,de}

D = [aQ(K—Nf,)+17 az(K—N,,)Jrza o

= [d1;d27 T adQK]T ’
where each d} then represents the k-th row of D. By substi-

tuting the expression for D into the power constraint in (24),
we further obtain

(30)

8" D diag (s&) U (HH?) " Udiag (s5) D B=ps, (1)

X

which is the valid power constraint for the case of K > N;.
The reason for the key difference in the power constraint
between the case of K < N; and K > N, is that, while
the symbol-scaling constraint in (10) is automatically satisfied
by (17) for the case of K < Ny, it may not hold for the case of
K > N, and therefore the expression for €2 in (29) is required
to guarantee the symbol-scaling constraint (10) is met for the
original CI precoding.

Based on the above analysis, we have obtained an expres-
sion for €2 as a function of 3, as shown in (29). Accordingly,
we have the following result in the case of K > N;.
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Proposition 3: The optimal closed-form precoding matrix in
the case of K > N, can be expressed as a function of the dual
vector U, as shown in (33), shown at the bottom of the page,
where us is obtained by solving the following QP problem:

Ps : min ug (FDY 'D'F") u,
uz
st.Cl:1Tuy—1=0
C2: iy, >0, Yme {1,2,--- ,card{O}} (32)

where Y = R (X).
Proof: See Appendix E.

Finally, we discuss the condition under which multiplexing
K > N, streams is achievable. Based on the above analysis,
we can obtain an expression for the optimal ¢ in the case of
K > N, as

t*:mk@n df B, vk € {1,2,--- 2K} . (34)

Accordingly, we obtain that if £* > 0, the obtained scaling
vector 2 and the resulting precoding matrix are valid solutions
to the original CI precoding problem. Otherwise if t* < 0,
each data symbol will be scaled to the other 3 quarters of
the constellation, which will lead to erroneous demodulation.
Therefore, the condition

min (diB) >0 (35)

determines when multiplexing K > N; users is achievable.

V. A GENERIC ITERATIVE ALGORITHM FOR
MULTI-LEVEL MODULATIONS

Since not all the variables are constrained to be non-negative
in the QP formulation for multi-level modulations, as observed
in Ps and P, the iterative algorithm designed for PSK mod-
ulation does not directly apply to the case of multi-level con-
stellations. Therefore in this section, we propose an iterative
algorithm for a generic QP optimization, as an extension of
the algorithm designed only for PSK modulations. Specifically,
we focus on the following generic QP optimization

P7: min u’ Qu
u

st.C1:1Tu—-1=0

C2:puy, >0, Vne{l,2,--- ,N} (36)

where Q is s%/mrnetric and positive definite, u =
(1, pay -+ ] € CM*Y and N < M. The above QP
formulation can be regarded as a generalization of the QP
formulation for both the case of K < N; and K > N,
considered in this paper, as well as for PSK modulations if
M = N. We express the Lagrangian of P7 as

where qg € CM*! is given by

T T qixmM-N]7"

qE:[q17QQ7"'anvoa"'vo] :|:q ,0 i| (38)
The corresponding KKT conditions can be obtained as

oL

- =2Qu+q-1-qe =0 (39a)

Ju

1"u-1=0 (39b)

Gntin, =0, Vn € {1,2,--- N} (39¢)

Based on the above, we obtain the expression for u as
1 1 _
u=3Q 1(QE_QO'1):§(Q 'qg —qo-a), (40)

where a = Q7'1 represents the sum of all the columns
of Q~!. By substituting the expression for u into (39b),
we obtain gg as a function of qg:

1
1" §(Q71QE_QO'3) -1=0

1
= 5'1TQ_1qE—%0'1Ta—1:O
17Q 'qg — 2
R e
bgg — 2
= qo = Pt (41)

where ¢ = 17a denotes the sum of all the entries in Q’l, and
bT =17Q~! is the sum of all the rows of Q. Due to the
symmetry of Q, we further obtain b = a”. By substituting g
into (40), we further obtain u as a function of qg:

1 1 a bqg —2
u=g Q 'ge 5 2
1 1 abqg a
) Q ae 2c c
1

=5 Q7 —®)ap+ -, (42)

c
where & = %. Based on the derived expression for u,
the following two lemmas are presented.

Lemma 3: When K < Ny, symbol-level ZF precoding can
be viewed as a special case of Cl-based precoding, when all
the dual variables are forced to be zero.

Proof: See Appendix F.

Lemma 4: The solution for u in (42) automatically satisfies

1Tu—-1=0, irrespective of the value of qg.
Proof: See Appendix G.

Following Lemma 4, P; is equivalent to the following

optimization problem:

Ps : find qg

N 1, a
st.Cl:u=-(Q " —®)qgg + —
'C(uv q07Qn) = UTQU-HJO (1Tu_ ]-) - ZQnMn 2 ( ) c
n=1 C2: 1nGn=0, (1, >0, ¢, >0, Vne{l,2,--- N}
=u'Qu+go-1"u—qpu—q, (37 (43)
W= L. HH(HHH)+Udiag Po DY 'DTFTu, | sgs?, (33)
K ulFDY-'DTFTu,
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Based on the expression for qg in (38), we decompose Q!
and @ into 2 blocks, given by

Q'=[Q1 Q] 2=[%

where the dimension of both Qq and ®; is M x NN. Subse-
quently, u in (42) can be further simplified and expressed as
a function of q, given by

@], (44)

1 a
== ) b
u 2(Q1 1)Q+C
1 a
=-Gq+ —. (45)
2 c

Moreover, noting that only part of the entries in u are
constrained to be non-negative in the original optimization Pz,
we further decompose u, Q1, €7 and a into

ua Ga aa
u= G = a=
where up € CV*! consists of non-negative dual variables and
can be expressed as

(46)

ua = ~Gaq+ A, (47)

2 c
Based on the above transformation and the iterative algorithm
proposed in Section V of [32], we propose an iterative
algorithm for the generic QP formulation in Pz, given in Algo-
rithm 1. The proposed algorithm is applicable to both scenarios
K < N; and K > N, by constructing the coefficient matrix
Qas Q=V~'in(21) and as Q = FDY 'DTF7 in (32),
respectively.

A. The Sub-Optimal Closed-Form Precoder

While the algorithm proposed above includes a closed-form
expression within each iteration, it is still an iterative algo-
rithm in nature. Therefore, we further propose a closed-form
precoder that achieves sub-optimal performance, for both
scenarios considered in this paper. The proposition of this
sub-optimal precoder is based on the observation that there
is at most only one entry in qg that is non-zero for some of
the channel realizations.

It has been demonstrated in Lemma 3 that the CI precoder
will reduce to the ZF precoder when qg is a zero vector.
Therefore in this section, we focus on the scenario where
only one entry in qg is non-zero. This corresponds to the
case where only one entry in aa is negative, which violates
the constraints in P; if qg is a zero vector. Without loss
of generality, we assume d = min(aa) < 0 and k is the
corresponding index, i.e., d = aa (k) = min (aa). We can
then obtain p; = 0 and g, # 0 based on Ps. Subsequently,
based on (47), we can further express

1 aa (k
ﬂuk = ua (k) = §GA (k. k) ar. + % =0
_ 2aa (k)

Ga (k. k)
where Ga (k, k) denotes the entry in the k-th row and

k-th column of Ga. (48) is based on the assumption that
only one entry in q is non-zero, otherwise the complementary

= = (48)
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Algorithm 1 Proposed Algorithm for a Generic QP
Optimization P;3

input : Q
output : u*
i=[], I =length (i), N =[1], n = 1, and Iter = 0;

Calculate a = Q'1, c = 1Ta;
Obtain G in (45), u = % and up = aTA;
if min (ua) < 0 then
Set u* = u;
else
while min (ua) < 0 and Iter < Ttery., do
d = sort (ua);
find py = dy; Stack N = [N 1}, i= [i k:];

Update I;
G (i1,11) -+ G (i1,11)
Construct Z = : : :
G (ir,i1) -+ G (i1, i1)
Set aa = [aa (i1),aa (i2),--- ,aa (ir)];
Calculate q = —% -Z71aa;

if min (q) > 0 then
Update u and ua;
n=1;

else
find g, = min (q) and i, = k;
Seti=1i(l:m)and N=N(1:m);
Update I, Z, a, q, u, and up;
Update N (m) <« N (m) + 1;
Update n = N (m);

end if
Iter « Iter + 1;
end while
Obtain u* = u;
end if

slackness condition will not be satisfied. By decomposing
Ga = [g1,82, - ,gn]| where g is the k-th column of Ga
and by introducing e = Ga (k, k), the resulting sub-optimal
solution for u can be obtained based on (45), given by

1 2aa (k) a
LU [ cGA(k:,k)] e
_aa(k) g —Ga(kk) a
B cGa (k, k)
d-gr—e-a

(49)

ce
Based on the obtained sub-optimal u in (49) and by sub-
stituting Q = V-1, we are able to express the sub-optimal
closed-form CI precoder for the case of K < N; in (50),
as shown at the bottom of the next page. The sub-optimal
closed-form CI precoder for the case of K > N, can be
obtained in a similar form and is therefore omitted for brevity.

VI. NUMERICAL RESULTS

In this section, the numerical results of the proposed
schemes are presented and compared with traditional CI
precoding using Monte Carlo simulations. In each plot,
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Fig. 3. Average required number of iterations v.s. number of users K,
Nt =12, Ny = 16 and Ny = K, 2000 trials.

we assume the total transmit power is pp = 1, and the transmit
SNR per antenna is thus p = 1 / o2. For the case of K < N,
we compare our proposed iterative schemes with symbol-level
ZF precoding, RZF precoding, and optimization-based CI
precoding approach. For the case of K > N;, we compare
our proposed iterative algorithm with RZF precoding and the
optimization-based CI precoding method. Both 16QAM and
64QAM modulations are considered in the numerical results.

The following abbreviations are used throughout this
section:

1) ‘“ZF’: traditional ZF scheme with symbol-level power
normalization for K < N;. The ZF precoded sig-

nals are Xzp = ‘fﬁF HH(HHH) 1s, where fzrp =
‘HH HH)~ H 71;
2) ‘RZF’: traditional RZF scheme with symbol-level

power normalization for both K < N, and
K > N;. The RZF precoded 511gnals are

Xpzp = Y HH(HHH+§.I) s,

frzr = HHH HH# + = _1SH2 (8]

3) ‘CI-OPT’: traditional optlmlzation-based CI precoding

based on Ps;

4) ‘Cl-Iterative’:

Algorithm 1;

5) ‘CI-CF’: sub-optimal closed-form CI

introduced in Section V-A.

Before we present the detailed bit error rate (BER) results,
in Fig. 3 we first show the average number of iterations
required for the proposed algorithm to achieve the optimality
with an increasing number of users, where we consider the
case of ‘N; = 12’ and ‘NN; = 16°, as well as the case of
‘Ny = K. Generally, we observe that the required number
of iterations increases with the number of users, since there

where

iterative CI precoding scheme based on

precoder

Fig. 4. Received constellation, 16QAM, Ny = K = 8, SNR=50dB.

is a higher possibility that more entries in aa are negative.
Comparing the result of ‘/V; = 16° with ‘N, = K’, we observe
that the required number of iterations becomes smaller when
K < N,;. This is because the channel becomes closer to
orthogonal when (N, — K) is larger, in which case it is very
likely that the optimal CI solution will reduce to symbol-level
ZF precoding, and the resulting required number of iterations
is 0. Moreover, for the case of ‘N; = 12’, we observe a
significant increase in the number of iterations when K > 13,
which is because the scenario is shifted from ‘K < N’
to ‘K > N,’, where the formulation Q in Algorithm 1
follows (32) instead of (21). Comparing the results of 16QAM
with 64QAM, it is also observed that the required number of
iterations for 64QAM is smaller than that for 16QAM, as the
optimal CI precoding is more likely to be a ZF precoder for
64QAM. In the following, we present the BER results for the
scenarios of both K < N; and K > N,. For the case of
K < Ny, we focus on the symmetric case K = N, which is
the most challenging.

A K <N

Fig. 4 compares the received constellation of CI precoding
with traditional ZF precoding for 16QAM modulation, where
K = N, = 8. As can be observed, the received noisy
data symbols of ZF precoding are located near the nominal
constellation points, which comply with the idea of ZF which
fully removes the multi-user interference. As for CI precoding,
we observe that the received data symbols are pushed away
from the decision boundaries and coincide with Fig. 2, which
validates the effectiveness of CI precoding.

Fig. 5 presents the BER performance for different precoding
schemes with 16QAM modulation, where K = N; = 8.
As can be observed, the interference-exploitation precoding

1
- HI(HH?) "'U - diag { | /F7 - F'1] sus. if d >0
W=41 H H poe? -1 v—1 T s (50)
— - H (HH?)™'U - diag \/dgT+elTv°(dv1gk+e.1)F (4-V'ge+e1) bsps”, ifd<0
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Fig. 5. Uncoded BER v.s. SNR, 16QAM, Ny = K = 8.
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Fig. 6. Uncoded BER v.s. SNR, 16QAM, N; = K = 12.

achieves an improved performance over ZF precoding for
all SNRs, while also outperforming RZF precoding at high
SNR. For high SNRs, we observe a SNR gain of more
than 6dB over ZF and 4dB over RZF. Moreover, it is
shown that the CI precoding based on the iterative algorithm
‘Cl-Iterative’ achieves exactly the same performance as the
optimization-based CI precoding ‘CI-OPT’, which validates
its optimality in obtaining the precoding matrix. While the
sub-optimal closed-form precoder ‘CI-CF’ is inferior to opti-
mal CI precoding, we observe that it also outperforms both
ZF precoding and RZF precoding when the SNR is high.

In Fig. 6, we compare the BER of different precoding
approaches for 16QAM when K = N, = 12, and a similar
BER trend compared to the case of K = N; = 8 in Fig. 5
is observed. The optimal CI precoding scheme achieves the
best performance and significantly outperform other precoding
methods in the high SNR regime, where the SNR gain is
as large as 7dB. Compared with Fig. 5, we observe that the
performance gains of CI precoding over traditional ZF-based
precoding schemes are more significant when the number of
users and antennas increases.

We further consider a higher-order 64QAM modulation and
present the corresponding BER result in Fig. 7. Similar to
the case of 16QAM, both the optimal CI precoding and the
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Fig. 7. Uncoded BER v.s. SNR, 64QAM, N; = K = 12.
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Fig. 8. Execution time v.s. N¢, 16QAM, K = Ny.

sub-optimal closed-form CI precoding methods achieve an
improved performance over ZF precoding. More importantly,
in contrast to claims that CI precoding may not be promising
for higher-order QAM modulations where only the outer con-
stellation points can exploit CI, we show that the performance
gains of CI precoding over ZF can be as large as 5dB, since CI
precoding not only relaxes the optimization area for the outer
constellation points, where the total number of constellation
points that are optimized for a M-QAM constellation is

(81 / % — 4) (% = 43.75% for 64-QAM), but also reduces

the noise amplification effect for the precoder. Both of the
above contribute to the performance improvements over ZF
precoding.

In Fig. 8, we evaluate the computational cost of each
precoding scheme in terms of the execution time per channel
realization, as an indication to show the potential complexity
benefits of the proposed iterative closed-form CI solution,
where ‘CI-OPT, SOCP’ refers to the optimization problem
P3, ‘CI-OPT, QP’ refers to P5 and ‘CI-OPT, Iterative’ refers
to Algorithm 1. We observe that solving the equivalent QP
problem is much more efficient than solving the original SOCP
problem. More importantly, our proposed iterative algorithm
exhibits additional complexity gain than the QP method,
which further motivates the use of CI precoding in practical
communication systems.
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Fig. 10. Uncoded BER v.s. number of users K, 16QAM, Ny = 12,
SNR=35dB.
B. K > N,

In this section, we consider the scenario of K > N,. Fig. 9
depicts the BER result of 3 antenna settings for 16QAM
modulation. ZF precoding is not applicable in these cases,
and therefore we compare with RZF precoding. When CI
precoding does not return a valid solution, as discussed in
Section IV-A, RZF precoding is employed instead. For all
of the three considered scenarios, we observe that at high
SNRs the average BER performance for CI precoding achieves
a significant performance gain over traditional RZF precod-
ing, since there is a high probability of a feasible solution
for CI precoding when K — N, = 1, as illustrated later
in Fig. 11. Moreover, we observe that the performance gains
further increase with an increase in the number of transmit
antennas.

We present the BER result with respect to an increasing
number of users in Fig. 10 for 16QAM, where N, = 12
and SNR=35dB. ZF precoding does not apply for the
case of K > N; and therefore does not have a BER
result when K > 12. For both the case of K < Ny
and K > N;, we observe that CI precoding achieves
the best BER performance, and the performance gains
over ZF-based precoding are more significant when K
increases, which is due to the fact that the optimal CI

o
®
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o
o

Feasibility Probability
o
~

o
S

ot -9 e g D]
Solid: 16QAM | Dashed: 64QAM |

4 6 8 10 12 14 16
Number of users, K

Fig. 11. Feasibility probability v.s. number of users K.

precoding is more likely to be ZF precoding when K is
small.

In Fig. 11, we present the average feasibility probability
for the case of K > N, with an increasing number of users,
where the performance of 16QAM and 64QAM modulations
are denoted as solid and dashed lines, respectively. Generally,
we observe that a larger number of antennas at the BS leads to
a higher probability of supporting more users than the number
of antennas at the BS. For example, for 16QAM modulation,
the BS can support 3 more users when N; = 12 with more than
a 70% feasibility probability, compared to the N; = 6 case
where the BS can only support at most only 1 additional user
with the same feasibility probability. Specifically, we observe
that the feasibility probability for the case of K = 13 and
Ny = 12 is very close to 100% for 16QAM. A similar trend is
also observed for 64QAM modulation, although the supported
number of users is smaller compared to 16QAM for the same
feasibility probability.

VII. CONCLUSION

In this paper, interference-exploitation precoding for multi-
level modulations is studied. By analyzing the optimization
problems and their corresponding Lagrangian and KKT con-
ditions, we mathematically show that interference-exploitation
precoding is equivalent to a QP optimization, based on which
we derive the optimal precoding matrix as a function of the
variables for the QP optimization as well as a sub-optimal
closed-form precoder. Numerical results show that the optimal
precoding matrix can be efficiently obtained by the proposed
iterative algorithm, and the superior performance improvement
of interference-exploitation precoding over traditional precod-
ing schemes is also observed for multi-level modulations.

APPENDIX A
PROOF FOR LEMMA 1

We first prove the equivalency between P; and Py for a
generic M-PSK modulation. To begin with, we first give a
generic expression of each data symbol s(;) for a generic
M-PSK modulation based on Fig. 12 depicted below [29]:

2m

sqy = 1BDTE] vie (1,2, M} (51)
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Fig. 12. Constellation of a generic M-PSK modulation.

Based on our decomposition s, = s(;) = s{\ + s, we have

ej'(zﬂw'l+%73ﬂﬂ) ]_
ej'(zﬂw'l+%7ﬁ) 1
s = — = ;(Bk +7-BZ), (52

where p = ‘67 (% 1+5-%) + e (% W'”%*ﬁ)‘ is the normal-

ization factor to guarantee that |s;| = 1, and we obtain
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Given that OB = \gsy = afts +ozk sB and by following the
coordinate transformation in [29] ajt and o can be expressed
as a function of A\:

ot BJSk BRsP R BPsP + Blsy 9
BT PARBS —ASBE A?RBJ AZBR TR
A%s — APsE ARsR 4+ AT sY
B k Sk Sk \R k Sk Sk \S
a =p S SRR M TP RAs  asnR - k-
ATBE — ARB ALBR - AR B}
(54)

Subsequently, based on the fact that an identical scaling
on both ozjf and af does not affect the max-min solu-
tion, max min {ak ,af } is equivalent to max min {077@47 ap

where

~ 1 x
apt = E(A%Bk A,gB,{*) : a;;‘
%(A%Bk A,jBk ) af
= (AR —ARsE) - AF+ (AT +ATsE) - A7 (55)
Given that sf = cos [ﬂ (I-1)+Z], s =
sin [ (I-=1)+ %] and by substituting the expressions

for Af, A7, BY and B} into (55), the expressions for
djf and df can be further simplified, as shown in (56),
on the bottom of this page, which is derived based on
the sum/difference trigonometric identities. By taking into
account the fact that )\g can be negative, we obtain that
max min {ak“f‘, ak“‘,‘} is equivalent to

(T 3
A = cos (22042 5) ma sin () A8 —eon ()21} 67
k= Ve T
M 4 M By further performing a rescaling by sin (M)’ we can
AT — gin <2_7T I+ % B j)\/l_ﬁ ), obtain that max min {az!,af} is finally equivalent to
5 max (Af - |)\(" Jr )> Subsequently, by constructing an aux-
™ ™ ™ an\ a1
BJ = cos (M I+ 1 M)7 iliary variable t;, as
~ . 2T T ™ R | §|
S . L ty = A 58
B;, sm(M l—|—4 M) (53) k k tan(ﬁ) (58)
2m 2m m T 27 ™ 2m m T
ak{cos{M(l 1)+4]sm(M l+4 M) sm[M(l 1)+4:|COS<M l+4 /\/l)} A
—{sin(i/t—w-l %—%)sill{m(l—l)—f—z]—l—(:os(% l % ﬂ)COS[%(l—1)+%:|}' i
B 27 T s 27 T » 27 m s 27 m S
sm[./\/l-l—i—4 v M(l 1) 4}')\1@ COS[ l—l—4 v M(l 1) 4} P
™ ™ S
= sin (M) AR — cos (M) Pt
27 T 37 27 2m ™37 27 s
A8 iy SR -1+ - = ARl -1+ 2| bR
ag, {COS(M l 1M sm[M(l )—i—ZJ sm(M l 1 M)cos[M(l )—l—ZJ} Ay
—I—{cos(m7T l %—%)cos{M(l—l) 4]+Sln(M l g i/l—ﬂ)si [M(l—l) 4}}-/\5
2w 71' 2w T 37 71' 2m w3 3
= sin (%) AR —l—cos( T ) AP (56)
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max min {aj', ¥} is equivalent to max ;. Accordingly, Ps
can be equivalently transformed into
Py : in ¢
9 maﬁ\)i mkln k
s.it. C1: h}fWs = \psp, Vk € K
R

ta n(M)
3:|Ws|3 < po

C2:tp = A} — Vk € K

(59)

By reformulating the above max-min problem Py into a max
problem, we arrive at P;, which completes the proof.

The second part of this lemma can be proven by contradic-
tion based on the observation that the objective function ¢ for
Py can be further increased if none of the noiseless received
signals are located on the boundary. Subsequently, (9) is
derived by considering the isosceles triangle ‘DOA’ in Fig. Ic,
where based on the Pythagorean theorem we can obtain

|OA| = 2|DO| cos Zpoa. (60)
Based on the fact that |OA| t*, |DO| |DA|
(a%)* ‘(51,;{)* ‘, and Zpoa = ﬁ, (60) leads to the expression
for t* in (9). |
APPENDIX B

PROOF FOR PROPOSITION 1

We first transform the power constraint in Ps, where we
decompose the precoded signals Ws into

K
Ws = E W;S;.
i=1

Since W's can be viewed as a single vector for both constraints
that include W in P3, how the power is distributed among
each w;s; will not affect the solution of the above optimization
problem. Therefore, without loss of generality, it is safe to
assume that each term w;s; is identical, which leads to

(61)

HWSH2 = ||KW181H2 = K?siwilw;s; = KZS wiw;s;,

(62)

and the original power constraint ||Ws||§ < po is equivalent
to
Po

K
Wl <o = Y siwlwis, < B2

i=1

(63)

We then rewrite the considered optimization problem P3 in a
standard minimization form as

Pio: min —t

W, Q. t
K

h{ > wisi — Qi'sp =0, Vk € K
i=1

t— ozo <0, Vozo eO

=0, Va el

s.t. Cl1:

C2:
C3:

C4: E siwHw;s;

t—a

Po

<2 (64)

303

and following [42] we construct the Lagrangian of Pig as

L (Wiatv 61@; Moy Vny 60)
= —t

card{O}

K K
+ Z Ok <hg Zwisi — Q{Sk> + Z L, (t — ag/)
=1 m=1
Po
K )

card{I}
+ Z I/n t—a +50 <st W;S; —
n=1
(65)

=1

where g, ftm, Vn, and §p are the introduced dual variables,
do > 0 and p,, > 0, Vim € {1,2,--- ,card{O}}. Each
and v, can be complex since they correspond to the equality
constraints.

Based on the Lagrangian in (65), the KKT conditions for
optimality can be expressed as

or card{O} card{Z}

S =1t Z Lo+ Z vp =0 (66a)

oL (& . . .

o= ;&k-hk si+00sist -wil =0, Vie K (66b)
K

hi > wisi — Qf'sp =0, Yk € K (66¢)
i=1

fim (t—ao) =0, Yol € O (66d)

t—al=0,VoleT (66€)

K
0o <z; sz‘wf{wisi - %) = (66f)

Based on (66b), it is first observed that §; # 0, and with the
premise that 6g > 0 we obtain dg > 0, which further means
that the power constraint is met with equality when optimality

is achieved. Then, we can express w in (66b) as
H _ T
H _ O -hy | = —— ~hy |.
W =g (eent) = (L wt)
(67)
By introducing an auxiliary variable
5H
Iy = vk € K, (68)
T
Wwe can express w; as
& 1
w; = (Z Oy - hk> o Viek. (69)
k=1
The above expression further leads to
K
Wisi = (Z Oy - h;;) , VieK, (70)
k=1

which is constant for any ¢ and consistent with our assumption
in (62).
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With the obtained expression for each w;, we further
express the precoding matrix W as

7WK]

K
1 1 1
1 51 S2 SK

W = [wi,wa,

1 1 1
— . h% - h5 [ 9e. - O9r]T | = — . —
[ 15412, ) K][ 1,V2, ) K] |:81752’ ’SK:|
= HAYsT, (71)
where we have introduced two column vectors
_ 11 11"
T:[ﬁ171927"'519K] sy S= |/, . (72)
S1 82 SK
We further express (10) in a matrix form as
HWs = [Q7s;,Qlsy, -, Q%sk]’
= Udiag () s, (73)
where Q € R?K>1 and sg € R?*5*! are expressed as
= [Q{,Qg, QT]
[al aal ) aagv' : 704?}704?<}T
T
[a1E7a2Ev : O‘QEK 17a2EK] )
T
[S{,Sg, o K]
[814)8?75 aS 75?}75?(]71
T
= [s7,8%, -, st 185K (74)
and the matrix U € CK*2K s constructed as
1 1 0 0 0 0]
0 0 1 1
U= =Ixg®I[1,1]. (75
Lo . - 0 0
|10 0 -~ 0 0o 1 1

By substituting the expression for W in (71) into (73),
we obtain

HH”Y5"s = Udiag () sg (76)

With the premise that K < N, in Section III, HH” is
invertible, and accordingly we obtain Y as

1
YT =—=

1 .
i (HH") Udiag () sg (77)
By substituting the expression for Y into W in (71), (15) is
obtained, which completes the proof. |
APPENDIX C
PROOF FOR PROPOSITION 2
The Lagrangian of P, is formulated as
L (Qa tv 60; Hom s Vn)
= —t+ 8 (RTVQ - pp)
card{O} card{Z}

2 mm(tman)+ Yo v (t-ag) (78)

m=1 n=1

IEEE TRANSACTIONS ON COMMUNICATIONS, VOL. 69, NO. 1, JANUARY 2021

where 1, > 0, Vm € {1,2,---  card{O}}. To simplify
the subsequent KKT conditions, we propose to rearrange the
columns and rows of the matrices and vectors included in
the Lagrangian expression in (78). Specifically, we rearrange
the expanded symbol vector sg into
~ -7 ~mT
sg = 8g = [85,57] (79)
where §p € R HO1 and §7 € ReerUTIx1 are given by
- L - T
So = [51; 82, 7scard{0}]

)

Sz = [gcard{O}Jrla gcard{O}JrQa T 7§2K] g > (80)
such that the entries in S correspond to the real or imaginary
part of the outer constellation points that can exploit CI, and
the entries in Sz correspond to the real and imaginary part
of the inner constellation points that cannot be scaled. The
corresponding scaling vector €2 is accordingly transformed
into

Q=0-= [Qgﬂ%f (81)

where Qo € R UOI*1 and Q7 € ReerUTI*1 are given by

~ . _ T
Qo = [du, 2, , Ceara{o}] >

~ - . . T
Q7 = [Geard{0}+1> Ceara{O}42: > Q2K (82)

We further introduce a ‘Locater’ function that returns the
index of s, in the original expanded symbol vector sg, given

by

L(3m) =k, if 5, = s&. (83)
We can then express Sg and Q as
Sg = Fsg, Q = FQ, (84)

where the transformation matrix F € R2K*2K that transforms
the original € and sg into their rearranged forms is given by

T
F = [er;,), €0, »€L(ax)] (85)

and we note that F is invertible. Similarly, the corresponding
rearranged matrix 'V can be obtained as

V = FVF7, (86)

where the multiplication of F at the left side and F” at the
right side correspond to the row and column rearrangement,
respectively. Using the above expressions for S, €2 and V,
the Lagrangian of P4 in (78) can be further transformed into
a simple form, given by

L (ﬁ, t, (50, ul) = (].Tlll—].) t+50~(~2T\~7(~2—ufﬁ—50p0,
(87)

where 1 = [1,1,--- ,1]T € R**1 and uy € R2EX1 s the
dual vector corresponding to the rearranged €2, given by
T
u1 = [M17M27 “ sy Heard{O}, V1, V2, " 7Vcard{I}} . (88)

Subsequently, the KKT conditions for Ps can be formulated
as
oL

EZlTul—lzo

(89a)
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oL

a—ﬁzaoa\"ffz—ul:o (89b)
Q'VQ—py=0 (89¢c)
tm, (t — Go) = 0, Vm € {1,2,--+ [ card{O}} (89d)
t—an, =0,V € {card{Z} +1,--- 2K}  (8%)

Based on (89b), we obtain an expression for Q as a function
of uy, given by
I &

Q:— Vﬁ u,

55, : (90)

where we note that V is symmetric and invertible. By substi-
tuting the expression for €2 in (90) into the power constraint,
we further obtain Jg as

1 T 1
_ v—1 V RN v 1 =
(250 A\ ul) A\ (250 A\ ul) Po

= . uf{f_l\?{/_lul = Do

1
162

T\"/—_1
o 6= ‘/%,

For the convex optimization Py, it is easy to verify that
Slater’s condition is met [42], which means that the duality
gap is zero. Accordingly, P4 can also be optimally solved via
its dual problem, given by

O

P11 : D = maxmin L (ul, do, ﬁ,t) . (92)

ui,d0 €t
For the above dual problem, the inner minimization is achieved
by (89a) and (90), and we can further simplify the dual
problem into

D = maéx do - Qv+ u{fl — doPo
ui,00
do

T<7—1 T~xr—1
=max — -u; V u; — —uj; V_ uy — dppo
U1760 452 1 250 1
0
ulv-tuy, ul'v-tu,
= max — _ — Do
uy us‘lul 4po
4 4po

— max

93)

T~7—
—\/po-u; V7luy
ui

Based on the fact that y = +/z is a monotonic function,
the above dual problem is equivalent to (21), which completes
the proof. |

APPENDIX D
PROOF FOR LEMMA 2

We first consider the matrix A = HHH (HHH)Jr and we
note that rank {A} = N, with probability 1. Accordingly,
we can express the eigenvalue decomposition of A as

A = QAAQT,

where Q is a unitary matrix. Based on the construction of the
pseudo-inverse [41], A is given by

AAZdiag{[l,... 1,0, )O]T}7

(94)

95)

with all the N; non-zero eigenvalues equal to 1. By further
expressing the identity matrix I as

Ix = QIxQ", (96)
we define
B = HHY (HH")" — I,
=A-—1Ig
= Q(Aa —1x)Q"
= QABQ”, 97)

where the last step represents the eigenvalue decomposition
of B. Since Ap contains (K — N;) non-zero entries on the
diagonal, we obtain that rank {B} = K — N;. Subsequently,
based on the observation that both U and diag (sg) are full-
rank, we therefore have

rank {P} = rank {B} = K — NV, (98)

which completes the proof. |

APPENDIX E
PROOF FOR PROPOSITION 3

Based on the obtained expression for 2 as a function of
B in (29), we can now formulate an equivalent optimization
on 3, given by

Pia :

min —t¢

Bt

st.CL:BTYB—po=0
C2:t-dlB <0, Va

C3:t—-dlBg=0,Val e

(@]
m € 0

99)

where Y = R (X). The Lagrangian of P12 can be expressed
as

£(8, .80, fims 72
= —t+5 (8"YB—m)

card{O} card{Z}
D A (- dnB)+ DD v (t-dlB)
m=1 n=1

=(1"uz — 1) t+do - BTYB—uiFDB — dopo,  (100)

where the dual vector ug for P2 is given by

R - - - T
Uz = [fi1, flo, s fleard{O}, V1, V2, s Degraqzy]  101)
The corresponding KKT conditions are:
oL
S =1Tu;—1=0 (102a)
oL -
B =00-2YB -D'FTuy, =0 (102b)
BYB—po=0 (102¢)
fim (t —d2B) =0, fim >0, Yab € O (102d)
t—d’g=0,val ez (102e)

Then, by following a similar approach to Appendix B, the dual
problem of Pj1o can be finally formulated into a QP opti-
mization as well, shown as Pg in (32), which completes the
proof. |
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APPENDIX F
PROOF FOR LEMMA 3

By comparing P5 with P7, we obtain that Q = V-1 and

a
Qa

When all the dual variables are zero, qg =

=V1. Then, based on the expression in (90), we can obtain

s a function of qg:

Q=250V E(V—‘P)QE-F%}
:%00\7 a—|—4—50(1— )
:25106 V- 1V1+TO(I— ®)
:25100 1+4L§0(1_V*1<1>)qE. (103)

0, and we see that

the scaling value in €2 for each data symbol is identical, which
then leads to the ZF precoder. |

APPENDIX G
PROOF FOR LEMMA 4

We calculate 171, which can be expressed as

1 1Tab 17
1Tu=--1"Q 'qg — - abde + - a (104)
2 2c c
Based on the fact that 17a = ¢, (104) is further equivalent to
1 -b
1"u =2 bgg— —— 28 4 ©
2 2c c
=1 (105)
which completes the proof. |
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