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Predicting the Evolution of Controlled Systems
Modeled by Finite Markov Processes

Shuo Li and Matteo Pozzi

Abstract—The operation and maintenance of infrastructure
components and systems can bemodeled as aMarkov process, par-
tially or fully observable. Information about the current condition
can be summarized by the “inner” state of a finite state controller.
Whena control policy is assigned, the stochastic evolutionof the sys-
tem is completely described by a Markov transition function. This
article applies finite state Markov chain analyses to identify rele-
vant features of the time evolution of a controlled system.We focus
on assessing if some critical conditions are reachable (or if some ac-
tions will ever be taken), in identifying the probability of these criti-
cal events occurring within a time period, their expected time of oc-
currence, their long-term frequency, and the probability that some
events occur before others. We present analytical methods based
on linear algebra to address these questions, discuss their computa-
tional complexity and the structure of the solution.Theanalyses can
beperformedafter apolicy is selected for aMarkovdecisionprocess
(MDP) or a partially observable MDP. Their outcomes depend on
the selected policy and examining these outcomes can provide the
decision makers with deeper understanding of the consequences of
following that policy, and may also suggest revising it.

Index Terms—Partially observable (PO) Markov decision
process (MDP), finite state controllers, finite state Markov chains,
first passage time.

I. INTRODUCTION

W E ADOPT a Markov chain analysis to predict rele-
vant features of the condition evolution of controlled

systems, with application to infrastructure components and
systems controlled by policies for operation and maintenance
(O&M). Finite stateMarkov chains (FSMC) are the most classic
discrete-time, discrete-state stochastic process (when successive
states of the process are not independent). Their theory and
applications are reviewed in many textbooks [1]–[3], including
classical textbooks of risk analysis for engineers [4], [5]. The
analysis of FSMCs, using linear algebra methods, allows for
identifying the long-term asymptotic properties of the process,
and its short-term transient behavior, e.g., computing the mean
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and variance of the “first passage time,” i.e., the number of steps
to move from one state to another [6]–[8].
The problem of selecting decisions to control a process can

be formulated as a Markov decision process (MDP) or as a
partially observable MDP (POMDP), depending on the observ-
ability of the process state [9]. For MDPs, the optimal policy
(i.e., that minimizing the expected long-term management cost)
can be identified by dynamic programming [9]; for POMDPs,
approximate optimal policies can be identified by point-based
value iteration methods [10], or by methods based on finite state
controllers (FSCs). FSCs assume that the policy is a function of
a state variable defined on a finite discrete domain. This policy
is described by a “policy graph,” where the nodes represent
the states, and a link between two nodes indicates that, after
receiving a specific observation, the state evolves from one to the
other [11]. The optimal policy of an MDP belongs to the family
of FSCs, and many works [12]–[14] have developed methods
for optimizing FSCs for POMDPs (e.g., imposing constraints on
the number of nodes in the graph).
Markov models can describe the deterioration of infrastruc-

ture systems, and also their evolution under a O&M control
policy, when maintenance actions are selected depending on
the collected observations. They have been extensively applied
to O&M problems, e.g., of bridges [15], of electric-power
systems [16], [17], of road pavements [18]–[20], of structural
systems [21], of coastal protection [22], and of wind mills [23],
[24]. Both MPDs [18]–[20], [22], [25] and POMDPs [21], [23],
[24], [26]–[29] have been adopted to optimize decisions.
This article does not focus on the identification of the optimal

policy. We assume that a control policy has been selected for a
MDPor a POMDP, andwe focus on predicting the consequences
of following it. In O&M problems, the failure of some compo-
nents is usually associated to a high penalty cost, and the optimal
policy finds the best tradeoff between maintenance costs and
frequency of critical events. However, even when the controller
adopts that optimal policy, it is not trivial to predict how the
condition of the system evolves, in the short and in the long term,
because the policy, which is a function mapping “states” into
actions, is not directly informative aboutwhat to expect in the fu-
ture. For example,wemayask “Cana failure event occur?And, if
so, how frequently?” “What is the probability that a critical con-
dition occurs within a specific time horizon? And that it occurs
before a maintenance action is taken?” These questions can be
approximately answered by analyzing Monte Carlo simulations
(MCSs), but that approach may require high computational
cost for investigating rare critical events with good accuracy.
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Moreover, MCSs also require specific initial conditions, and
their results are conditional to those conditions. Instead, we
focus on exact methods for global analysis of all conditions, to
predict the system evolution. We illustrate how to apply FSMC
analysis, based on linear algebra, to FSCs, in fully observable
environments, as MPDs, and in partially observable ones, as
POMDPs.We discuss the properties of the solution and its com-
putational complexity. Outcomes of these analyses can provide
the decision makers with deeper understanding of the system
evolution, and may even suggest revising the control policy.
The rest of this article is organized as follows. In Section II,

we introduce fundamental properties of the FSMCs and graphs
describing the process, we formulate the general problem in Sec-
tion III and propose methods to predict the evolution features in
FSMCs in Section IV. In Section V, we present some examples.
Finally, Section VI concludes this article.

II. MARKOV EVOLUTION MODELS

A. Evolution of the External State and of Observations

We assume that a decision maker, who we refer to as “agent,”
interacts with a stationary system, observing its state and taking
actions at a sequence of time instants {t0, t1, . . . , tN}, where the
interval between consecutive instants (Δt = tk − tk−1) is uni-
form, andN is infinity (unless specified below). At every instant
tk along the sequence, the system is in state sk ∈ S, that we call
the “external state” (to stress that it belongs to the physical world
outside the controller), and the agent takes decision ak ∈ A,
where S andA are the domains of external states and of actions,
respectively. Interacting with the system, for every k ≥ 1, the
agent receives observation yk ∈ Y at time tk, where Y is the
observation domain. We assume that the external state is such
that its evolution is Markovian when the controlling actions are
given. Such evolution can be defined by a stationary transition
model T (s, a, s′) = P[sk+1 = s′ | sk = s, ak = a], and the re-
lation between state and observation by an stationary emission
model E(s, a, y) = P[yk = y | sk = s, ak−1 = a] (these defi-
nitions are appropriate if S and Y are discrete domains, as
we will assume later, while these models need to be defined
as density functions on continuous domains).

B. Finite State Controller

Wefocus on deterministic stationary policies, as those optimal
in the infinite horizon case for both MDPs and POMPDs. The
controller takes actions, as a reaction to the collected obser-
vations. It can be modeled by a “conditional plan,” that is a
set of functions {f0, f1, . . . , fN} mapping a finite sequence of
observations into an action: for every k, function fk : Y k → A
maps the sequence of the first k observations into an action
(initial function f0 has no argument, and it directly assigns
initial action a0). Equivalently, the agent’s current action can
be modeled as depending on a current “inner state” of the
controller, which evolves depending on observations. Such in-
ner state identifies the agent’s current knowledge about the
system, summarizing past and current observations. At time

tk, we indicate this state as hk ∈ H , where H is the domain
of inner states. Now, the agent’s behavior is defined by two
functions: a policy function ak = π(hk) : H → A, relating cur-
rent inner state to current action, and an updating function
hk = η(hk−1, yk) : H × Y → H , relating previous inner state
and current observation to current inner state. Functions π and
η can be formulated as depending on time index k but, because
we focus on stationary behaviors, we drop this dependence.
The inner state framework can be related to the conditional
plan, for example by assuming that the inner state hk is just
the collection of all observations {y1, y2, . . . , yk}, collected up
the present time. Note that, in general, the sequence of inner
states {h0, h1, . . . , hN} is not Markovian, as the next inner state
depends on the next observation, that is not independent of past
inner states and actions (even conditional to the current ones).
If the inner state domain H is a finite set, the agent is adopting
a FSC.

C. Joint (Inner and External) States

While the evolution of the external states is Markovian when
the control actions are given, it is not necessarily Markovian
when the system is coupled with a controller who selects actions
online, as the FSC does. The current action ak, in facts, depends
on the current inner statehk, which is not independent of the past
external state sk−1, even conditional to the current external state
sk. However, we can define a joint statewk = {sk, hk} ∈ W =
S ×H , merging inner and external states, whose evolution is
Markovian. To understand that, suffice is to note that, once
current inner and external states are jointly assigned, current
action ak is given, next external state sk+1 and observation yk+1

are independent of the past, and so is the evolution of the inner
states. Hence, sequence {w0, w1, . . . , wN} is Markovian, and
its evolution can be studied by tools developed for FSMCs.

D. Control Under Full Observability: Finite MDPs

A special case of the previous framework is when the external
state is fully observable, because the initial external state s0 is
known to the agent, and the current observation is identical to
the current external state: for every k ≥ 1, yk = sk (that is, for
any action a, E(s, a, y) = I[s = y], where I[·] is the indicator
function). In this case, the external state is a sufficient statistic
of the process, and the agent’s optimal behavior is a function of
that. This is theMDPcase, reviewed inAppendixA.Hence, both
inner and augmented state can be taken as identical to the exter-
nal one (wk = hk = sk), which we simply refer to as “the state,”
and the policy can be based on that: ak = π(sk) : S → A. The
state evolution is modeled by a Markovian transition function
T (s, s′) = T (s, π(s), s′) = P[sk+1 = s′ | sk = s]. For a finite
process, the finite state set S is {1, 2, . . . , |S|}, where |S| is
the cardinality of S. In that case, the transition function is
described by |S| × |S| stochastic matrix T, and the process
follows a FSMC. Fig. 1(a) reports the influence diagram of the
fully observable process.
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Fig. 1. Influence diagram for the fully observable process (a) and for the
partially observable process (b). Shaded nodes refer to variables observable at
current time.

E. Control Under Partial Observability: POMDPs

When observations are only partial or noisy, the agent cannot
make her inner state identical to the external one (simply because
the latter is unknown). This is the partially observable Markov
decision process (POMDP) case, reviewed in Appendix VIII-B.
When this is the case, if policy and updating functions for the
inner state are given, the evolution of the joint state follows the
transition function:

T (w,w′) = P[wk+1 = w′ | wk = w]

= T (s, π(h), s′)
∑
y

E(s,′ π(h), y)I[h′ = η(h, y)]

(1)
wherew = {s, h} andw′ = {s,′ h′} are the current and the next
joint state, respectively, whichmerge external and inner states. If
H is a discrete set, so isW , of cardinality |W | = |S||H|, and the
transition function can be described by a |W | × |W | stochastic
matrix of a FSMC. Fig. 1(b) shows the influence diagram for the
evolution of the controlled systems.
A key question is how to define the inner state under par-

tial observations, and model its evolution. For a POMDP, the
agent’s optimal behavior is a function of the “belief,” which
is, at any time tk, |S|-dimension stochastic (column) vector
bk ∈ ΩB , where ΩB = {b ∈ [0, 1]|S| : 1�b = 1} is the belief
domain (and 1 is a column vector of ones). Component s of this
vector is bk(s) = P[sk = s | y1, . . . , yk, a0, . . . , ak−1]. Hence,
one option is to identify the inner state (even the initial one) with
the complete belief (i.e., ∀k ≥ 0 : hk = bk): the policy is, thus,
a belief-to-action function, ak = π(bk), and component s′ of
the updating function η, following Bayes’ formula, is:

ηs′(b, y) = P[sk+1 = s′|bk = b, ak = π(b), yk+1 = y]

=
P (s,′ y | b)∑
s′ P (s,′ y | b)

(2)

whereP (s,′ y | b) = ∑
s b(s)T (s, π(b), s

′)E(s,′ π(b), y), and
the denominator corresponds to probability function P (y | b).

Keeping the complete belief as an inner state presents two advan-
tages. First, as noted previously, optimal policies for POMDPs
are based on such belief. Second, the belief is a sufficient
statistic, which follows a Markov process as, according to the
updating rule of (2), next belief bk+1 is independent of past
belief bk−1 conditional to current belief bk. The corresponding
transition function, from current belief b to next belief b′, is

T (b,b′) =
∑
s,′y

p(s,′ y | b)I[b′ = η(b, y)]. (3)

However, a key challenge for this formulation is that, given that
the cardinality of belief domain ΩB is that of the continuum,
function T cannot be exactly represented by any (finite or
infinite) transition matrix. To obtain a FSC, it is necessary to
limit domainH to a finite set, by assigning a rule for identifying
the initial inner state, for updating it, and for assigning actions.
These rules can be related to function m(b) : ΩB → H , map-
ping the belief into an inner state, so that the initial belief b0 is
converted in initial inner state h0 = m(b0). Two strategies can
be followed for defining such a map.
One strategy, that we call “grid method” (GM), is to dis-

cretize domain ΩB in a grid of |H| representative belief points:
ΩB = {b1,b2, . . . ,b|H|}. Now, map m(b) = argminid(b, i)
can be based on metric d(b, i) =‖ b− bi ‖, measuring the
distance between beliefs, for some appropriate norm ‖ · ‖. So, in
this strategy, the inner state represents the closest representative
belief in the grid. The policy depending on the inner state follows
from the belief-to-action function: π(h) = π(bh). The updating
function can be related to an approximated belief updating, using
the nearest neighbor function: η(h, y) = m(η(bh, y)). These
functions define the controller, which can be integrated with the
evolution of the external state and of observations, to define the
evolution of the joint state according to (1). However, given that
the evolution of the complete belief is Markovian in itself, fol-
lowing this approach it is also possible to define an approximate
Markovian evolution of the inner state, without any integration
of the external one. The corresponding approximated transition
probability is T (i, j) =

∑
y e(i, y)I[j = η(i, y)], where emis-

sion values e(i, y) = p(y | bi) are computed as in (2). These
transition probabilities can be described by a |H| × |H| stochas-
tic matrix. A generalization of this approach is reported in
Appendix A-H.
An alternative strategy for discretizing the belief domain,

that we call “optimal regions method” (ORM), is related to
the special structure of optimal policies in POMDPs (see also
Appendix A-B). Optimality is related to the minimization of
the “value,” i.e., the long-term expected discounted cost-to-
go (actually, the word “value” has been originally defined as
the long-term cumulative revenues to be maximized, but we
relate it to cost minimization, following a recent work [22]).
The optimal value function V ∗(b) : ΩB → R, is a concave
piecewise linear function of the current belief b, and it is
the lower envelope of a set of hyperplanes, each defined by
a |S|-dimensional (column) vector, called an “α-vector.” The
finite set Γ = {α1,α2, . . . ,α|H|} of |H| α-vectors, where vec-
tor h is αh = [αh(1), αh(2), . . . , αh(|S|)]�, is the outcome of
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point-base value-iteration algorithms for approximately solving
POMDPs [10], together with an action associated with each
vector. We can relate each α-vector to an inner state, so that the
inner state is h if vector αh dominates the others at the current
belief. The policy function can now be taken as identical to
the action associated with the corresponding vector. The formal
mapm between belief and inner state is now defined by an inner
product

m(b) = argmin
h∈H

(α�
hb). (4)

Using thismap, belief domainΩB is partitioned in |H| in convex
regions, that we call “optimal regions,” {D1, D2, . . . , D|H|}
(some of them could be empty), so that, for every h ∈ H , region
Dh is defined as the part of ΩB where vector αh dominates
the others:Dh ⊆ ΩB : b ∈ Dh ⇐ h = m(b). Hence, the inner
state is related to as a convex subset of the belief domain. The
relation between α-vectors, inner state and conditional plans
is outlined in Appendix VIII-C. This partitioning of the belief
domain allows for an exact modeling of the stochastic process
if the following condition is satisfied:

∀{b, y} ∈ (Dh × Y ) : η(b, y) ∈ Dη(h,y) (5)

that is, if any two beliefs related to the same inner state h are
updated into beliefs related to the same inner state η, under
any specific observation y. However, the previous condition
is not generally satisfied, as the available set of α-vectors Γ
is usually incomplete, as it is the outcome of an approximate
solver. The exact solution of an infinite horizon is usually related
to an infinite number of α-vectors, that cannot be completely
identified. When that set is approximated with a finite set Γ,
condition in (5) is only approximately satisfied. Appendix A-D
provides an algorithm to derive updating function η given set Γ.

F. Graphs Describing the State Evolution and the Policy

Graphs can represent the evolution of the external, inner and
joint states, and they provide a useful and intuitive visualization
tool. The evolution of the external state under full observabil-
ity can be represented by a directed “transition graph,” where
nodes represent states, and links represent positive transition
probabilities. State set S is also the node set, node s is linked to
node s′ only ifT (s, s′) is positive, and this link is associatedwith
that transition probability. So the graph completely describes the
FSMC. The process starts at state/node s0, randomly moves to
one of the linked nodes, according to the probabilities encoded in
the links, and the process evolves iteratively. We note that, given
policy π under full observability, each node s is also associated
with a specific action a = π(s). Fig. 2(a) shows an example
of transition graph, for |S| = 3. In that graph, if the process
starts at state s = 1, the agent takes action π(1) = 1. The state
stays at s = 1with probability T (1, 1) and evolves to s = 2with
probability T (1, 2).

A FSC can be described by a “policy graph.” In this graph,
nodes represent inner states, and links the updating function η.
Inner state setH is the node set, and each node h can be assigned
with corresponding action a = π(h), according to the selected
policy. Node h is linked to node h′ if exists an observation y

Fig. 2. Examples of transition graph (a). Policy graph (b). Joint graph (c).

is such that h′ = η(h, y). So up to |Y | links leave each node,
one per available observation (but it is possible that more than
one observation link the same pair of nodes), and each link is
associated with one (or more than one) available observation.
The agent starts with an inner state/node h0, executes the asso-
ciate action a0 = π(h0), receives observation y1 and follows the
corresponding link to get next inner state/node h1 = η(h0, y1),
and the process evolves iteratively. The policy graph does not
represent anyMarkov chain, as there is no probability associated
with the links: the probability of receiving observation y cannot
be analytically computed from inner stateh (and executed action
π(h)). Fig. 2(b) shows an example of policy graphwith |H| = 4,
|A| = 2 and |Y | = 2. For example, if the process starts at h = 1,
the agent takes action π(1) = 1 and, if she receives observation
y = 2, then the inner state moves to h = 2 and action π(2) = 1
is executed.
In the partially observable setting, the transition and the policy

graphs can be merged in an “joint graph,” i.e., a transition graph
describing the evolution of the joint state as a FSMC. State set
W is also the node set for this graph, and each node is related to
an external state, an inner one, and an action (according to the
adopted policy). Node w is linked to node w′ if the transition
probability T (w,w′) is positive. The process starts at node
w0 = {s0, h0} and it evolves iteratively, following the transition
probabilities on the links, so the graph completely encodes a
FSMC. Differently from the fully observable case, the agent
cannot identify the current node, as only the inner state is known
to her, and the policy depends on that. Nonetheless, the analysis
of the Markov graph can provide answers to relevant questions.
Fig. 2(c) shows an example of joint transition graph (with the
same values of |S|, |H|, |A|, and |Y | of the previous examples):
joint states are indicated by the pair (s, h) of external and inner
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states, respectively; the nodes in each row refer to the same
external state, and those in each column to the same inner state
(and, hence, to the sameaction). For example, if the process starts
at joint state {2, 1}, the agent takes action π(1) = 1. The process
moves to joint state {2, 2}with probabilityT ((2, 1), (2, 2)) or to
other states according to the probabilities of links leaving node
{2, 1}.

III. PROBLEM FORMULATION

We consider FSCs and finite state physical systems, so that
the condition evolution can be modeled by a FSMC. Among the
state set (the external state, for the fully observable case, or the
joint state, for the partially observable case), we identify some
target, critical states and someother states potentially identifying
the current condition.
In this context, we focus on a set of interconnected questions,

related to the transition from some initial state to some critical
ones. Basic questions are (i) Is state j reachable from state i?
(ii) What are the communication classes of the process, and
are those classes closed or open? (iii) What is the asymptotic
probability of visiting state j? (iv) What is the expected number
of steps for first visiting state j starting from state i? (v) What
is the probability of visiting state j, starting from state i, within
N steps? (vi) What is the probability of visiting state j before
state l, starting from state i?
Questions (iv)–(vi) refer to a starting state i, and they are

directly relevant if the current state is known, as in the fully
observable case. If the current state is unknown, those questions
can be rephrased as referring to a current belief b. All questions
can be generalized to a subset of target states J . Also, given
that states are related to actions, previous questions can refer to
actions; for example, a variation of question (iv) is: what is the
number of steps before action awill be taken?We can formulate
this question by identifying subset J � j : a = π(j), where the
policy assigns action a.
In the application to infrastructure systems and components,

critical states may be those related to failures and malfunction-
ing, or the execution of important actions. For example, appli-
cations of previous questions are: Can a controlled component
ever fail (i)? If so, what is the expected failure time (iv)? What
is the probability of failure within 10 years (v)? What is the
probability that failure will occur before replacement (vi)?

IV. ANALYSIS OF FINITE STATE MARKOV CHAINS

A. General Notation and Framework

In this section, we present exact methods, based on linear
algebra, for addressing the questions introduced previously. The
Markov process can be related to the set of external states (in
case of fully observability), of inner states (when the belief is
modeled as a Markov process), or of the joint states (for the
general POMDP case). We present the methods as related to
a general FSMC with n states, in set S = {1, 2, . . . , n}, and
transition function T (i, j) : S × S → [0, 1], for every pair of
states, described by n× n stochastic matrixT. As the chain can

be represented by a graph, in the followingwe refer indifferently
to states or to nodes.

B. Topological Analysis

Some questions about the system dynamic can be related
to the graph topology, and not to the specific positive values
in the transition matrix; i.e., to the set of links, and not to the
probabilities assigned to them. Let L(i, j) = I[T (i, j) > 0] be
a binary link function, so that L(i, j) = 1 if node i is linked to
node j, with any positive transition probability. Let L be the
corresponding n× n matrix. Some long-term properties of the
chain process are related to matrix L, regardless of the specific
value in T.
The binary reachability functionR is related to the link func-

tionL. The correspondingn× nmatrix isR = I[(I+ L)n−1 >
0], where I is the identity matrix. If node j is reachable (in
an arbitrary number of steps) from node i, then R(i, j) is one,
and it is zero otherwise. The binary communication function
Q(i, j) = R(i, j)R(j, i) is one only if nodes i and j “communi-
cates,” i.e., if they are reachable from one another. By analyzing
the corresponding n× n symmetric matrixQ, we can partition
the node set in a set C of “communication classes,” where two
nodes belong to the same class only if they communicate with
each other. If there is at least one node belonging to class C , say
node i ∈ C , that can reach a node j 
∈ C , outside that class, i.e.,
ifR(i, j) = 1 andQ(i, j) = 0, then class C is open (toward the
class j belongs to). Otherwise, class C is closed. For sure, at
least one class in set C is closed. The classes can be arranged
into a directed acyclic graph (DAG), where a node represents a
class, and class node A is linked to node B if class A is open
toward class B. Closed classes are leaves of the DAG, as the
corresponding nodes are not linked to any node. The class set
and its DAG can be derived by analyzingmatricesR andQ, e.g.,
adopting classical algorithms for identifying strong connectivity
(or strongly connected components) [30], [31].
Class analysis is relevant for predicting the long-term be-

havior of a Markov chain. Interestingly, even if the chain is
fundamentally described by events that can happen (i.e., the
transitions between nodes), one can identify events that must
certainly happen in the long term (with probability one). For
example, all nodes in closed classes are “recurrent”: if the
process starts in a node belonging to a closed class, it will
visit all and only the states in that class, sooner, or later, and
keep returning to them indefinitely (the set of nodes of every
closed class forms a transition (sub)graph, i.e., the corresponding
matrix is a stochastic one). All states belonging to open classes
are “transient,” and sooner or later they will stop recurring in
the process. “Absorbing” states are a special case of recurrent
ones: once the process hits an absorbing state, it will stay there
forever. Every absorbing state i forms a closed class by itself, and
T (i, i) = 1. For example, a failure condition can be represented
by an absorbing state if no remediation action is executed when
a component fails.
If there is just one class, then that is necessarily closed, and

the chain is “irreducible.” If that chain is also a-periodic, then
it is “ergodic.” In an irreducible and a-aperiodic chain, we can
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identify a number of steps k, so that all nodes are reachable
from all nodes in any number of steps abovementioned k. To
check that the irreducible chain is a-periodic, one can compute
the reachability matrix for k stepsR(k) = I[Lk > 0], with k =
(n− 1)2 + 1 [32]: if all its entries are one, then the chain is
ergodic.
Computationally, topological analysis scaleswellwith system

sizen, andmany efficient algorithms for network analysis can be
implemented [33]. Other traditional topological questions are:
what is the shortest path between two nodes? Such question
is related to the shortest time to visit one state from another.
For applications to the control of systems and components, the
topological analysis can answer questions as: is a condition ever
reachable? Will an action ever be taken? It may turn out, for
example, that a conservative controller prevents one condition
from ever being visited, or an action from ever being taken. It is
to be noted that outcomes of this analysis strongly depend on the
details of the assumed chains. For example, link functionL(i, j)
is one is T (i, j) is positive, regardless of how small this value
is. Hence, any approximation of (small) transition probabilities
to zero has high potential impact on the analysis.

C. Long-Term and Asymptotic Behavior

While function T describes the transition probability in
one step, the transition in k steps, Tk, can be derived by the
Chapman–Kolmogorov rule: the corresponding n× n matrix
Tk is equal to Tk.
Given an ergodic FSMC, there exists a stochastic vector β =

[β(1), β(2), . . . , β(n)], defining the asymptotic distribution

∀i, β(j) = lim
k→∞

(Tk)ij (6)

where β(j) represents the long-term marginal probability of
visiting state j, independently of the initial condition. Because
of the ergodic theorem [34], the expected number of steps
between consecutive visits of node i is 1/β(i). Vector β is a left
eigenvector of the transition matrix: βT = β, associated with a
unitary eigenvalue, and it can be identified using algorithms for
eigenvalue analysis. If the chain is not irreducible, each close
class can be related to its own asymptotic distribution, while the
asymptotic value assigned to all (transient) nodes in open classes
is zero.

D. Transient and Equilibrium Analysis

Another important class of analyses is related to transient and
equilibrium values along the chain. To assess these features, we
can transform the FSMC into a Markov reward process [35]. To
every node i in the graph, let us assign (virtual) cost c(i), so that
such cost will be incurred every time the process visits that state,
and (virtual) terminal cost v0(i). Costs are discountedwith factor
γ at every step. Let us assume that the Markov process follows
transition function T̃ (which can be seen as a variation of original
function T , where all nodes in a selected subset are transformed
into absorbing nodes), described by n× n stochastic matrix T̃.
For any state trajectory s = {s0, . . . , sk} of (k + 1) steps, the

cumulative discounted (virtual) cost is

Gk(s) =

k−1∑
j=0

γjc(sj) + γkv0(sk). (7)

The corresponding (virtual) value for initial state s0 = i, i.e., the
expected discounted cumulated costs, is defined by taking the
expectation on trajectories starting from that state

∀i, vk(i) = Es|s0=iGk(s). (8)

Node costs and values for each k ≥ 0 are listed in n-
dimensional vectors c = [c(1), c(2), . . . , c(n)]� and vk =
[vk(1), vk(2), . . . , vk(n)]

�. The Bellman equation allows us to
express the value for (k + 1) steps as a function of that for k
steps. Node and system equations read

∀i, k, vk+1(i) = c(i) + γ
∑
j

T̃ (i, j) vk(j)

→ vk+1 = c+ γ T̃ vk.

(9)

For every k, value vector vk can be computed iteratively from
the terminal values vector v0, by applying (9) for k times.
The value vector can converge to asymptotic equilibrium v =
[v(1), v(2), . . . , v(n)]�, for k going to infinity. If so, equilibrium
values are defined via the Bellman recursive equation

∀i, v(i) = c(i) + γ
∑
j

T̃ (i, j) v(j) → v = c+ γ T̃ v

(10)
and v is the solution of linear system Av = c, with A = I−
γT̃. Equation (10) is traditionally related to policy evaluation
in dynamic programming [9]. When γ is one, matrix A is rank
deficient, and the uniform vector becomes part of its null-space
(generally, the cumulative cost can diverge, when the discount
factor is unitary). In that case, the solution of (10) can be found
imposing specific values to a subset of nodes. A way of solving
this linear problem is reported in Section VIII-E.
While (9) and (10) allow for identifying the first moment of

the cumulative cost Gk, it is also possible to compute higher
moments of this variable, to better characterize its distribution.
In Appendix A-F, we show how to compute higher moments,
via similar methods of linear algebra.
This general framework has several applications. One is to

assess the actual economic cumulateddiscounted costs,whenac-
tual costs are associatedwith the nodes. In theMDPandPOMDP
cases, costs are associated with each pair of external state and
action (as detailed in Appendices A-A and A-B). When a policy
is assigned (both for the fully and for the partially observable
cases), these costs are also associated with nodes in the graph.
Hence, the analysis allows us to compute the corresponding
economic value for each node, each time horizon (reconstructing
the set of α-vectors) and, assessing higher movements, also the
variance and other features of the distribution.
Another application of the equilibrium analysis of (10) is

related to the expected first passage time. For a close communi-
cation classmodeledby functionT , the expectednumber of steps
needed to visit any target node from any starting node is finite. To
compute the expected number of steps to visit any node in subset
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J , we transform every node inJ into an absorbing one, obtaining
adjusted transition function T̃ . We set γ equal to one, and get
a corresponding matrix A with rank n− |J |. Clearly, the cost
assigned to every node in J must be zero, otherwise the process
will cumulate an infinite (i.e., diverging) value at those nodes.
So we set c(j) = 0 for every j ∈ J , to get a feasible solution.
To every other node i /∈ J , we set a unitary step c(i) = 1, so the
value is counting the steps along the process. Among the feasible
solutions, the correct one is that with zero value v(j) = 0 at
every node j ∈ J , given the interpretation we are giving to the
value (i.e., for a process currently at node j ∈ J , the expected
number of steps to reach set J is zero). An integrated method for
assessing moments of first passage time proposed by Hunter [8]
is reported in the Appendix A-G.
Yet another application is to assess the probability of visiting

any state in subset J withinK steps. To evaluate this, again, we
turn every node j ∈ J of the target subset into an absorbing node,
obtaining function T̃ . We initialize unitary value v0(j) = 1 for
every node j ∈ J in the target subset, and zero value v0(i) = 0
for every other node i /∈ J . With zero immediate cost for all
nodes, c = 0, and unitary γ, we apply (9) iteratively for k times,
to get vector vk, which represents the queried probabilities.
Also, by computing the difference between vk and vk−1, we get
the probability of visiting subset J for the first time in exactly in
k steps, from all nodes. For k going to infinity, vk(i) converges
to the probability of ever visiting node subset J from node i.
This probability is one if the original chain is ergodic. If it is not
ergodic, applying (10), the asymptotic vector v belongs to the
null space of A and it can be identified by imposing v(j) = 1
for each node j ∈ J in the target subset.
The last application that we mention is the assessment of the

probability of reaching some nodes before others. Given two
disjoints sets of nodes X and Z, what is the probability that
the process will visit any node in X before any node in Z? To
assess this, we turn all nodes inX or in Z into absorbing nodes,
getting function T̃ . Again, costs are set to zero, c = 0, and γ to
one. Again, the solution v belongs to the null space ofA, and it
can be identified by imposing v(j) = 1 for every node j ∈ X ,
and v(j) = 0 for every node j ∈ Z.

E. Structure of the Solution, as a Function of the Belief

Most topological, iterative, and equilibrium analyses are
directly applicable to processes, where the current state is known
to the agent. In the partially observable case, when the evolution
is captured by the joint state, the agent knows only the current
inner state, which represents a subset of the nodes in the joint
graph. The iterative and the equilibrium analyses identify a |W |-
dimensional vector v (where we have dropped subscript k, if
present), which assigns a value to every joint state. As the inner
state h is known, we can extract the |S|-dimensional subvector
v(h) = [v(h)(1), v(h)(2), . . . , v(h)(|S|)]�, with v(h)(s) = v(w)
and w = {s, h}. The expected (virtual) value associated with
belief b is

V (b) =
∑
s

v(m(b))(s)b(s) = v�
(m(b))b. (11)

TABLE I
LINK MATRIX UNDER THE OPTIMAL POLICY FOR THE MDP EXAMPLE 1

In the ORM, every belief b ∈ Dh is mapped into the same
inner state h = m(b) and, hence, to the same value vector v(h).
Hence, (11) shows that the value is a linear function of the belief,
for all belief in the region dominated by the same α-vector.
However, for belief b at the border between regions, the map
m(b) is discontinuous, so is vector v(m(b)) and so the expected
value. For those beliefs at a border, a small perturbation of the
belief changes the conditional plan followed by the controller
(e.g., sometimes even the current action selected). Overall, the
value function resulting from the analyses is nor concave nor
continuous. As noted previously, the optimal value function for
the POMDPs is continuous, concave and piecewise linear. The
difference between the properties of these two value functions
is due to the following reason. The optimal controller of a
POMDP aims at minimizing the value itself, hence, at the border
between two regions the value related to the corresponding two
conditional plans must be the same, and the corresponding value
function is continuous. Instead, the controller does not aim at
minimizing any (virtual) values analyzed in previous section
(e.g., the expected number of steps to reach a subset of nodes).
However, the two value functions share a common property:
they are both linear inside each optimal belief region (i.e., in
each region dominated by an alpha vector).

V. EXAMPLES OF ANALYSES

A. MDP Example 1: Topological Analysis

We provide some examples of analysis. We start by analyzing
an MDP example, taken from the context of pavement manage-
ment [36]. A pavement segment condition is discretized into
n = 8 states: state 1 indicates an intact, smooth pavement, a
higher state indicates a higher damage level up to state 8, which
indicates a failure condition. Time is discretized in years, and
more details on the example are reported in the Appendix X-A.
The optimal policy (which minimizes the discounted expected
long-term cost) prescribes to repair the segment, with different
levels of overlay, in states from1 to 5 and to replace the pavement
in states from6 to 8, but it is not directly informative on the evolu-
tion of the controlled process.We can investigate, for example, if
the failure is ever possible, when the management process starts
with an intact segment. By applying the topological analysis
of Section IV-B, we derive the link matrix shown in Table I.
The corresponding communication classes are arranged as in
the DAG reported in Fig. 3: states from 1 to 5 form a closed
class, while each state from 6 to 8 forms an individual open
class. Hence, states from 6 to 8 are transient, and they cannot be

Authorized licensed use limited to: Carnegie Mellon Libraries. Downloaded on May 21,2021 at 15:43:20 UTC from IEEE Xplore.  Restrictions apply. 



This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination.

8 IEEE TRANSACTIONS ON RELIABILITY

Fig. 3. DAG of the communication classes in MDP example 1.

TABLE II
TRANSITION MATRIX FOR THE MDP EXAMPLE 2

TABLE III
MEAN AND STANDARD DEVIATION OF FIRST PASSAGE TIME IN

YEARS FOR THE MDP EXAMPLE 2

reached from any of the first 5 states: if the process starts from
any of the first 5 states, no state above 5 will ever be visited,
and hence, no replacement action will be taken, following that
conservative policy.

B. MDP Example 2: Equilibrium Analysis of a Single
Component

As a second example, also inspired by the same deterioration
model [36], let us consider a component withn = 6 states: states
1− 5 refer to five levels of deterioration, from intact to severely
damaged, and state 6 to a critical failure condition. The three
available actions are doing-nothing (action 1), performingminor
repair (action 2), and replacing the component (action 3). The
details of the example are reported in Appendix B-B.
By solving that MDP, we obtain vector [1, 2, 2, 2, 3, 3],

representing the optimal policy π for all states from 1 to 6. This
policy leads to the minimum discounted expected long-term
cost, but it is not directly informative on the evolution of the
controlled process. The corresponding transition matrix under
this policy is shown in Table II. The FSMC is ergodic, and
Table III shows the matrix of mean visiting time M, as defined
in Appendix A-G, in years, so that entry μ(i, j) is the expected

Fig. 4. Probability of transition time to failure for the MDP example 2.

Fig. 5. Block diagram of the system for the MDP example 3.

number of years for visiting state j from state i (or returning
to the same state, if i = j). We note that the expected time to
first reach the failure state is much higher than that to first reach
any other state, from any initial state. Matrix S is also reported
in the table, whose entries are the standard deviation, in years,
of the visiting or the returning times, and we note that most
corresponding coefficients of variation are around 1 (as it is for
exponentially distributed visiting times).
Fig. 4 illustrates the probability of visiting the failure state

from any state, as a cumulative distribution function (a) and
as a probability mass function (b). The probability distributions
starting from states 1,5,6 are identical, because the policy assigns
the replacement action to states 5 and 6, and the evolution
after such an action is identical of that of an intact component.
Similarly, from states 2,3,4, the same action minor repair is
taken, and the evolution follows the same law. For example, the
probability of failure within 20 years starting from the intact
state is 5.4× 10−3. Another relevant question is about the fate
of the component: what is the probability of a failure occurring
before the replacement occurs (i.e., of visiting state 6 before
state 5)? Applying the method presented in Section IV-D, this
probability is 1.5% from the intact state, and 1.67% from states
2, 3, or 4.

C. MDP Example 3: A 5 Component System

The third example refers to a parallel-series system shown, as
a block diagram, in Fig. 5, inspired by a recent work [37]. The
systemconsists of 5 identical and independent components, each
with 4 possible condition states: state 1, 2, 3, and 4 refers to the
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TABLE IV
TRANSITION MATRICES FOR THE MDP EXAMPLE 3

Fig. 6. Probability of transition time to failure for MDP example 3.

intact, minor damaged, major damaged, and failure condition
of the component, respectively. For each component, the agent
selects annually one among two possible actions: action 1 and 2
indicate to do-nothing and to repair the component, respectively.
The system fails when, because of the failure of a subset of
components, the source is not linked to the destination. The
evolution of each component follows the transition matrixes
defined in Table IV (matrix Ti refers to action i).

The agent adopts the optimal policy assuming that the cost
for system failure is CF = 100 times that for repairing a single
component, and that the one-step discount factor γ is 0.95.
Fig. 6(a) shows the probability of transition time from the
configuration where all components are intact to the failure of
individual components and of the system. Components 1 and
2 have almost identical distributions, because their topological
role in the system is the same. Components 3 and 4 also have
identical distributions, despite their different topological role.
Component 5 is the least likely to fail, because it is often
repaired given its critical role in the system. In Table V, we
list the asymptotic probability of each component being in each

TABLE V
ASYMPTOTIC DISTRIBUTIONS

Fig. 7. Belief domain for the POMDP example (a) and reduced subset with
perfect knowledge of the failure (b).

condition state. Components 1 and 2 are often in the failure
condition, while components 3 and 4 are rarely in that condition.
The policy prescribes to repair component 5 when it is damaged
(or failed), and so its asymptotic distribution is identical to the
first row of the transition matrices (of both actions).
Fig. 6(b) reports the outcomes of a parametric analysis, when

the system failure cost CF varies from 0.1 to 1000 (of the cost
for repairing a single component), in terms of probability of time
to system failure from all intact components. As CF increases,
the policy becomes more conservative, and the probability of
failure decreases. However, when the cost of failure is larger
than 100, the optimal policy is almost insensitive to CF , and so
is the probability of time to failure.

D. POMDP Example

We now move to a partially observable context, where the
inner state differs from the external one. We consider an in-
frastructure component with four states: intact (s = 1), minor
damaged (s = 2), major damaged (s = 3), and failure (s =
4). The belief domain ΩB is represented by a tetrahedron, as
shown in Fig. 7(a). Each vertex indicates perfect knowledge
of the external state. Four maintenance actions are available:
to do nothing (action 1), inspect (action 2), repair (action 3),
and replace (action 4) the component. The cost of repairing, of
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TABLE VI
TRANSITION AND EMISSION MATRICES FOR THE POMDP EXAMPLE

Fig. 8. Optimal policy for the POMDP example.

replacing and of failure is 6, 35, 90 times that of inspecting,
respectively, and the annual discounted factor γ is 0.95. The
annual transition and emission matrices are shown in Table VI.
In the emission matrix, parameter ε models the inaccuracy of
the inspections, and it is set to 0.05 (matrix Ei refers to action
i). As the failure state is perfectly observable, the fourth entry
of the belief vector is either zero or one: in the former case, the
agent knows that the component is not failed, in the latter case,
she knows it is for sure. The part of the belief domain with nil
probability of failure can be represented by a triangle, where
vertexes indicate perfect knowledge on the external state (while
the perfect knowledge of failure is represented by a single point),
as shown in Fig. 7(b).
The optimal policy is identified by the successive approxima-

tions of the reachable space under optimal policies [38] method,
as implemented in the R library for solving POMDPs [39]. The
corresponding value function is made up by 17 α-vectors, but
only 13 of them are not dominated in the subdomain with perfect
knowledge of failure. Following the ORM, we derive a policy
graphmodeling the behavior of the agent.We isolate the (perfect
knowledge of the) failure as a separate node in the policy graph
(i.e., an additional inner state), so that the policy graph is made
up by 13 + 1 = 14 nodes. Fig. 8 shows the optimal policy in
the subdomain with perfect knowledge of no failure, and Fig. 9
shows the optimal regions {D1, . . ., D13}, each dominated by
an α-vector, while the failure is indicated by inner state 14, as
a separate point. All the following analyses are based on the
ORM.
Fig. 10(a)–(c) illustrates the asymptotic distributions of the

joint state, when the external state is s = 1, s = 2, and s = 3,
respectively. The failure state, s = 4, is visited with probability

Fig. 9. Belief optimal regions partitioning domain ΩB .

TABLE VII
ASYMPTOTIC DISTRIBUTIONS FOR BELIEF REGIONS

3.30× 10−3. If the agent had perfect knowledge of the external
state, her belief would be concentrated in a vertex of the triangle
(or in the point indicating the failure). The graphs in Fig. 10
show the impact of partial and imperfect observations: the belief
tends to be close to the corresponding vertex, but it is likely that
a minor damage condition can be related to a strong belief that
the external state is intact. Graph (d) illustrates the marginal
probability of the inner state. The same probability distribution
is also reported in Table VII. The first five inner states have a
cumulative annual probability of about 82%. The joint transition
graph has one close communication class, and three open classes
related to inner state 7, that receive zero asymptotic probability.
As reported in the table, the asymptotic annual probability of
failure is 0.39%.
The probabilities of failure within 20 years and within 50

years are represented in Fig. 11(a) and (b), respectively. The
probability ranges from 6.03% to 22.35% within 20 years, and
from 15.88% to 30.5% within 50 years. Fig. 12(a) shows the
expected time to failure in years, ranging from 227 to 274
years. Graph (b) focuses on the segment in the subdomain where
the probabilities of states 2 and 3 are equal, so that the belief
vector has form b = [1− d, d/2, d/2, 0]�, where d ∈ [0, 1] is
the probability of damage (minor or major). That subdomain is
indicatedwith a red segment in graph (a), and it is also used in the
following twofigures.When this probability is high (above 0.78)
the component is replaced, so the time to failure is higher. As
we have noted in Section IV-E, the outcome is a discontinuous
function.
Fig. 13 reports the corresponding expected time to replace

the component. In the subdomain where the probabilities of
external states 2 and 3 are equal, this probability ranges from
37 to 62 years until the component is immediately replaced.
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Fig. 10. Asymptotic distribution β for the joint state, when the external state
is (a) intact, (b) minor damaged, (c) major damaged, and marginal distribution
of the inner state (d).

Fig. 11. Probability of failure within 20 (a) and 50 (b) years for POMDP
example.

Fig. 12. Expected time to failure in the belief domain (a) and in a linear subset
in ΩB (b).
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Fig. 13. Expected time to replace in the belief domain (a) and in a linear subset
in ΩB (b).

Fig. 14. Probability of failure before replace in the belief domain (a) and in a
linear subset in ΩB (b).

Fig. 14 shows the probability of failure before replacing the
component, that is around 25% in the same subdomain, before
the component is replaced.
1) Comparison Among Numerical Approaches: The out-

comes of the previous analyses, obtained by ORM, can be

Fig. 15. Relative error comparing predictions of ORM and GM for the
POMDP example: Expected time to failure (a), probability of failure within
20 years (b).

compered with those of other methods. Fig. 15 compares them
with those obtained by the GM introduced in Section II-E,
discretizing the belief domain into 20,100 points. The relative
error, defined as (ga − gb)/ga, where ga and gb represent the
values obtained by ORM and GM, respectively, is shown in
graphs (a) for the expected time to failure, in graph (b) for the
probability of failure in 20 years this relative error is mostly in
the order of 1− 2%.
We also compare the predictions with MCSs, starting from

perfect knowledge of the intact state. Two approaches can be
adopted for performing MCSs. If we assume that agent always
follows the policy graph, then ORM is exact. So the estimator
based on MCSs following the policy graph converges to the
outcome of ORM. However, we can also generate MCSs by
assuming that the agent follows the optimal policy π(b) defined
by the setΓ ofα-vectors, and the updating functionη(b) defined
in (2). In this approach, basing on 10 000 000 simulations, we
obtain a 95%-confidence interval of [294, 300] years for the
expected time to failure. The corresponding result is around 279
years for ORM and it is 288 years for GM. These discrepan-
cies show that neither method can generally claim to exactly
represent functions and π(b) and η(b), in the continuous belief
domain. While ORM should represent exactly these functions
if set Γ was complete, it only approximately represents them
when the set is incomplete, as in the presented analysis, and
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Fig. 16. Optimal policy (a) and expected time to failure (b) with low failure
cost (i.e., when CF = 45).

Fig. 17. Optimal policy (a) and expected time to failure (b) with high failure
costs (i.e., when CF = 200).

Fig. 18. Probability of failure within 20 (a) and 50 (b) years for POMDP
example when CF = 200.

this explains the bias. How to predict this discrepancy (without
running MCSs) remains an open question. However, we note
the following. The ORM assumes that the agent follows the
policy graph identified, as outlined in Section II-E. That policy
graph models a complete behavior, and the outcomes of ORM
are exact, if the agent follows that behavior, as stated previously.
Such control policy can be suboptimal, compared to policyπ(b).
InAppendixB-C,we compare the value function obtained by the
two approaches, to show that the policy modeled by the policy
graph is almost optimal. So, in summary, the results based on
ORM predict exactly the system evolution when the controller
follows the policy represented by the graph which is, in this
analysis, almost optimal.
2) Variations of the Original Setting: The optimal policy is

highly sensitive to the failure cost. If the failure cost is reduced
to one half (i.e., to 45 of the inspection cost), the policy is
less conservative, as shown in Fig. 16(a). Graph (b) illustrates
the corresponding expected time to failure, which ranges from
110 to 150 years. If, instead, the cost increases to 200 times
the inspection cost, the policy becomes more conservative, as
illustrated in Fig. 17(a) and the expected time to failure, ranging
from640 to 740 years, is shown in Fig. 17(b). The corresponding
probability of failure, within 20 and 50 years, is shown in Fig. 18.
We explicitly investigate the impact of the failure cost CF

and of the inaccuracy of inspection ε in the prediction. We vary
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Fig. 19. Parametric analysis. (a) Expected time to failure. (b) Reliability index
within 20 years.

CF from 0 to 3,000 (intended, as abovementioned, as a multi-
plicative factor of the cost of inspection), and we assume ε to be
5%, 10%, or 20%. These parameters affect the optimal policy
and, in turn, the predictions. We plot the resulting expected
time to failure and the reliability index (which describes the
probability of failure) within 20 years in Fig. 19. The expected
time to failure increases and the reliability index decreases with
the cost of failure, as the optimal policy becomes more and
more conservative. Similarly, more precise observations allow
for higher expected time to failure and reliability.
The number of α-vectors in set Γ (which is the cardinality

of the set of inner states) depends on the parameter settings.
For example, when CF is 400 and the inaccuracy ε is 20%,
the optimal policy is described by 3429 α-vectors, so that the
cardinality of the joint states is 13 716. For this setting, the
equilibrium analysis is solved in about 12 min on a server using
2 Intel Xeon E5-2690 v4 CPUs at 2.60 GHz, on MathWorks
MATLAB.

VI. CONCLUSION

We illustrated how methods based on linear algebra for ana-
lyzing FSMCs can be adopted for predicting the future condition
of systems, if their control is modeled by a MDPs or a POMDP.
These predictions allow the agent to better understand the con-
sequences of the adopted policy and, possibly, they may also
suggest revising this policy.

These methods are based on the recursive properties of
FSMCs, and are exact under the assumption that the agent adopts
a FSC. This assumption is not restrictive for fully observable
settings (if the domain of external states is finite), but it is
for partially observable ones. The policy represented by a set
Γ of α-vectors can only by approximately represented by a
FSC, for example via the ORM we presented. However, the
policy related to the FSC can be evaluated and compared with
the representation based on Γ. If the two value function are
approximately identical, we posit that the predictions based on
the FSC are relevant and useful, as we can assume that the
agent indeed follows the FSC (so that the predicting methods
are exact). The general question of estimating the bias induced
by the FSC assumption, for predicting the evolution of a system
controlled by the policy represented byΓ, is still open. Similarly,
the problem of assessing the accuracy of the policy represented
by Γ in representing the actual optimal policy, depending on the
number of α−vectors, is still open.
Compared with methods based on MCSs, the proposed ones

have the advantage of being exact and global, and they are
particularly effective for estimating higher order moments or
rare events.
The accuracy of theGM suffers from the “curse of dimension-

ality,” as the number of representative points in the grid should
grow exponentially with the cardinality of the set of external
states, to keep the accuracy constant. Instead, the accuracy of
ORM is not direct related to that cardinality, as it is more related
to that of Γ and, thus, seems less subject to that curse.
We conclude this summary of ORM noting that we have

derived the method starting from a set Γ, hence, from a de-
scription related to the optimal control with respect to some
cost function (i.e., from the optimal regions). Also, we con-
sidered deterministic policies, function of the inner state. The
generalization to some classes or random policies, where each
inner state is associated with a distribution of actions, would
be straightforward. Instead, the generalization to the method for
arbitrary control policies was not examined in this article.
While our approach assumes an exhaustive enumeration of

all inner and external states, future studies can be conducted to
investigate the computational benefit of limiting the analysis to
a smaller subset of “reachable” states, following the principles
of many point-based value iteration solvers. This path, being
less prone to the curse of dimensionality, could approximate
predictions for larger systems.

APPENDIX A

OPTIMAL SEQUENTIAL DECISION MAKING

A. Markov Decision Processes

In sequential decision making, an agent selects a sequence of
actions, paying periodic costs and receiving observations from
the system she is interacting with, with the aim of minimizing
the long-term expected maintenance costs, i.e., the “value.”
A MDP is a discrete time stochastic control process, where

the state is fully observable. Formally, a MDP is defined by a
5-tuple: the finite set of states S = {1, 2, . . . , |S|}, the finite set
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of actions A = {1, 2, . . . , |A|}, the one-step transition function
T (s, a, s′) : S ×A× S → [0, 1], the cost function C(s, a) :
S ×A → R, and the discount factor γ ∈ [0, 1]. At every time
step k, the system is in some state sk ∈ S, the agent chooses
action ak ∈ A and pays cost Ck = C(sk, ak). The state evolves
to the next state sk+1 with probability T (sk, ak, sk+1). Let us
assume that the agent adopts a stationary policy π(s) : S → A.
In an infinite horizon problem, the value function under this
policy is

Vπ(s) = Eπ

[ ∞∑
k=0

γkCk

∣∣∣s0 = s

]
: S → R (12)

where the expectation is on the state trajectories following policy
π, so that ak = π(sk), starting from state s. The optimal policy
π∗ is that minimizing the value function, for all states, and it
can be identified by dynamic programming (e.g., using value
iteration or policy iteration approaches) [9], [35].

B. Partially Observable Markov Decision Processes

A POMDP extends the MDP assuming that the current con-
dition state is incompletely observable, and decisions cannot be
taken as a function of this state. A POMDP is formally defined
as an 8-tuple (S,A, Y, C, T,E,b0, γ). At every step k, the agent
receives observation yk in domain set Y = {1, 2, . . . , |Y |}.
Emission function E(s, a, y) : S ×A× Y → [0, 1] defines the
probability of receiving observations: observation yk is emitted
at step k with probability E(sk, ak−1, yk). The belief vector, as
defined in Section II-E, is updated at every step following (2),
as bk+1 = η(bk, yk+1), and b0 is the belief on to the initial
state s0.
The agent’s policy, π(b) : ΩB → A, now is a mapping from

the domain of beliefs to actions. The corresponding value func-
tion is

Vπ(b) = Eπ

[ ∞∑
k=0

γkCk

∣∣∣b0 = b

]
: ΩB → R (13)

where, again, the expectation is on the state trajectories follow-
ing policy π, starting from beliefb. The optimal policy π∗ is that
minimizing the value function, for all beliefs. The corresponding
optimal value function V ∗ can be approximated by the set Γ of
|H| α-vectors (defined also in Section II-E), as

V ∗(b) = min
h∈H

(α�
hb) (14)

and so it is a piecewise linear, concave function.

C. Relations Between Conditional Plans, Inner States,
α-Vectors

Each α-vector is also related to a specific conditional
plan [40], so that linear function (α�

hb) is the value ob-
tained executing plan h, as a function of the initial belief
b. When the initial belief belongs to region Dh, the plan
related to vector αh is the optimal one. The plan functions
defined in Section II-E can be derived by combining the pol-
icy function with the updating function in some equations:
function f0 is π(m(b0)), function f1(y1) is π(m(η(b0, y1))),
function f2(y1, y2) is π(m(η(η(b0, y1), y2))), and the

following functions can be derived iteratively from the
initial belief b0, so that function fk(y1, y2, . . . , yk) is
π(m(η(. . . η(η(b0, y1), y2) . . . , yk)).
As the cardinality |Y |k of the domain of function fk grows

exponentially with time step k, the complexity of a conditional
plan becomes quickly unbearable. However, it can be argued
that this growing complexity is unnecessary, as the history of
past and current observations can be summarized by the “inner
state.” We can start defining this state hk, at time tk, as history
{y1, y2, . . . , yk}. To prevent the exponential growth, an FSC
assumes that different histories, also of different length, can lead
to the same inner state. Formally, this is equivalent to a recursive
conditional plan. Note that the initial conditional plan can be
defined as an initial action and a set of |Y | conditional plans
(one per each observation value), starting from next step. In
turn, each of those plans can be defined as an action followed
by a set of |Y | conditional plans, and so on. All these plans are
infinite, when the horizon N is infinity. In a FCS, the plans are
recursively defined by using |H| basic recursive plans: the initial
plan is one of these |H|, and so are, recursively, each plan at any
consecutive step.
To better explain this, let us summarize a conditional planwith

a planning function F , acting on a sequence of observations y
of arbitrary length and mapping to the action set A so that, if
the length of sequence y is k, then F (y) = fk(y). A policy
graph is associated with |H| plan functions, {F1, . . . , F|H|}
where function Fh is associated with node h, and it defines the
plan starting from that inner state. These planning functions are
defined recursively asFη(h,y)(y) = Fh([y, y]).Moreover,when
the sequence of observations is empty, the planning function is
related to the policy: Fh(∅) = π(h). Hence, from the updating
function η, the policy π and the initial inner state h, one can
reconstruct the full conditional plan.
For example, the policy graph depicted in Fig. 2(b) is related

to |H| = 4 conditional plans. The planning function for the first
node is defined as F1([y, 1]) = F1(y) and F1([y, 2]) = F2(y).
Hence, if the starting inner state is 1, then f0 = 1, f1(1) = 1
and f1(2) = 1. Iteratively, the whole conditional plan can be
derived.
It is straightforward to notice how each conditional plan is re-

lated to anα-vector. Following the approach of the Section IV-D
applied to the joint graph, we can assign cost c(w) = C(s, π(h))
to node w = {s, h}, use the economic discount factor γ and
the unaltered transition function T , to get the corresponding
economic value vector v using (10). The corresponding h-entry
v(h) assesses the value of adopting the conditional plan starting
from state s and so it coincides withαh(s), i.e., the s entry of the
α-vector h. Hence, the full set of |H| α-vectors can be derived
by value vector v. If the agent follows the conditional plan Fh

when the external state is s, the value isαh(s). If the same plan is
executed from belief b, following (11), the corresponding value
is (α�

hb).

D. Deriving the Policy Graph From Set Γ of α-Vectors

The set Γ of α-vectors is generated by a point-based value
iteration method for solving POMDPs, and those algorithms
that can also provide the corresponding policy graphs [41]–[43]
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But, here, we report an algorithm to derive, offline, a policy
graph from Γ. While the set of nodes is immediately available,
we need to identify the appropriate set of edges. For every node
h, we identify the set of edges leaving that node by analyzing the
outcome of updating the belief after every available observation
y ∈ Y . We start by assigning a representative belief bh to each
node. As setDh defines a convex polyhedron, a possible choice
is to identify the Chebyshev center of the polyhedron [44], by
linear programming.Thepolyhedron is definedby (|H| − 1) lin-
ear constraints, and the j 
= h constraint is (αj −αh)

�b ≥ 0.
Once the representative point bh is identified, the policy graph
can be obtained by integrating (2)–(4), obtaining η(h, y) =
m(η(bh, y)). Alternative methods, can be based on estimating
some “average point,” as the center of gravity of a belief region,
starting from examining the dominating points on a regular grid.

E. Undiscounted Policy Evaluation With Some Known Values

We refer to (10), with unitary discount factor γ, so that
matrix A is singular. Let us assume that the set of nodes
can be partitioned, possibly after reordering, in subset sets X
and Z, or cardinality nX and nZ, respectively. The unknown
values of nodes in X are listed in nX-vector vX, while those
in Z in nZ-vector vZ. Transition matrix T̃ is partitioned into
the nX × nX submatrix T̃XX, listing the transition probabilities
among nodes in X , and nX × nZ submatrix T̃XZ, listing the
transition probabilities from nodes in X to nodes in Z. As
all nodes in Z are absorbing, the nZ × nX submatrix listing
probabilities from nodes in Z to nodes in X is made up only
by zeros, and the submatrix listing probabilities among nodes
in Z is the nZ-dimensional identity matrix. Costs for nodes is
X are listed in nX-dimensional vector cX, while those for nodes
in Z are zeros. Hence, the recursive equation for vector vZ is a
trivial identity, while that for vector vX is

vX = cX + T̃XX vX + T̃XZ vZ. (15)

So vector vX can be obtained as solution of linear system
AXvX = c+X , withAX = I− T̃XX and c+X = cX + T̃XZ vZ.

F. Higher Moments of Cumulative (Virtual) Cost

While in Section IV-D, we have illustrated how to compute
vk, the first moment of the discounted cumulative costs Gk,
we now illustrate how to obtain the higher moments. They can
be computed interactively, from lower moments. We define the
expected squared (virtual) cost as

∀i, k, v
(2)
k (i) = Es|s0=i[(Gk(i))

2]. (16)

By writing Ck is recursive form, we can related this value at the
next step to quantities at the previous one

∀i, k, v
(2)
k+1(i) = c2(i) + 2γ c(i)

∑
j

T̃ (i, j) vk(j)

+ γ2
∑
j

T̃ (i, j) v
(2)
k (j).

(17)

Listing these values, for every k, in vector v
(2)
k =

[v
(2)
k (1), v

(2)
k (2), . . . , v

(2)
k (n)]�, previous equation can be writ-

ten, in matrix form, as

∀k, v
(2)
k+1 = c

(2)
k + γ2 T̃ v

(2)
k (18)

where c
(2)
k = c2 + 2γ C T̃vk is an equivalent cost, C is a

diagonal matrix that reports vector c on the diagonal, and c2

is vector whose element i is c2(i). The cost variance can be then
computed as

∀k, σ2
k+1(i) = v

(2)
k+1(i)− v2k+1(i) (19)

and the standard deviation by taking the square root.
Equations (16)–(18) and (20) can also be written for the

infinite horizon case (when k → ∞), dropping the subscript k,
obtaining a recursive equation [corresponding to (18)], that can
be solved similarly to (10). We also note that matrix T̃ is the
same of (10), and the discount factor is either unitary of less
than one in the same condition (as γ2 = 1 when γ = 1). Hence,
after the first moment of the cost has been computed, the second
moment can be computed with similar computations.
The third moment v(3)k (i) is defined analogously to (16). Iter-

ating the approach followed previously (with obvious meaning
of the notation), the vector of third moments is defined as:

∀k, v
(3)
k+1 = c

(3)
k + γ3 T̃ v

(3)
k (20)

where c(3)k = c3 + 3γ C2T̃vk + 3γ2C T̃v
(2)
k is an equivalent

cost. Again, the infinite horizon case is analogously defined.
All higher moments can also be iterative computed, following

this path. In the special cases discussed in Section IV-D, when
the immediate costs are zero and the γ is one, (18) and (20)
are identical to (10), and the computation of higher moments is
useless.

G. Moments of First Passage Time

While all moments of the first passage time can be computed
following the approach of Section IV-D and Appendix VIII-
F, it is worth reporting the effective formulation proposed by
Hunter [8]. For an ergodic FSMC, let τij denote the number of
steps needed to first reach state j from state i (or to return to the
same state, when i and j are the same) and μij = E[τij ]. Let us
arrange all expected times in matrix M, so that M(i, j) = μij .
When the FSMC is ergodic, μii = 1/β(i), where β(i) is entry i
in the asymptotic distribution vector β, defined in Section IV-C.
So, after having solved (6), the diagonal of matrix M has been
identified. We indicate with (·)d the operator that acts one a
square matrix and get another matrix of the same size with all
zero elements, except for the diagonal, which is identical to that
of the original matrix. So matrix Md has elements Md(i, j) =
δijmij and it is known. Following the approach of (10),M can
be expressed in matrix equation:

M = U+T(M−Md) (21)

whereU is a matrix with all elements as one. The equation can
be rewritten as

(I−T)M = U−TMd. (22)

Authorized licensed use limited to: Carnegie Mellon Libraries. Downloaded on May 21,2021 at 15:43:20 UTC from IEEE Xplore.  Restrictions apply. 



This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination.

LI AND POZZI: PREDICTING THE EVOLUTION OF CONTROLLED SYSTEMS MODELED BY FINITE MARKOV PROCESSES 17

IfG is pseudoinverse of (I−T), then (22) has solution

M = [GB−U(GB)d + I−G+UGd]Md (23)

where B is a matrix with each row identical to the asymptotic
distribution β. The second moment of first passage time M(2)

is

M(2) = 2[GM−U(GM)d]

+ [I−G+UGd][M
(2)
d +Md]−M (24)

whereM(2)
d = 2Md(BM)d −Md. The variance matrixV can

be computed asV=M(2) −M2. The standard deviationmatrix
S is obtained by taking the elementwise square root of matrix
V. So, its element S(i, j) defines the standard deviation of the
first visiting time from state i to state j.

H. Transition Based on GM

Introducing the GM in Section II-E, we have discussed an
approximate way to define a transition matrix among the H
points in the ΩB domain, based on the nearest neighbor ap-
proach. Generalizations of that approach are based on assuming
that, from belief bh and after observation y, the belief can
transit to a set of possible belief, with appropriate probability.
To do so, we can define d(i, j, y) =‖ bj − η(bi, y) ‖ as the
distance between the belief j and the posterior belief after
belief i and observation y. We can define a kernel function
q(d), for example q(d) = exp(−d/λ), where λ is a parame-
ter to be calibrated. The corresponding transition probability
is T (i, j) =

∑
y e(i, y) q(d(i, j, y))/Q(i, y), where Q(i, y) =∑

j q(d(i, j, y)) is a normalization factor. For low values of λ,
this method converges to the nearest neighbor approach. Other
approaches can be based on local linear distributions.Alternative
effective approaches are discussed by Zhuo and Hansen [45].

APPENDIX B

PARAMETER SETTINGS OF EXAMPLES

A. MDP Example 1

The parameters of the MDP example 1 are taken from a
classical paper [36]. The pavement segment condition is dis-
cretized into n = 8 states using the pavement condition index
rating presented in [46]. State 1 indicates a brand new pave-
ment, and a higher state indicates a higher damage level up to
state 8, which indicates a failure condition. Seven maintenance
actions are available: do-nothing (a = 1), routine maintenance
(a = 2), 1-in overlay (a = 3), 2-in overlay (a = 4), 4-in overlay
(a = 5), 6-in overlay (a = 6), and reconstruction (a = 7). Time
is discretized in years. The transition matrices for each action
are shown in Table VIII. We assume the policy is described
by vector [3, 4, 4, 5, 6, 7, 7, 7], that maps all states to the
corresponding action. This is the optimal policy for the infinite
time horizon case, derived by [36].

B. MDP Examples 2

The second example is also derived taken from the same
paper [36], by updating some parameters. We assume 3 actions:

TABLE VIII
TRANSITION MATRICES FOR THE MDP EXAMPLE 1

TABLE IX
TRANSITION MATRICES FOR THE MDP EXAMPLE 2

do-nothing, performing minor repair, and major repair. The
annual transition probabilities for each action are shown in
Table IX. The costs of minor repair, major repair, and of
failure are $8 K, $20 K, and $500 K, respectively, time is
discretized in years and the annual discount factor γ is 0.95.
By solving that MDP, we obtain vectors [1, 2, 2, 2, 3, 3] and
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Fig. 20. Value function obtained from the set Γ of α-vectors (a), ORM (b),
and their difference (c).

$[33.50, 50.91, 50.91, 50.90, 53.53, 553.53]K, which repre-
sent the optimal policy π and the corresponding optimal value,
for all states from 1 to 6, respectively.

C. Reconstructed Value Function

We now illustrate how the policy related to ORM, in the
analysis of the example of Section V-D, is only slightly subop-
timal, respected to that defined by the set Γ of α-vectors. Once
the policy graph has been identified via ORM following the ap-
proach ofAppendixA-D,we can assess the corresponding value,
following the approach of Section IV-D and Appendix VIII-C.

Fig. 20 shows the value function (as a multiple of the inspection
cost) related to Γ (a), and to ORM (b). The two functions are
almost identical, as they difference (c) is less than 0.5% of the
value. For the failure state, the values are also almost identical:
150.03 from analysis of Γ, 150.07 from ORM. We conclude
that the policy related to ORM is almost optimal, and the small
differences between the two value functions can be related
to the approximation in the numerical solver that generates
set Γ.
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