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ABSTRACT

The growing amount of online information today has increased
opportunity to discover interesting and useful information. Various
recommender systems have been designed to help people discover
such information. No matter how accurately the recommender al-
gorithms perform, users’ engagement with recommended results
has been complained being less than ideal. In this study, we touched
on two human-centered objectives for recommender systems: user
satisfaction and curiosity, both of which are believed to play roles
in maintaining user engagement and sustain such engagement in
the long run. Specifically, we leveraged the concept of surprise
and used an existing computational model of surprise to identify
relevantly surprising health articles aiming at improving user sat-
isfaction and inspiring their curiosity. We designed a user study
to first test the validity of the surprise model in a health news rec-
ommender system, called LuckyFind. Then user satisfaction and
curiosity were evaluated. We find that the computational surprise
model helped identify surprising recommendations at little cost
of user satisfaction. Users gave higher ratings on interestingness
than usefulness for those surprising recommendations. Curiosity
was inspired more for those individuals who have a larger capac-
ity to experience curiosity. Over half of the users have changed
their preferences after using LuckyFind, either discovering new
areas, reinforcing their existing interests, or stopping following
those they did not want anymore. The insights of the research
will make researchers and practitioners rethink the objectives of to-
day’s recommender systems as being more human-centered beyond
algorithmic accuracy.
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« Information systems — Users and interactive retrieval; Rec-
ommender systems; « Human-centered computing — User
studies.
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1 INTRODUCTION

Understanding user satisfaction and curiosity is a complicated re-
search problem in many information discovery systems, such as
search engines and recommender systems. Today’s recommender
systems have been complained to provide close matches to a user’s
previous access history rather than promoting richer information
discovery that satisfies users and inspires their curiosity to sustain
long-term engagement. Previous studies have shown that surpris-
ing or unexpected discovery may attract user attention and arouse
pleasant feelings, such as interest, like, and curiosity (e.g., [13, 27]).
In this study we will "engineer" some surprise into a health news
recommender and evaluate whether that would result in user satis-
faction and curiosity.

One type of recommender systems is the knowledge-based that
presents relevant items based on a user’s self-reported interests.
When a user accesses the recommender system for the first time,
they are asked to select their preferred topics from a list. The se-
lected topics constitute the user’s profile and are called profile topics
(PT); in contrast, the topics that are not selected by the user are
called non-profile topics (NPT). However, a problem arises due to
users’ lack of awareness or due to their inability to articulate their
full range of interests. Therefore, the PT topics that the systems use
may be only a partial set of topics that a user is actually interested
in. The state-of-the-art matching algorithms, either through con-
ventional machine learning or deep learning techniques, are likely
to "entrap" the user in a narrow scope. With the purpose of helping
users learn their full range of interests, our study implements the
concept of "surprise” by delivering richer information that is out-
side users’ expectation, but favorable and inspiring. We hope such
recommendations could incrementally reinforce, expand, or shift
user interests they may otherwise have not been able to recognize,
and finally sustain long-term user engagement with the system. Us-
ing existing research on computational surprise models in artificial
intelligence, for example the studies of [4, 9, 11-14, 18, 26, 34, 35, 42—
44, 46], this study applies one of them into a recommender system
for online health news. It first tests the validity of the surprise
model, and then evaluates the impact of surprising health news on
user satisfaction and curiosity.
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The major contributions are summarized as: 1) although the
computational surprise model is from an existing study, we are
the first to design a user study to test the surprise model’s validity
in a recommender system, i.e., whether pieces of surprising news
identified by the model align with what users feel; 2) this study
innovatively evaluates the subtle relationship between surprise,
user satisfaction, and curiosity, which is believed to have profound
impacts on the development of recommender systems; and 3) this
study is the first to report the changes in users’ preferences before
and after being exposed to recommendations.

2 RELATED WORK

This research brings together three concepts: surprise, user satis-
faction, and curiosity in the field of Information Retrieval.

2.1 The Concept of Surprise and Its
Relationship with Serendipity

In cognitive science, surprise has been described as the events
that are different from one’s expectations [32], or are difficult to
explain [10]. In neuroscience, seeking surprise has been a well-
identified human trait. It has been suggested that only the surprising
signal at one stage is transmitted to the next stage [39]. Hence,
human sensory cortex may have adapted to predict and downplay
the expected regularities of the world [8, 37], focusing instead
on events that are unpredictable or surprising. Therefore, human
attention greatly reduces with repeated or prolonged exposure to
an initially surprising stimulus. These descriptions in cognitive and
neurosciences suggest that surprise attracts human attention, which
is the reason why we believe the concept of surprise is valuable in
recommender systems.

There is a concept related to surprise called serendipity, which
has attracted wide attention in these years. First coined by Harold
Walpole in 1754 [31], the word "serendipity” means the process
of making unexpected discoveries by accident. Recent studies on
serendipity involve two groups of researchers: one in social sciences
who have made attempts to define and characterize serendipity.
Examples of this stream include [2, 3, 28-30]. The other group
involves computer scientists trying to use machine learning or
deep learning techniques to predict what things are serendipitous,
and then recommend those to users. Examples of this stream are [1,
19, 21, 38]. Although there is some disagreement as to the precise
nature of serendipity, most descriptions agree that the following
two aspects are central: an unexpected encounter and a valuable
discovery. This unexpected encounter, in our opinion, is surprise.
We believe surprise is a critical element to trigger serendipity.

In this paper, we will study this important trigger of serendipity
- surprise, and whether surprise will be valued by users in recom-
mender systems. In particular, we will apply one existing model
of surprise [35] for text-based items, and evaluate whether recom-
mending surprising items will improve user satisfaction and inspire
their curiosity.

2.2 User Satisfaction

In Human-Computer Interaction (HCI), user satisfaction of a sys-
tem is based on subjective, affective, or emotional aspects of a
user assessment, as a "subjective sum of the interactive experience"
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described by [22]. Recognition of the affective aspect of user sat-
isfaction stems from the observation that the ultimate usability
of a system is invariably determined by subjective, user-specific
functions. This makes user satisfaction fundamentally distinct from
other evaluation metrics, such as efficiency and effectiveness. A sys-
tem may be evaluated favorably on both efficiency and effectiveness,
but may not be used very much because of low user satisfaction
with the system [7].

The HCI community generally agrees that user satisfaction is
affected by the perceived usability and aesthetics of an interface
[6, 15, 16, 20, 45], and the extent to which user needs are met [17].
Satisfaction was found to be complex, intensity of which varied with
the nature of the experience. Experts believe that the amount of user
interaction with a product affects users’ overall satisfaction. People
with long-term use experience tended to rate satisfaction higher
than those with a shorter period of experience [41]. That suggests
the cyclic relationship between user satisfaction and continued use.

The definition of user satisfaction in this study was inspired by
the study [24] that develops two constructs for the subjective value
of information: Willingness-to-Pay (WTP) and Experienced Utility
(EU). WTP is suggested to reflect the instrumental-rational value
that an information object has in problem-solving tasks, while EU
reflects the aesthetic-emotional value that an information object
has in its own right as the user engages with the object. Our user
satisfaction definition reflected both aspects by collecting users’
opinions on whether the news article is useful and whether it is
interesting.

2.3 Curiosity

In the classic study by Berlyne in Psychology in 1966 [5], curiosity
has been described as both a trait (C-Trait) and a state (C-State). The
C-Trait of curiosity refers to individual differences in the capacity
to experience curiosity, while C-State means the same individual’s
difference in response to a particular stimulus. While most HCI
studies have focused on C-State, this study, however, measures both
C-State and C-Trait with the hypothesis that surprising news will
increase C-State in general; and users possessing a high level of
C-Trait will experience a wider range of situations as curiosity-
arousing than do users possessing a low level of C-Trait.

Prior research has suggested that curiosity is a manifest of user
engagement [36]. Curiosity has a strong association with atten-
tion, intrinsic interest, and motivation. According to Berlyne [5],
curiosity is human response to external stimulus. He further iden-
tified a set of stimulus factors that can arouse curiosity, such as
novelty, uncertainty, conflict and complexity. His study inspired
many research studies in artificial intelligence (AI) that use a single
or several stimulus factors to arouse curiosity. For example, Saun-
ders and Gero [40] focused on appraisal of novelty of architecture
design patterns, as the key for evaluating the curiosity arousal and
therefore the selection of good design patterns. In Wu et al. [47],
they considered four stimulus variables: novelty, uncertainty, con-
flict, and complexity, to encourage curiosity in a virtual learning
environment. Macedo and Cardoso [25, 27] incorporated novelty,
surprise, and uncertainty into their curious intelligent agents to
simulate human-like exploratory behavior.
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Among these stimulus factors for curiosity, surprise has been
chosen in this study to inspire curiosity, since we believe surprise
is complex and reflects other stimulus factors, such as novelty,
uncertainty, and conflict mentioned by Berlyne [5].

3 RESEARCH QUESTIONS

We will develop a recommender, called LuckyFind, which uses an
existing computational model of surprise to identify surprising
health news articles. Specifically, two variations of LuckyFind will
be implemented: Knowledge-Based (KB) and Adaptive Knowledge-
Based (AKB). For the KB variation, the news articles will be recom-
mended to users based on their levels of surprise scores. However,
the limitation of the KB variation lies in the possibility that an
NPT (non-profile topics) may be over-represented in the recom-
mendation list. If a user is not interested in this NPT, repeated
presentation of it will reduce the chance for other NPTs to be seen.
To solve this problem, an Adaptive Knowledge-Based variation
will be implemented to incorporate users’ real-time feedback. This
adaptive method excluded the presentation of certain NPT topics
that users have low ratings. For the evaluation purpose, we will also
implement a baseline system that recommends articles randomly
selected from the PTs (profile topics). We will compare the articles
from the KB or AKB variation with the baseline systems in terms of
user surprise, satisfaction, and curiosity ratings. Specifically, four
research questions are put forward:

e RQ 1:Is the computational surprise model able to find sur-
prising contents? Is there any difference in KB and AKB in
terms of finding surprising contents?

e RQ 2: Does presenting surprising contents increase user
satisfaction? Is there any difference in KB and AKB in terms
of user satisfaction?

e RQ 3: Does presenting surprising contents inspire user cu-
riosity? Is there any difference in KB and AKB in terms of
user curiosity?

e RQ 4: What are the impacts of using LuckyFund on users’
preference change?

4 RESEARCH METHOD
4.1 Computational Surprise Model

The computational surprise model in this study is from the study [35].

We will briefly introduce it here. We represented each news article
as a "bag" of its topics. For example, the article "Optometrists: Got
the Flu? Take Out Your Contacts" could be represented as a bag
of its topics: flu, infectious disease, and eye health. We then mea-
sured the article surprise as how unlikely a topic combination is
in one article. For example, flu tends to co-occur with infectious
disease with a high likelihood, but not as much co-occurring with
eye health. Expectations of co-occurrence likelihood have been
implicitly formed by our collective knowledge as the expectation,
and were computationally constructed using a large collection of
news articles. A surprise in that sense is: seeing the topic flu is rare
(surprising) given seeing the topic eye health in the same article.
To capture the heuristics of co-occurrence likelihood, as in [35],
Pointwise Mutual Information (PMI) was used to calculate how
much more likely than expected it is that a topic ¢; occurs given
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the occurrence of another topic t;. We call this pairwise surprise
score s, as in Equation 1:

p(ti)p(t))

where p(t;) and p(t;) represent the individual occurrence prob-
abilities of the topics t; and tj, and p(t;, ej) represents the joint
occurrence probability of the two. In this equation, the lower part
of the log fraction represents the occurrence expectation of these
two topics in the collection, and the upper part represents the ac-
tual or observed likelihood for this particular combination. The
ratio between the observed likelihood and the expected likelihood
reflects the amount of divergence from expectation or surprise. A
smaller ratio indicates a rare combination, and therefore a higher
pairwise surprise score.

Since many items have more than two topics, the pairwise sur-
prise s is calculated for all possible pairwise combinations and the
highest of those values becomes the overall surprise score S, based
on the idea that the peak element-level surprise dominates the item-
level surprise. This is shown in Equation 2, where E is the set of all
possible pairwise combinations belonging to the same article.

s(ti, tj) = =PMI(t;, tj) = —logy ¢))

()

S = maxgs(e;, ej)

4.2 Health News Corpus

The health news collection in this study is a corpus we scraped
from the Medical News Today (MNT) website since its launch in
2003 to the present. MNT is one of the leading websites to provide
quality and up-to-date health news for average readers in the U.S.
This corpus includes 268,850 articles, labeled with 135 different
health topics by health professionals working with MNT. These
topics include a wide range of health-related topics, such as can-
cer, depression, men’s health, women’s health, and anxiety. For our
recommender system study, the corpus was further divided into
135 sub-corpora with each sub-corpus involving one topic. It is
noteworthy that these sub-corpora may have large overlap articles
because many articles are labeled with several topics. Since our
computational surprise measure relies on topic co-occurrence, we
have removed articles that only contain one topic. The final corpus
includes 123 topics with 181,102 articles.

To illustrate the result of the computational measure of surprise,
the distribution of S for all the articles used in this study is presented
in Figure 1. It shows that S ranges from -7.5 to 6.5. The distribution
roughly follows a normal distribution with the majority articles
centered in the middle. There are very few highly surprising or
highly non-surprising articles. Table 1 presents the top five topics
that have the highest average pairwise s with the other topics, and
the bottom five topics that have the lowest average pairwise s. The
average s with other topics indicates the "incompatibility" with
other topics. From this Figure, we understand that those top five
topics such as fibromyalgia and medical innovation are very "incom-
patible" with other topics, therefore are relatively more surprising
while co-occurring with other topics.

Table 2 lists some examples of the most and least surprising
articles based on S. As we can see in the topic labels column of
this Table, the most surprising articles (highlighted in gray) have
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Figure 1: Distribution of S in the entire corpus of MNT

Table 1: The top and bottom five topics’ average pairwise s
with another topic

[ Topic [ Average s ]
Fibromyalgia 0.08
Medical Innovation -0.03
Irritable-Bowel Syndrome -0.10
Gout -0.13
Compliance -0.17
Aid/Disasters -1.68
Water-Air Quality/Agriculture | -1.70
Nursing/Midwifery -1.71
Flu/Cold/SARS -2.01
HIV/AIDS -2.05

Notes: The shaded area indicates the top five topics’ average pairwise s
with another topic, while the white area indicates the bottom five topics

those rare topic combinations, such as a combination of pregnancy
and lung cancer; whereas the least surprising articles have common
combinations like statins and cholesterol.

4.3 Two Variations of LuckyFind: KB and AKB

LuckyFind used the computational surprise model to find health
news articles based on their S scores. The system then recom-
mended those health news articles to users on a session basis. Each
session was a list of five to ten articles depending on how many
topics a user had selected as the PTs before any recommendation.
Since the study did not evaluate the impact of the specific ranking
of articles in a list, we adopted a random position approach for each
topic in a session. How to pick articles in a session depended on
whether it is the KB or AKB variation.

4.3.1 Knowledge-Based Approach (KB). For KB, all the news arti-
cles in one PT sub-corpus were grouped into five percentile range
segments as in Table 3. The articles in Segment 1 with the lowest
10th to 20th percentile of S were recommended in the first and the
second session, followed by the articles in Segment 2 in the third
and the fourth session, and so on so forth. The last two sessions
had the recommendations with the highest (Segment 5) S scores
(90" to 100™R). The reason for doing these segmented sessions was
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Table 2: Example articles based on S

Example Article Title [ Topic Labels [ S
Pregnancy,
Fetal Exposure to Carcinogens Leading | Ovarian Cancer,
- 6.08
to Cancer Depends on Dose, Timing Lung Cancer,
Public Health
Fl
Optometrists: Got the Flu? Take Out o .
Infectious Diseases, 6.07
Your Contacts
Eye Health
Swine Flu,
Public Health,
Sneezing in Times of A Flu Pandemic Psychology, 5.80
Immune System
X X X Statins,
Statins: Uses, Side Effects, and Risks -6.04
Cholesterol
General Osteopathic Council Backs | Back Pain, _5.88
Awareness Week Body Aches '
What Is the Difference Between Food | Allergy, 561
Allergy and Food Intolerance? Food Intolerance '

Notes: * The shaded area indicates the surprising articles whereas the
white area indicates the non-surprising ones
** Topic labels in red are the pair combination with the highest s.

to investigate the validity and sensitivity of that computational sur-
prise model in this health news recommender, i.e., testing whether
the higher S really matched what users thought as more surprising.
For each segment, two consecutive sessions were offered for the
measurement reliability.

Table 3: S percentile ranges in a PT sub-corpus

Segment S Percentile Range Session

Segment 1 10™ - 20 (the lowest S) 15t and 27d
Segment 2 30T - 40™ 3 and 4™
Segment3 50 - 0™ 5T and 6™
Segment4  70™ - go™ 7% and 8™
Segment 5 90™ - 100™ (the highest S) 9™ and 10™

In order to better explain how LuckyFind recommends session-
based articles, let us assume one participant chooses six preferred
topics: anxiety, diabetes, depression, sleep disorder, breast cancer, and
hypertension. For this user, each recommended session contains six
articles and there are ten consecutive sessions in total, as shown in
Figure 2 below.

4.3.2  Adaptive Knowledge-Based Surprise (AKB). If a recommenda-
tion does not receive high user satisfaction but similar recommen-
dations are presented repeatedly, LuckyFind may lose the user’s
attention and have a high opportunity cost. Based on the KB ap-
proach, the AKB approach was developed to solve the problem of
over-presentation of non-satisfactory recommendations. The AKB
variation is similar to KB but it incorporated users’ real-time ratings.
Specifically, one NPT was penalized (removed) if a recommended
article with such a NPT had received a negative user satisfaction
rating (less than 6 out of 10 on the sum of the interestingness and
usefulness ratings).
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Session 1 Session 2 Session 3 Session 4 Session 9 Session 10

1. One breast cancer article 1. One anxiety article 1. One diabetes article 1. One hypertension article 1. One sleep disorder article 1. One depression article

2. One anxiety article 2. One depression article 2. One anxiety article 2. One sleep disonder article 2. One anxiety article 2. One diabetes article

3. One diabetes article 3.  One sleep disorder article 3. One hypertension article 3. One diabetes article 3. One breast cancer article 3. One hypertension article
4. One hypertension article 4. One hypertension article 4. One breast cancer article 4. One depression article 7 4. One hypertension article 4. One breast cancer article
5. One sleep disonder article 5. One diabetes article 5. One depression article 5. One anxiety article 5. One depression article 5. One anxiety article

6. One depression article 6. One breast cancer article 6. One sleep disorder article 6. One breast cancer article 6. One diabetes article 6. One sleep disorder article

Atticles are with S in Segment 1 Articles are with S in Segment 1 Articles are with S in Segment 2

Articles are with S in Segment 2

Articles are with S in Segment 5 Atrticles are with S in Segment 5

Figure 2: Examples of recommended sessions

4.4 User Satisfaction and Curiosity
Measurement

For user satisfaction, we used an interactive process to collect the
satisfaction information. Before any recommendation session, the
user was asked to select 5 - 10 topics as their PTs. These selected PTs
made the scope of articles for applying the computational model of
surprise, ensuring that all surprise would be relevant to the user’s
selections. During the recommended sessions, we asked participants
to rate on two 5-point Likert-scales to indicate how useful and how
interesting they thought that article was. Usefulness is to represent
the instrumental aspect while interestingness is to represent the
emotional aspect, as in [24]. The sum of the two ratings served as
the final user satisfaction rating.

As for curiosity, we have adopted the C-Trait and C-State in-
struments developed by Naylor [33] with proven validity and re-
liability. We have adapted them into our recommender system
context. Specifically, since our C-Trait and C-State were more about
epistemic curiosity (drive to learn knowledge) [23] rather than per-
ceptual curiosity (visual, auditory, or tactile curiosity) [23], we have
removed the questions related to the perceptual curiosity such as "I
enjoy exploring new food", and focused on the epistemic curiosity
questions such as "I think learning about things is interesting and
exciting". As the result, there were 20 statements in the C-Trait
questionnaire, which was applied before the user using LuckyFind;
and 20 statements in the C-State questionnaire, which was applied
afterwards. For both questionnaires, we asked participants to rate
on 4-point Likert-scales (to avoid neutral answers) to indicate how
much they agree with each statement. Both questionnaires’ state-
ments are listed in Table 4.

5 EVALUATION STUDY

After the implementation of the two variations of LuckyFind, a
user study was conducted to evaluate whether the computational
surprise model identified recommendations that were surprising,
satisfactory, and curiosity-inspiring. The study adopted a one-way
design. The independent variable is the variations: KB, AKB, or
a baseline system that recommends articles randomly selected
from the profile topics. The comparison between KB and AKB
is a between-subject design to reduce the learning effect between
the two variations as well as alleviate the burden on each user.
Each subject was randomly assigned to one of the two groups. The
comparison between KB and the baseline approach or AKB and
the baseline approach was within-subject for its stronger statistical
power. The placement of the two baseline sessions in the KB or the
AKB group was counterbalanced to remove the order effect: they
were inserted into one of the six possible points (as shown in Figure
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Table 4: C-Trait and C-State questionnaires

C-Trait Statements
. I think learning “about things” is interesting and exciting.

.Iam curious about things.

"

. T enjoy taking things apart to "see what makes them tick".

1
2
3
4.1 feel involved in what I do .

5. My spare time is filled with interesting activities.
6

7

8

9

. Ilike to try to solve problems that puzzle me.
. T enjoy exploring new places.

. I feel active.

. New situations capture my attention.
10. I feel inquisitive.
11. I feel like asking questions about what is happening.
12. The prospect of learning new things excites me.
13.1 feel like searching for answers.
14.
15.
16.
17.
18.
19.
20.

I like speculating about things.

I like to experience new sensations.

I feel interested in things.

I like to enquire about things I don’t understand.
I feel like seeking things out.

I want to probe deeply into things.

I feel absorbed in things I do.

C-State Statements

I want to know more.

. Ifeel curious about what is happening.
.Tam feeling puzzled.

—_

. I'want things to make sense.

. I'want to probe deeply into things.

.Iam speculating about what is happening.
. My curiosity is aroused.

. Ifeel interested in things.

. I feel inquisitive.

2
3
4
5. I am intrigued by what is happening.
6
7
8
9

. I feel like asking questions about what is happening.
. Things feel incomplete.

. I feel like seeking things out.

. I feel like searching for answers.

.Ifeel absorbed in what I am doing.

. I'want to explore possibilities.

. My interest has been captured.

. I want more information.
. I want to enquire further.

3) along the ten KB and AKB sessions, making it twelve sessions in

total. Several screenshots of a session are presented in Figure 4.
Thirty undergraduate students without any formal medical ed-

ucation were recruited. After the introduction and collection of



Possible Point 1 Possible Point 2 Possible Point 3 Possible Point 6

Session 1 Session 2 Session 3~ Session 4 === Session 9  Session 10
Baseline Baseline
Session 1 " Session 2

Figure 3: Placement of the baseline sessions

LuckyFind

Recommendations for Session 1 out of 12
PLoS Medicine: Preventing Fractures In Men -- Making The
Most Of Limited Flu Vaccine Stocks

- Men should exercise to reduce their risk of broken bones in later life - Should we stretch
limited stockpiles of pandemic flu vaccines? - Novel drug target for schistosomiasis - The
adult film industry must protect the health

Recommendation based on your selected topic : Flu / Cold / SARS

Pre-existing inflammation may promote the spread of

e "
Any Please select 5 - 10 topics you would like to hear about

sug| ) Compliance Genetics Menopause

%34 () Conferences Gout Mental Health

Red] COPD Headache / Migraine MRI / PET / Ultrasound

Health Insurance / Medical Insurance MRSA / Drug Resistance
Multiple Sclerosis
Muscular Dystrophy / ALS
Neurology / Neuroscience

Nursing / Midwifery

Cosmetic Medicine / Plastic Surgery
Crohn's / 1BD

Cystic Fibrosis Heart Disease
Dentistry HIV/AIDS
Depression Hypertension

Hearing / Deafness

Dq
Pri

Vit
imn]

Cholesterol-Lowering Drugs May Reduce Mortality For
Influenza Patients

How surprising do you find the content of
the article is?
1 2 3 4 5

. § § Least Most
Statins, traditionally known as cholesterol-lowering drugs, may reduce mortality among patients
hospitalized with influenza , according to a new study released online by The Journal of Infectious
Diseases. How useful do you find the content of the
article is?

It s the first published observational study to evaluate the relationship between statin use and mortality
2 3 4 5

in hospitalized patients with laboratory-confirmed influenza virus infection, according to Vanderbilt's

William Schaffner, M.D., professor and chair of Preventive Medicine. leps bosy
We may be able to combine statins with antiviral drugs to provide better treatment for patients seriously ) » )
ill with influenza, said Schaffner, who co-authored the study led by Meredith Vandermeer, MPH, of the | How interesting do you find the content of
Oregon Public Health Division. the article is?
1 2 3 4 5

Researchers studied adults who were hospitalized with laboratory-confirmed influenza from 2007-2008 | | gast Most
to evaluate the association between patients who were prescribed statins and influenza-related deaths.

Next Session

Figure 4: Screenshots of a recommendation session

consent, a series of entry questionnaires were administered to col-
lect demographic information, their preferred health topics, as well
as their curiosity levels. Each participant then experienced twelve
recommended sessions, of which ten of them were either KB or
AKB, and the other two were baseline. In each session, the articles
were recommended according to their S percentile segments as
in Table 3. Each session contains a list of recommended articles
corresponding to the user’s PTs. In each session, participants were
encouraged to click on whatever articles they would like to read.
For each clicked article, they were required to provide their rat-
ings on three 5-point Likert-scales: whether the article content was
surprising, useful, and interesting.

After the recommended sessions, each user was asked to com-
plete a topic preference questionnaire similar to the pre-study one in
order to test whether there was topic preference change after using
LuckyFind. They also needed to complete the C-State questionnaire.
In addition, users were interviewed about their experience and
perception.

6 EVALUATION RESULTS

All of the thirty subjects have completed the study. The average
age of them is 23. On average they have 11.6 years of experience
seeking information online and 5.9 years seeking health information
online. 23 subjects mentioned Google and 12 subjects mentioned
WebMD as their primary sources of health information. Mayo Clinic,
PubMed, Reddit, Twitter, and Wikipedia were also mentioned a few
times. Subjects have selected 70 health topics as their preferred
topics, which is a reasonable coverage of the 123 health topics we
have. The most frequent selected health topics were mental health,
anxiety/stress, depression, sleep/sleep disorder/insomnia. When asked
about their general satisfaction with their past experience with
online health information, most people gave moderate ratings, 3.4
out of 5 on average.

6.1 Surprise Ratings

In order to answer RQ1, Figure 5 shows the average surprise rating
for each session broken down by each variation. Although the two
baseline sessions were not necessarily the 11" and the 12" sessions
during the user study, for visualization purpose, we have put them
in Session 11 and Session 12 for easy comparison with KB and AKB.
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Figure 5: The average surprise rating in each session by dif-
ferent variations

Overall speaking, both the KB and AKB’s surprise ratings are
higher than the baseline system. We have conducted two repeated
measure t-tests for KB vs baseline and AKB vs. baseline respectively.
Both t-test results are significant (t(56) = 2.1206 , p = 0.0192; t(38)
= 1.7568, p = 0.0435), suggesting that the computational surprise
model is able to identify significantly surprising articles than the
baseline system. However, the surprise ratings between KB and AKB
are comparable to each other, as the t-test result is not significant
(t(423.77) = 0.0291, p = 0.5116). This is expected because both KB
and AKB used the same computational model of surprise; their
difference was only the incorporation of users’ real time feedback
on user satisfaction.

For KB, there is a slightly increasing trend for the surprise ratings
along with the sessions, which is expected since we have allocated
the articles with the higher S in those later sessions. However, for
the AKB approach, such an increasing trend is not that obvious.
The reason is probably that after incorporating the real-time user
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feedback, we may have removed those "bold" articles that were
very surprising but failed to satisfy users.

6.2 User Satisfaction Ratings

User satisfaction comprises user-perceived usefulness and interest-
ingness. The usefulness ratings for each session and each variation
are shown in Figure 6. Although there is some fluctuation, the re-
peated measure t-tests show that neither the comparisons between
KB and the baseline or AKB and the baseline approach is significant
(t(56) = -0.3391, p = 0.3679; t(38) = 1.0690, p = 0.8541), meaning that
the user-perceived usefulness is not lower for KB or AKB than the
baseline approach. Both KB and AKB are able to maintain a compa-
rable usefulness level with the baseline approach, while searching
for surprising contents. The comparison between KB and AKB is
not significant either (t(423.77) = -0.4215, p = 0.6632).

The variation among the sessions demonstrates certain inter-
esting patterns. AKB has seen a higher usefulness level in later
sessions despite some fluctuation, suggesting the effectiveness of
incorporating real-time user feedback in improving the usefulness
ratings in later sessions. Such improvements are believed to be
stronger if more sessions were offered as the system collected more
and more user feedback.

As for the interestingness ratings, the repeated measure t-tests
show that there is no significant difference between KB and the
baseline group (t(56) = -0.7560, p = 0.7736) or between AKB and
the baseline group (t(38) = 0.1390, p = 0.4451). That means the
surprising articles identified by LuckyFind are on a par with those
random PT articles in terms of interestingness. The comparison
between KB and AKB is not significant either (t(423.77) = -0.7535,
p = 0.7742). The fluctuation of the interestingness ratings along
the sessions is not as large as that of the usefulness ratings. For
the AKB approach, a slight improvement has been seen in the later
sessions. It is noteworthy that compared to the usefulness ratings,
interestingness ratings are higher in general, which was backed up
by the follow-up interview finding that most users thought those
surprising news more interesting than being useful.
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Figure 6: The average usefulness rating in each session by
different variations
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Figure 7: The average interestingness rating in each session
by different variations

6.3 Which Approach Better Stimulates User
Curiosity

RQ3 is about user curiosity. As mentioned in Section 2 Related Work,
users’ curiosity state has also been affected by their C-Trait [5]. Our
hypothesis is that users possessing more C-Trait will experience
a wider range of situations as curiosity-arousing than do users
possessing less C-Trait. To test this hypothesis, C-Trait information
was collected using the C-Trait questionnaire with 20 questions
before a user using LuckyFind. Each question was presented on a
4-point Likert scale, and therefore the total C-Trait score for each
individual is 80 (4 x 20). C-State information was collected after the
user experienced LuckyFind via another 20 questions, each also on
a 4-point Likert scale.

As the result, the average of the C-Trait scores is 68.0 out of 80.
We have selected ten users with the highest C-Trait scores (ranging
from 73 to 75) and ten users with the lowest C-Trait scores (ranging
from 51 to 61) and compared the two groups in terms of their
average C-State scores on each question. The comparison was also
broken down by the KB and AKB variations. The result is presented
in Figure 8. As shown in this figure, AKB has higher C-State levels
than KB no matter which C-Trait group the user belonged to, and
the difference is significant (F(1,16) = 4.8908, p = 0.0419). The finding
means converging the surprise to the satisfying surprise via the
adaptive approach helps stimulating a high level of curiosity. As
we hypothesized, the high C-Trait group has obtained significantly
higher C-State ratings than the low C-Trait group (F(1,16) = 5.1150,
p = 0.038).

6.4 User Preference Change

RQ 4 concerns whether users’ topic preference has changed, hope-
fully broadened, after using LuckyFind. The preference change was
inferred by comparing the user profiles before and after the rec-
ommendation sessions. As the result, 19 out of the 30 users have
added topics to their profiles, suggesting a substantial percentage
of users who have broadened their preferences. Out of the 19 users,
10 were from the KB group and the other 9 from the AKB group. In
total, the 19 users added 49 topics, of which 26 were after using the
KB approach and 23 after the AKB approach. To check the poten-
tial reason for these added topics, the ratings on the articles with
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Figure 8: C-State by different approaches and different C-
Trait groups

those added topics were analyzed. It was found that 69% ratings
on surprise were positive (either 4 or 5 out of 5); 78% ratings on
usefulness and 87% ratings on interestingness were positive.

For those topics that stayed in both pre- and post-study profiles,
users were also asked to update their preference levels after using
LuckyFind. As the result, 41 topics have received increased levels
of preference. That means other than helping people discover new
interesting areas, LuckyFind also helps them strengthen the interest
levels of existing profile topics.

We have also found 4 users who have removed topics from
their profile and 4 users who reduced the level of preference for
the existing PTs. Digging into those topics that were removed or
reduced the preference level, their ratings on surprise, usefulness,
and interestinness were all significantly lower (all p-values smaller
than .05) than the ratings for the topics that remained the same
preference level before and after using LuckyFind. The reasons
could be found in the follow-up interviews: people may realize
the topic they selected were actually not what they expected after
reading articles from that topic.

6.5 Follow-Up Interview: What Users Say

Upon finishing using LuckyFind, participants were asked about
whether they encountered surprising articles, whether they were
satisfied with those surprising pieces, and whether, why or why
not they thought LuckyFind was curiosity-inspiring.

Whether the users encountered surprising contents: All
participants indicated that they came across some surprising arti-
cles at varying degrees. When asked to give examples of surprising
articles, one participant cited a piece of news about training three
dogs to sniff out the odorants that indicate a woman has ovarian
cancer. The news was "shocking" to him. One participant stated "I
read an article about the link between Type 1 diabetes and celiac
disease. They found certain DNA that links these two diseases,
and I didn’t think that the two diseases have any connection." An-
other participant stated that she read a suggestion on personalizing
medication dosage based on weight. For example, for a overweight
person, the antibiotics dosage should be more, "which was surpris-
ing to me because all antibiotics on market are the same dosage
as long as you are an adult, but it (the news) makes sense." Still
another participant cited that an article that talked about a type of
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medicine for schizophrenia could actually reduces the chances of
having cancer. The majority of these examples suggested some kind
of rare or special co-occurrence or connection between two medical
topics, like Type 1 diabetes and the celiac disease, dogs and ovarian
cancer, that made the users feel surprising. These examples support
the effectiveness of the computational surprise model. However,
not every example is so, like the article about the dosage of antibi-
otics. According to that user, it is contrary to common practice and
therefore it was felt surprising, not because of a hidden connection
between two things. One user also mentioned that he was surprised
to see many articles on swine flu after his topic selection was flu:
"Surprised. I realized it is different than what I wanted". The inter-
esting comment made us rethink about our definition of surprise,
which could be content-based and intention-based. Apparently, the
computational surprise model focuses on the content-based sur-
prise. On the other hand, the intention-based surprise tend to be
unpleasant to users, which will try to avoid anyway.

Were they satisfied with the surprising contents: Partici-
pants mentioned interestingness more than usefulness when de-
scribing their feeling of the surprising contents, as stated by one
participant "not that much useful as being interesting". One exam-
ple is that a participant found an article claimed that over-weight
women tend to have stronger sex drive. He said that he thought it
should be the opposite, and stated that this was interesting but not
that "practically useful” for him. Occasionally, a few (4 out of 30)
participants mentioned they found some articles somewhat useful.
Those articles were mostly close to their daily life. For example, one
participant mentioned an article about eye health. In this article
they claimed that men should not wear tight neckties since it might
increase the chances of developing glaucoma, and some other seri-
ous eye diseases. The participant believed the article informed what
he should avoid in future and therefore was useful. Also, another
participant cited an article about pollution causing problems in
people’s brain, and that was useful to him since it would make him
more aware of the problem of air pollution and try to stay away
from the polluted areas.

Two Participant mentioned that they did not trust some seem-
ingly surprising news, like the article on air pollution in China
caused by salt fuel. This article claimed that 20 to 30 millions deaths
have been caused by salt fuel pollution in China. The participant
thought this number might exaggerate the fact and he questioned
the source. Another participant mentioned that an article on a type
of antioxidant was in fact advertising for a cosmetic product. Al-
though the content was surprising, she had doubts on the credibility
of the content.

Was LuckyFind curiosity-inspiring: Half (15 out of 30) of
the participants said yes to the question that whether they feel
the content of the news has inspired their curiosity. Their answers
include: "I will read more of those articles instead of watching
Netflix"; "It encourages me to read more to get more information.;
"In general I feel like I need to be more educated on those topics
than just looking at people’s opinions in some of these articles";
and "There were a lot of stuff that I definitely want to go online
and look into the source and see more about." Also, one participant
cited an article about ADHD which he used to have when he was
young. He said that the article has peaked his curiosity to know
more especially when it attributed ADHD partly to genetics. He
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was also more interested in the topic of genetics than before to
learn more about its association with ADHD. Therefore he added
genetics to his profile after using LuckyFind.

The other half of the participants indicated their hesitance. One
participant said: "for some research and scientific topics, I did not
really need to know as much as what a simple Google search gives
me... | am not much into those clinical trial articles". Another par-
ticipant stated: "I would say out of the twelve articles I read, there
were only maybe three that I wish I would kept reading about, but
not the majority”.

About users’ preference change: Several participants men-
tioned why they have changed the topic preference after using
LuckyFind. The reasons mentioned for adding a topic are that the
recommendations have helped them find interesting topics they
were not aware of, as in the example of the user who has added
genetics after learning the association between genetics and ADHD.

One participant mentioned that he removed some topics because
he was more interested in "a subset of the topic" and the topic "was
giving a broad range." He was interested in the dietary effects of
cholesterol and the recommendations were about every aspect of
cholesterol.

7 CONCLUSION AND FUTURE WORK

This study leveraged computational surprise to address two user-
centered objectives for a health news recommender system: user
satisfaction and curiosity. Surprise has been implemented compu-
tationally using an existing model, resulting in two variations of
a recommender system called LuckyFind. The finding shows that
the computational surprise model is able to identify surprising con-
tents at little cost of user satisfaction. The cost could be mitigated
by adaptively incorporating user real-time feedback. As for the
curiosity-inspiring objective, the AKB approach has stimulated a
higher level of curiosity than KB, after adjusting for different levels
of C-Trait people have before the experiment. Over half of the users
have changed their preferences after using LuckyFind, either dis-
covering new areas, reinforcing their existing interests, or stopping
following those they did not want anymore.

This study offers new insights for research on recommender
systems not to only focus on algorithmic accuracy, but also on
those user-centered objectives via deep understanding of both users
and recommended items. Practically, for recommender systems
developers, this study contributes a feasible implementation that
aims for getting people out of the information bubble by promoting
information that is not always too obvious and a little outside
their "comfort zone". Additionally, for the human-centered design
researchers, this study demonstrated the value of incorporating
surprise and real-time user feedback for improving user satisfaction
and inspiring curiosity.

This study is the first step in investigating the potential of our
model of surprise to inspire curiosity. We plan to investigate other
models of surprise with the assistance of recent advancements in
deep learning, word embedding, and natural language processing
techniques with the hope of going deeper into the contents of text-
based information beyond metadata (topics). Personalization of
surprise is also our future plan. Beyond an interactive process, we
will also leverage the established content-based or collaborative
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filtering recommender algorithms, and turn them into a computa-
tional model of relevance to be combined with the surprise model,
with the hope of improving the user satisfaction and curiosity. The
relative weights on how to combine the two components will be
tested empirically. In addition, the adaptive approach in this study
is preliminary. Future work includes more sophisticated ways to
penalize the articles that failed to satisfy users.
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