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ABSTRACT

Embedded/edge computing comes with a very stringent hardware
resource (area) budget and a need for extreme energy efficiency.
This motivates repurposing, i.e., reconfiguring hardware resources
on demand, where the overhead of reconfiguration itself is subject
to the very same tight budgets in area and energy efficiency. Numer-
ous applications running on resource constrained environments
such as wearable devices and Internet-of-Things incorporate CAM
(Content Addressable Memory) as a key computational building
block. In this paper we present CAMeleon — a novel energy-efficient
compute substrate which can seamlessly be reconfigured to per-
form CAM operations in addition to logic and memory functions.
CAMeleon has a similar level of latency to conventional CAM de-
signs based on SRAM and emerging memory technologies (such as
STT-MT]J, ReRAM and PCM), however, performs CAM operations
more energy-efficiently, consumes less area, and can support tra-
ditional logic and memory functions beyond CAM operations on
demand thanks to its reconfigurability.
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1 INTRODUCTION

Content addressable memory (CAM) is an extensively used func-
tional building block in many mainstream computing systems.
Rather than locating stored data using addresses (as in conven-
tional random access memory, RAM), CAM finds information using
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the content itself — hence the name. Specifically, upon getting a
search request for a data content, CAM performs the search on
all memory locations simultaneously, and returns the location (or
index) of match, if any.

On a per bit basis, Binary CAM (BCAM) can search for only
two states, i.e., 0 and 1, which Ternary CAM (TCAM) expands to
include also a third don’t care state, i.e., X. This wildcard X makes
searching for a data content, that partially matches with stored data,
possible, and therefore, can generate multiple matches for a single
content search request. In either case, the parallel search capability
enables CAM structures to perform low latency data lookup which
is desired in many contexts, including but not limited to network
devices [1, 11], neuromorphic associative memory [26], big-data an-
alytics [12, 22], pattern recognition [13, 31], data compression [24],
reconfigurable computing [25] and application-specific accelera-
tion [15].

Emergence of edge computing has further increased the range
of applications where parallel content based search is critical to
overall system performance. Examples include object detection [6],
neuromemristive circuits and near-sensor binary deep neural net-
works for edge computing devices [17, 18]. Besides fast CAM search,
operation in resource constrained environments (such as wear-
able devices and Internet-of-Things, IoT) require very low area
and energy consumption. At the same time, constrained hardware
resources make reconfigurability an increasingly desired feature
in these environments [16], to best match dynamically changing
computational demand of the workload, specifically, to deliver the
optimal performance without any waste in area and/or energy by
repurposing hardware resources on demand. However, reconfigura-
tion itself incurs an overhead which can easily become prohibitive
considering the extremely tight budgets in area and energy.

Be it based on traditional CMOS or emerging technologies (STT-
MT] [10], ReRAM [13, 33] or PCM [27]), typical CAM designs suffer
from either high area overhead or energy consumption (or both).
Moreover, none is practically reconfigurable, hence re-purposing
CAM cells on demand during runtime to perform regular memory
or even logic operations is out of question. On the other hand,
PIM substrates —already by construction- can perform logic and
regular memory operations within the same array with minimal
reconfiguration overhead. By exploiting array regularity, adding
CAM operations on top would be an attractive solution as long as
the reconfiguration overhead can be kept at bay'. While various
recent PIM proposals target edge-computing systems [2, 29], none
explores this opportunity.

!Designs that use CAM to perform very restricted and limited number of logic opera-
tions are not considered as PIM enabled CAM architectures in this context.



In this paper, we propose a novel reconfigurable architecture,
CAMeleon, targeting edge and embedded environments, which
seamlessly adds CAM functionality to nonvolatile PIM. CAMeleon
supports both BCAM and TCAM operations utilizing in-place logic
processing capabilities of PIM. The underlying PIM substrate is the
non-volatile (spintronic) Computational RAM (CRAM) [4], which
is shown to be a versatile and highly area/energy-efficient platform
for resource constrained environments [29], where CAMeleon does
not incur any changes to the cell architecture. CAMeleon’s energy-
efficiency comes from —unlike existing CAM proposals regardless of
the underlying memory technology- not requiring specially tuned
dedicated sense amplifiers to perform CAM operations. Moreover,
CAMeleon can switch between PIM and (B/T)CAM operations with
minimal reconfiguration overhead. In a nutshell, the contributions
of this paper are as follows:

(1) To the best of our knowledge, CAMeleon is a unique recon-
figurable architecture fusing generic BCAM/TCAM function-

ality with PIM (i.e., conventional memory and lggic gpera-. .. .

X y ( y 98 8gmputat10nal RAM (CRAM) Basics
thl’lS). CRAM cells are organized in a 2-D layout (tile) where each cell
(2) We cover the HW/SW co-design in detail, that emablesinben-volatile memory device and an access transistor.
gration of CAM and PIM functionality with trivi%f‘fé?&glﬁsﬁg-e sa CRAM cell. CRAM cells in CAMeleon, without
K Oss of generatity, use spintronic memory devices, STT-MT]J in
uration overheads. particular, which features superior endurance and low energyz.
b IF@ Tg —Nﬁg ntains two adjacent layers of ferromagnets —fixed

(3) We show that CAMeleon has comparable sea ency’ . )

K . .. and free layers;insulated by a thin tunneling layer. The fixed layer
to fastest known CAM deslgns, while prov1d1ngs ask&:ligbl‘i“dﬁtation fixed; the free layer, controllable. A current
area/energy-eﬂiciency through the MTJ t}}at i§ grea‘ter than a threshold'(critical current,

Icrir) can change spin orientation, where the direction of the current
The rest of this paper is organized as follows: Sectiores presentty of the orientation. The relative spin orientation

. . . f the free 1 to the fixed I Its in high (Rp;, It
CAM and CRAM basics, Section 3 details HW/SW c%d‘ee)slzgr}%ef to the fixed layer results in high (Ryign) or low
low) TeSistarice, interpreted as logic 1 or logic 0, respectively. One
CAMeleon, Sections 4 and 5 provide the evaluation, andrSeetitmch MTJ is connected to a bit select line (BSL) through
an access transistor that is controlled by the word line (WL). The
concludes the paper. other MTJ terminal is tied to a wire, called logic line (LL). Each
row of the tile has a separate WL, whereas all cells in each column

2 B ASIC S are connected to a {LL, BSL} pair. Along each column of the tile,
there are two groups of BSL, namely Even BSL (EBSL) and Odd
2.1 CAM Architecture BSL (OBSL). When not in logic mode, EBSL and OBSL are virtually

indistinguishable in terms of their functionality. All signals are

Fig. 1 illustrates basic hardware organization for CAM. @&Mistafecontroller.
. . Memgpry operations: For read/write operation, WL is set to logic
comprises a 2-D array of CAM cells, which store keY "Y&H@as‘ N in red in Fig. 2(a)). A voltage for read, applied be-

cally 32-128 bits) along each row and which are connectegtolhngddhL, results in a current through MTJ (which evolves

. . . s a function.of the MT] resistance) that is sensed to determine the
lines. Each CAM cell typlcauy stores both key and mverﬁ@a I‘%?l%j‘?] St writes, the voltage applied between LL and BSL is

The query to search, stored in the query register and cormegteditooltage which is enough to create a current > L.
. . Logico; tigms: Fig. 2(b) illustrates a logic gate, formed by three

the CAM table through search hnes’ connects a bit fronl(ﬁé&ﬁlcgl?s‘%m a column (transposed for illustration). The input
cell to the corresponding match lines. The match linelindpeatesi Input2 store the input bits (as encoded by their
whether the data stored in that row is a match for the ({ff@fy‘i‘imﬂf?“?mmes)’ and the output cell, Output, is presct to
. K ogic § or 14lepending on the logic operation. All WLs to the input

All match lines are fed to an encoder that determinesat mﬂdﬁf})hare set to logic HIGH. Thereby all columns perform
location, i.e., index. TCAM typically requires one addit{{§iiTifgispperation in parallel since all WLs run along rows.
. .. The inputs are connected to different group of BSLs (either OBSL

ory cell for each CAM cell that stores a wildcard bit, i.es B8s{F 18 e output. The HIGH on WL connects the cells to
In case of BCAM, one match for each query is expect@ecoiiiltdie BSL. In logic mode, LL acts as a connecting wire.
. . ow, a yoltage (Vgate) is applied between EBSL and OBSL, which

TCAM where more than one match is possible and thergfQtgsdis through input MTJs (I and L) that sink through

priority encoder is employed that outputs the match logtigaua{EhIf this combined current (depending on the stored
bits, i.e., resistance states of Input1 and Input2) is greater than Icrif,

hlgheSt prior. Ity then the resistance state of the output MTJ switches, otherwise,
l Query Word Match the preset resistance state remains — effectively implementing the
- Location corresponding truth table. The use of a preset and gate specific

I Query Register I = Vgate during logic operation makes CRAM Boolean complete.

- \é Putting it all together, the equivalent circuit in Fig. 2(c) shows
olltlatofafojaf--fi] e how the gate specific voltage Vyare, applied between EBSL and
— > OBSL, conducts a current through input cells (Ry and Rz). The com-
2 I 0 I 1 I 1 I 1 I 0 I 0 II 0 I 5 bined current, Ioyt = I1 +I2, flows through the output cell (RoyT).
[ e e e e e e =) For simplicity the resistance of access transistors are not shown.
<E( - CAM Cell - . 8 The orientation of the free layer in the output cell is switched (in a
O h > direction specified by the direction of Ioyr) if IouT > Icrit, causing

m m. w the Roy to change accordingly.
search line=—— match line

2CRAM cells can support various memory devices [5, 28]

Figure 1: Generic CAM architecture.
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Figure 2: CRAM cell architecture and operation.

Logic gates to support CAM operations: The only logic gates
required to perform CAM operations are NOR and AND. The truth
table of a 2-input NOR gate is shown in Table 1. The output cell
(Output) is preset to 0. The NOR gate specific voltage, VN or is de-
termined such that I..;; is exceeded by Iyo only. Therefore, Output
switches from 0 to 1 only if both inputs are 0, and retains its preset
value for other input combinations. The same biasing conditions
implement an AND gate with a preset of 1 (and opposite current
direction), where Output switches from 1 to 0 for all input combi-
nations but 11.

Inputy Inputy Output || Ioyr =L + 12
0 (Riow) 0 (Riow) 1 oo > Lerit
0 (Rlow> 1 (Rhigh) 0 Io1 < Lerit
1 (Rhigh) 0 (Rlow) 0 Lo = In1 <Icrit
1 (Rhigh) 1 (Rhigh) 0 5 <Icrit
Teey Words o CRANT Colvins 7 Amorized over many CAM search

Table 1: 2-input NOR truth tablg (OBt PrEsEt 5., i v

search is complete, search outcomes are directly stored in CRAM
which are subsequently read out and fed to (priority) encoders. The
mechanism for CAM search in CRAM is simple: only if a bit in the

3 CAMELEON ARCHITE Crrtmkﬁwum, match, a CRAM cell storing logic 0 at that
t her key or inverted key bit) is connected to the LL
along the column. Therefore, by construction, a subsequent NOR
of all such cells along the column (which keep the search outcomes

3.1 Overview forthe entive ke, uery i) generates a 1o indieate a mateh i

all bits match.

Fig. 3 shows a generic CAM algorlthm A typical CAM handles
= SRy
equal-length key and query words: Key W %e
locations inside CAM structure, and Quel er;
pool, one at a time) are used to search thos@n@;e m yea-
tions simultaneously, to find the exact (partial) match( El_nmw7
the key words and the query in case of BCAM (ECAM)sForeyery s
bit of a key word, both that bit and the corresponding inverted bit :
are stored in CAM to form a bit-pair Query W‘ords are errtté{l_ toa

before firing search. The process repeats for each query word in
the pool.

search next query

loc, | keyo 5 | Match
Query |query loc, key, ° Index
Pool o
Match: —
locy.y | keyy.: ! |no Match:i—

Yes: Exit
Figure 3: Generic CAM algorithm.

3.2 CAM operations in CRAM

Basics: For each bit in a key word, there is a
corresponding column of the CRAM tile. §
of akey word go to the same column. Eacl
thereby forms a CAM cell along the CRAM column; multiple CAM

ir stored in the

cells residing in a CRAM column. As typically one set of key words
is searched for many query words, the initial overhead of writing



but one, which is not enough to generate a current to switch the
output cell, hence, no match.

TCAM operation: As indicated in Fig. 4(b), the same search mech-
anism for BCAM from Fig. 4(a) applies to TCAM search with two
changes: i) a method to search the wildcard bits in query word —
stored as a bit-mask in a separate register (i.e., bit-mask register)
of equal size to the query register; and ii) additional bits in each
column to help in wildcard search — Reserved Wildcard Bits (RWB)
in row8-row11. RWBs are equal to the number of key bits stored in
a column (4 in this example). Each RWB corresponds to one unique
CAM cell in that column and stores a constant value (logic 0). When
a query bit is marked as a wildcard bit (by setting the corresponding
bit position in the bit-mask register to logic 1), the corresponding
RWB is selected instead of any row of the corresponding CAM cell,
effectively bypassing the BCAM match mechanism. When a query
bit is not marked as a wildcard bit, on the other hand, the search
proceeds exactly in the same way as BCAM search, as depicted in
Fig.4(a). In this case, as well, if all cells selected to be connected to
a LL are logic 0s, the output cell (in row12) in the respective column
switches — marking a match. In Fig.4(b) this is the case for col0 for
the query (1XX1) since all 4 cells in col0 selected to be connected to
LL have logic 0 (in rows 1, 7, 9 and 10), which doesn’t apply to col1.
Multi-gate logic operations: At the core of the search logic lies
the NOR operation to generate the match outcome, which has as
many inputs as the number of bits in the key (or equivalently
query) words. While typical key (query) lengths tend to be fixed,
CRAM logic gates cannot support arbitrary number of inputs —
hence a limit applies to the #inputs of NOR along a column. As a
workaround, we chunk query word into groups of bits and perform
the search with one chunk at a time, sequentially. Each search in
this case involves a n-bit NOR which is feasible to implement in
CRAM where n is the #bits in the chunk. To generate the final
match outcome, we feed the output of each such NOR gate to an
AND gate, on a per column basis, which generates a 1 (to indicate
a match) iff all NOR outputs are 1.

Row selection logic (RSL): Fig. 5(a) and (b) show the RSL for
BCAM and TCAM, respectively (red = logic HIGH), implemented
using conventional gates. Recall that each CAM cell spans two rows
in a column. Each query bit in BCAM selects either of the rows in
the corresponding CAM cell simply using a NOT gate. In TCAM, if
a query bit is marked as a wildcard bit, neither of these rows are
selected; instead the row with the corresponding RWB is selected.
As an example, in Fig. 5(b), the first query bit selects rowI and the
last bit in bit-mask register selects the row RWB3. The TCAM RSL
becomes the equivalent to the BCAM RSL if all bits in the bit-mask
register are logic 0. RSL signals drive the rows of all CRAM tiles
involved in search (in CAM mode).

During regular (non-CAM) CRAM operations, CRAM tile con-
trollers (responsible for driving rows in each tile) bypass RSL signals
for CAM operations- thereby making all cells available for CRAM
operations.

3.3 Hardware Organization

CAMeleon incorporates a collection of CRAM tiles that store the
key words - i.e., a sequence of bit-pairs corresponding to CAM

w selection logic for (3) BCAM and (b) TCAM.
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(= 64). 128 key tiles (64 X 64) are required to store the key dataset.
Each key (and query) is divided into 8 (= 128/16) segments of 16-bit
length. For reduction, 16 (64 X 64) reduction tiles are required (each
reduction tile reduces 64 key words). The total memory footprint
is ~ 72 KB (~ 57% is used during CAM operations) - the entirety
of which is available to be used as a regular CRAM array.

Logic gate configuration: The (default) #inputs to CRAM NOR
gates is 8 (corresponding to a good trade-off between overall per-
formance and reliability of logic operations), and each key tile
performs two such logic operations in sequence (since 16 key bits
are stored in each column of key tiles) before feeding a 2-input
CRAM AND gate.

Table 2: Technology Parameters.

Parameter CLP | CHP | CHPA | FLP [ FHP
MT] Type Interfacial PMT]

MT]J Diameter (nm) 45 10
TMR (%) 133 500

RA Product (mez) 5 1

Torir (PA) 10 90 180 0.79 | 10
Switch. Latency (ns) 3 1 0.3 1 0.3
Rp, Rp, RTyans. (KQ) 3.15,7.34, 1 12.7,76.39, 1

Baselines for comparison: To quantify the performance improve-
ment of CAMeleon, 8 state-of-the-art baseline TCAM designs are
selected, with different device technologies, including SRAM, STT-
MT]J, ReRAM and PCM [3, 8, 9, 13, 19, 21, 30, 32]. The numbers
reported for the baselines and CAMeleon exclude encoder over-
head at the output.

5 EVALUATION

5.1 Performance analysis

Fig. 9 provides the energy/search/bit and latency/search characteri-
zation (normalized to [3]; the lower the better). Overall, CAMeleon
with CLP consumes less energy than STT-MT]J- [21], ReRAM- [13,
19] and PCM-based [9] designs. With future (projected) MT]J-variants
(FLP and FHP), the energy consumption reduces even further and
CAMeleon outperforms all baselines. The baselines with STT-MT],
ReRAM and PCM use the memory devices to only store CAM data,
unlike CAMeleon which also performs computation (i.e., CAM
search) with the memory devices — making CAMeleon more sensi-
tive to device technology parameters.

On the latency front, performance of CAMeleon is dominated
by the switching latency of the STT-MT]J devices. Due to longer
switching latency of CLP, CAMeleon-CLP suffers from the longest
search latency across the board. As MT] variants (CHP, CHPA,
FLP and FHP) exhibit increasingly lower latency, CAMeleon recov-
ers latency significantly, e.g., by a decrease of 8.1x from CLP to
CHPA. Although the baselines outperform CAMeleon in terms of
search latency, it comes with a significant energy (e.g., [21] con-
sumes 5.5X more energy than CAMeleon-CLP) and area penalty
(e.g., [32] uses 5x more transistors/cell than CAMeleon). Table 3
compares all baselines and CAMeleon in terms of area overhead
(#Transistors/cell). The SRAM-based baseline [3], while consuming
less energy than most baselines, suffers from a high area overhead
(16T/cell) — making it difficult to fit in a tight area budget imposed
by embedded/edge hardware. CAMeleon, on the other hand, has
smaller area footprint than most baselines, except for [9], [19]
and [13] which have similar or slightly smaller footprint at the

expense of higher energy consumption, e.g., [13] consumes 25.8X
more energy than CAMeleon-CLP. Considering the finely tuned
dedicated sense amplifiers for CAM search — required by all these
baselines (in addition to read sense amplifiers), CAMeleon is even
more area efficient.

In summary, CAMeleon outperforms a wide-range of baselines,
in terms of area or energy (or both), while maintaining a comparable
search latency. CAMeleon, in BCAM mode, exhibits similar energy
(~ 0.1% less than corresponding TCAM numbers) on average.

g
8
@ W Energy/search/bit H Latency
8
- 3
g —
2s
Q $ - e - - - - -
g2
=g il
¢

B 9] [30] [21] [32] [8 [19] [13] CLP CHP CHPA FLP FHP

Figure 9: Energy and latency comparison (normalized

to [3]).

5.2 Sensitivity analysis

TCAM energy consumption is sensitive to the #wildcard bits in
the search query. Fig. 10 captures the relationship between en-
ergy/search/bit and % of Wildcard bits in varying lengths of query
word (normalized to 25% wildcard share). The energy consumption
decreases, although insignificantly (~ 1%), with increasing #Wild-
card bits in query. More wildcard bits tend to yield more matches
between {query, key} segment pairs— resulting in lower energy con-
sumption due to AND gates with all logic 1 inputs, which doesn’t
incur switching.

0.995 1.000

0.990

Energy/search/bit (norm.)

©32-bit 064-bit +128-bit
3

0.985

4o 50 60 70
%Wildcard bits in query word

Figure 10: Sensitivity of CAMeleon to #wildcard bits.

Query length: Energy consumption in CAMeleon depends on
the query length, as well, although insignificantly. Table 4 lists
the energy consumption in CAMeleon when the query length is
varied between 32 and 128 bits (normalized to 128-bit). The energy
consumption (per search per bit) tends to decrease as query length
increases — indicating good scalability. This is because the dominant
search energy component (gate energy; > 60% of total) does not
scale in proportion to the query length, e.g., gate energy with 64-bit
query is ~ 1.72X of that with 32-bit query - resulting in lower
energy/search/bit (vs. 32-bit) for 64-bit query.

Process Variation: The reliability of CAMeleon operations depend
on the correct switching events in CRAM logic operations. High #in-
puts to logic operations could exhibit switching for incorrect input
data. To understand the impact of process variation on CAMeleon



Table 3: CAMeleon TCAM cell comparison against baselines.

Parameter [3] [9] [30] [21] [32] [8] [19] [13] CAMeleon
Device SRAM | PCM STT-MTJ | STT-MTJ | STT-MTJ | STT-MTJ | ReRAM | ReRAM | STT-MT]J
Tech. node (nm) 40 22 40 40 40 22 14 45 22
Cell 16T 3T-3R | 10T-4M 9T-2M 15T-4M 6T-2M 3T-1R 2T-2R 3T-3M
Word Length (bits) 144 128 144 144 144 256 128 8 128
Logic-capable No Yes
Table 4: Sensitivity to query length. [5] Zamshed I Chowdhury et al. 2019. Spintronic in-memory pattern matching. IEEE

128
1.00

Query length (#bits) 32 64
Energy/search/bit (norm.) | 1.29 | 1.11

functionality, we considered variation in STT-MTJ and Vyog. For
MT]J low resistance (Rp), we assume a o of 10% with 0.1% variation
of TMR (which captures the variability in oxide thickness and sur-
face area), and a 5% standard deviation for Vyrog. Our Monte Carlo
analysis for an 8-input NOR gate, with 108 iterations, shows correct
switching behavior ~ 100% of the time even under our conservative
assumptions. We also introduced incorrect switching behaviour
in this 8-bit NOR gate to output a logic 1 when 7 (instead of all
8) inputs are logic 0 (with default query and key configurations).
Since, in order to get an incorrect match between a {querykey} pair,
all corresponding segments have to yield erroneous match through
such a (faulty) gate (which is very unlikely), there was no erroneous
match in CAM output for the queries.

Gate Width: Higher #inputs results in lower overall CAMeleon la-
tency (more query bits are searched with each logic operation) and
lower energy (which decreases quadratically with #inputs), how-
ever, with increasing probability of incorrect switching behavior,
i.e., error in CAM search output. For example, with 16-input NOR
gate, the latency and energy consumption of CAMeleon reduce
by 1.95x and 3X, respectively, relative to the 8-input gate based
design. Such a rich trade-off space is attractive for approximate
CAM search, which we leave to future work.

6 CONCLUSION

The constrained execution environment in edge and embedded
computing domains, where CAM represents an ubiquitous func-
tional block, requires low-overhead reconfigurability to re-purpose
hardware resources, in order to stay within very tight area and
energy budgets. In this paper we present CAMeleon, a unique re-
configurable hardware solution which fuses spintronic PIM and
(B/T)CAM functionality in a seamless and effective fashion. We
show that CAMeleon can outperform a wide-range of CAM base-
lines, in terms of area or energy consumption (or both), while
maintaining comparable search latency — and unlike any of the
baselines, while also supporting PIM functionality.
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