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ABSTRACT

Omnidirectional lighting provides the foundation for achieving

spatially-variant photorealistic 3D rendering, a desirable property

for mobile augmented reality applications. However, in practice,

estimating omnidirectional lighting can be challenging due to limi-

tations such as partial panoramas of the rendering positions, and

the inherent environment lighting and mobile user dynamics. A

new opportunity arises recently with the advancements in mobile

3D vision, including built-in high-accuracy depth sensors and deep

learning-powered algorithms, which provide the means to better

sense and understand the physical surroundings. Centering the key

idea of 3D vision, in this work, we design an edge-assisted frame-

work called Xihe to provide mobile AR applications the ability to

obtain accurate omnidirectional lighting estimation in real time.

Specifically, we develop a novel sampling technique that effi-

ciently compresses the raw point cloud input generated at the

mobile device. This technique is derived based on our empirical

analysis of a recent 3D indoor dataset and plays a key role in our 3D

vision-based lighting estimator pipeline design. To achieve the real-

time goal, we develop a tailored GPU pipeline for on-device point

cloud processing and use an encoding technique that reduces net-

work transmitted bytes. Finally, we present an adaptive triggering

strategy that allows Xihe to skip unnecessary lighting estimations

and a practical way to provide temporal coherent rendering integra-

tion with the mobile AR ecosystem. We evaluate both the lighting

estimation accuracy and time of Xihe using a reference mobile ap-

plication developed with Xihe’s APIs. Our results show that Xihe

takes as fast as 20.67ms per lighting estimation and achieves 9.4%

better estimation accuracy than a state-of-the-art neural network.
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1 INTRODUCTION

Augmented reality (AR), overlaying virtual objects in the user’s

physical surrounding, has the promise to transformmany aspects of

our lives, including tourism, education, and online shopping [10, 15].

The key for AR to success in these application domains heavily

relies on the ability of photorealistic rendering, a feature which can

be achieved with access to omnidirecitional lighting information at

rendering positions [6]. For example, a virtual table should ideally

be rendered differently depending on the user-specified render-

ing positionsÐreferred to as spatially-variant rendering, to more

accurately reflect the environment lighting and more seamlessly

blending the virtual and physical worlds.

However, obtaining such lighting information necessary for

spatially-variant photorealistic rendering is challenging in mobile

devices. Specifically, even high-end mobile devices such as iPhone

12 lack access to 360◦ panorama of the rendering position. Even

though with explicit user cooperation, it is possible to obtain the

360◦ panorama of the observation position via the use of ambient

light sensors and front-/rear-facing cameras. Directly using the

lighting information at the observation position, i.e., where the

user is at, to approximate the lighting at the rendering position,

i.e., where the virtual object will be placed, can lead to undesirable

visual effects due to the inherent lighting spatial variation [7].

One promising way to provide accurate omnidirectional lighting

information to mobile AR applications is via 3D vision support.

With the recent advancement in mobile 3D vision including built-in

high-accuracy Lidar sensors [14] and low-complexity high-accuracy

deep learning models [23, 32, 33], we are bestowed upon a new op-

portunity to provide spatially-variant photorealistic rendering! In

this work, we design the first 3D-vision based framework Xihe

that provides mobile AR applications the ability to obtaining ac-

curate omnidirectional lighting estimation in realtime. Our design

can be broadly categorized into three parts: (i) algorithm and sys-

tem design to support spatially-variant estimation; (ii) per-frame

performance optimization to achieve the real-time goal; and (iii)

multi-frame practical optimization to further reduce network cost

and to integrate with existing rendering engines for temporal co-

herent rendering. We implement the framework Xihe on top of

Unity3D and AR Foundation as well as a proof-of-concept refer-

ence AR application that utilizes Xihe’s APIs. Figure 1 compares

the rendered AR scenes using Xihe and prior work [21].
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operations on point clouds can naturally be parallelized at per-

point level. We explicitly assemble as many operations as possible

to run onmobile GPU to reduce the CPU-GPU communication over-

head for achieving the best performance; the processing pipeline

is shown in Figure 5. Further, as constantly sending all the RGB-D

data over the network to the edge can be costly and might not

be necessary, we devise an adaptive triggering strategy that skips

inference requests if the environment lighting conditions do not

change substantially. The triggering component (see Section 4.2.1)

decides whether Xihe should offload the point cloud sample to the

edge sever for inference or store it into a temporary buffer.

4.1 Per-frame Real-time Optimization

4.1.1 Accelerating Point Cloud Sampling. Our processing pipeline,

as shown in Figure 5, starts with generating point cloud data from

a camera captured RGB-D image feed, and performs generation

at a pre-configured refresh rate. By leveraging GPU computing,

our point cloud generation code can be fully parallelized for com-

mon RGB-D image resolutions, e.g., 256x192 in the case of Lidar-

equipped iPad. Each generation outputs a point cloud of the world

environment that is captured in the current camera view.

Then, we apply unit sphere-based point cloud sampling to the

generated point cloud. However, naively using this sampling tech-

nique is computationally intensive, as it runs inΘ(size(𝑃)∗size(𝑂))

time. Although it is possible to parallelize both point processing

and anchor searching, the number of required GPU threads can

exceed the maximum support. For example, if we were to fully

parallelize the sampling process, i.e., using one GPU thread for

searching each point-anchor pair, on a point cloud with 49k points

and 1280 anchors, we will need about 62M GPU threads, while the

maximum supported GPU thread group size on mobile Unity3D

platform is 65535. Although partially parallelizing the sampling,

e.g., running the neareast anchor search for each point on a GPU

thread, may comply with the current mobile GPU requirement,

the execution time of each thread will be elongated. Therefore,

we propose an optimization method for reducing the computation

resource requirement of this sampling technique.

Specifically, we propose to build a 2D acceleration grid that uses

densely pre-sampled points and pre-computed results to reduce

the neareast anchor searching time. Specifically, we first densely

sample a set of points on the unit sphere based on quantizing the

spherical coordinates polar angels 𝜃 and 𝜙 . Then, we pre-compute

the nearest anchor for all the densely sampled points and store the

corresponding anchor index in the acceleration grid. At runtime,

for each projected point, we first convert its cartesian coordinate to

spherical coordinate and then apply the same quantization to match

the point to a densely sampled point in the grid. The key advantage

of doing so is that pre-sampled points can be stored as a 2D array,

and indexed with spherical coordinates at runtime cheaply.

Note that using our proposed acceleration grid may introduce

sampling errors as in essence this approach presents the entire

sphere surface with discrete sampled points. Intuitively, the more

points the grid has, the better the approximation. We empirically

show that given a unit sphere-based point cloud with 1280 anchors,

using a pre-computed grid of 1024x512 points allow 97% projected

points match to their neareast anchors and only incur a negligible

estimation error. More details will be presented in Section 6.3. After

a new unit sphere-based point cloud data is sampled, Xihe client

will continue the GPU pipeline execution by merging the newly

generated data with historical data in the temporary buffer using an

extrapolation operation. The merging operation is an anchor-wise

copy operation between two buffers, and will always overwrite old

data with new one.

An alternative approach to accelerate unit sphere-based point

cloud sampling is to build a bounding volume hierarchyÐa tech-

nique to accelerate ray tracing in real-time rendering [11]Ðby prop-

erly subdivising the sphere surface to reduce the search space.

However, leveraging such subdivision methods is nontrivial as one

has to balance a number of factors such as the sphere surface divid-

ing time, division access time, and total search time. We leave this

exploration as part of future work.

4.1.2 Unit Sphere-based Point Cloud Encoding. Xihe promises the

low-latency network communication by leveraging above-mentioned

compact point cloud data structure with byte-optimized encoding

method. When an estimation request is triggered, Xihe client sends

the corresponding encoded unit sphere-based point cloud as a byte-

encoded HTTP packet to the Xihe server. Our encoding consists of

two steps: the striping step which removes all uninitialized anchors

from the unit sphere-based point cloud and the byte representation

step which stores each point with fewer bits.

Specifically, instead of storing each point of the downsampled

point cloud with four 32bits single precision floats, we use 8bits

unsigned int and 16bits half-precision float to represent each point.

Though the original format is more precise to calculate and per-

forms better as it aligns to the GPU bus transaction size, such data

format uses redundant data bytes. For example, when dealing with

low dynamic range (LDR) camera images, 8bits data is usually suf-

ficient to preserve the useful information. Also, due to limitations

such as depth sensor precision and camera visible area size, the

distance information can be presented with 16bits half precision

float. Lastly, for each colored point, we use an extra 16bits to store

their indices.

Our encoding scheme can lead to significantly savings both in

terms of per-request and per-pixel data size. For example, for a

unit sphere-based point cloud generated from a LDR camera image,

using Xihe to encode the request data only needs 7 bytes, about

43.75% of the size if we encodewith the original four single precision

floats. Comparing to directly sending the raw RGB-D image (5 bytes

per pixel), Xihe reduces approximately 98.3% data usage by only

needing to send on average 4249 bytes for an RGB-D image with

256x192 resolution. This results in both less network data transfer

and potentially less network time.

4.2 Cross-frame Optimization

4.2.1 Adaptive Estimation Triggering. Most modern camera sys-

tems provide high refresh rate, e.g. 30fps or higher. Estimating

scene lighting at the same frequency for each frame can be benefi-

cial for achieving good visual results, but also consume significant

computation and energy resources. Additionally, it might not be

necessary to update lighting information this frequently as envi-

ronment lighting conditions might not change at this rate. To avoid

sending unnecessary estimation requests to the edge, we design a
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