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ABSTRACT
Ensembles of decision trees perform well on many problems, but

are not interpretable. In contrast to existing approaches in inter-

pretability that focus on explaining relationships between features

and predictions, we propose an alternative approach to interpret

tree ensemble classifiers by surfacing representative points for

each class – prototypes. We introduce a new distance for Gradient

Boosted Tree models, and propose new, adaptive prototype selec-

tion methods with theoretical guarantees, with the flexibility to

choose a different number of prototypes in each class. We demon-

strate our methods on random forests and gradient boosted trees,

showing that the prototypes can perform as well as or even better

than the original tree ensemble when used as a nearest-prototype

classifier. In a user study, humans were better at predicting the

output of a tree ensemble classifier when using prototypes than

when using Shapley values, a popular feature attribution method.

Hence, prototypes present a viable alternative to feature-based

explanations for tree ensembles.
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sification and regression trees; • Human-centered computing;
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1 INTRODUCTION
As machine learning is increasingly employed alongside human

reasoning in a wide range of tasks, it has been recognized that it

is desirable for these systems to be made interpretable: a human

user working alongside an ML system should be able to maintain

a mental model of why and how the system arrives at its outputs,
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so she may either obtain confidence in the outputs or conversely

recognize when they are wrong [8].

Ensembles of decision trees such as random forests [3] and

boosted trees [11] perform well across a variety of problems [7].

However, while their decision tree componentsmay be interpretable

[10], this is no longer true for ensembles with hundreds or thou-

sands of trees. Current attempts to interpret tree ensembles include

seeking one tree that best represents the ensemble [18, 54], model-

agnostic explanations not exclusive to tree ensembles [43], feature

importance [20], partial dependence plots [11], etc. However, many

of these describe how features affect predictions, and their com-

plexity increases with the number of features.

Prototypes are representative points that provide a condensed

view of a dataset [2, 19]. The value of prototypes for case-based

reasoning [44] has been discussed in studies of human decision

making [24]. Prototypes have also been used to summarize large

datasets [39] when not all points can be inspected. In this paper,

we propose an alternative to feature-based explanations for tree

ensemble classifiers: rather than explaining which features led to a

certain class being predicted, we propose to explain a prediction

by presenting similar points that “represent” that class (Figure 1).

Since these prototypes will be identified using distance functions

derived from the tree ensemble, we call them tree space prototypes.

A key question is how to define similarity. Unsupervised dis-

tances such as Euclidean distance in feature space do not capture

relationships between features and labels, whether actual or pre-

dicted. Instead, we need a distance that takes into account: (1) the

predictions made by the tree ensemble; (2) how the predictions

came about (i.e. how the tree ensemble used the features to arrive

at the predictions). Such a distance has been defined for random

forest models (RF) where each tree contributes equally to the over-

all prediction. We generalize this to gradient boosted trees (GBTs),

where individual trees that make up a GBTmodel can have different

contributions to the overall prediction.

By adapting a known approximation algorithm for the𝑘-medoids

problem, we can efficiently search for prototypes that are “cen-

tral” for a class according to these proximity functions. Nearest-

prototype classifiers using these prototypes sometimes even exceed

the accuracy of the original tree ensemble. However, this algorithm

has no notion of when one class may benefit from more prototypes

than another class (e.g. if one class is more complex: consider for

instance a disease which affects many different types of individuals,

but does not affect one type of individual, so the class of sick indi-

viduals is more complex to characterize than the class of healthy

individuals). Hence, we introduce new class-aware prototype selec-
tion methods with the flexibility to choose a variable number of

prototypes per class.
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Prototypes (Euclidean distance)

Prototypes (RF distance)
Nearest positive and negative test samples 
assigned to the first prototype of each class

Figure 1: Left: Prototypes with largest coverage for the classes 4 and 9 on the MNIST dataset when using Euclidean distance
and random forest distance to find the prototypes. The number in blue denotes the coverage of the prototypes (percentage of
test points assigned to that prototype) while the number in orange denotes the accuracy of the prototype (percentage of points
assigned to that prototype that have the same label as the prototype). Note the hooked 9 and closed 4, which are only captured
by RF distance but not Euclidean distance. Right: Nearest correct and incorrect test points assigned to the top prototypes. The
first row denotes points with the same label as the prototype, second row are points incorrectly classified by the prototype.

To evaluate the interpretability of tree space prototypes, we con-

ducted a user study in which human subjects anticipated the output

of a tree ensemble classifier on a dataset of car fuel efficiency, using

either prototypes or Shapley values, a popular feature attribution

method [37]. Our results suggest (𝑝 ≈ 0.035) that prototypes convey

better understanding of the tree ensemble classifier’s behavior.

To summarize, the contributions of this paper are: (1) An alterna-

tive approach to interpreting tree ensemble classifiers by selecting

representative points – prototypes – for each class; (2) a new dis-

tance function for GBTmodels; (3) new prototype selectionmethods

with theoretical guarantees, that have the flexibility to choose a

different number of prototypes in each class.

2 BACKGROUND AND NOTATION
2.1 RF Distance
Let 𝑡 be the number of trees in the RF model. The 𝑖th tree (𝑖 ∈ [𝑡])
has 𝜏𝑖 leaves, each of which represents a region 𝑅 𝑗,𝑖 ( 𝑗 ∈ [𝜏𝑖 ]) of
feature space. Each individual tree induces a classifier 𝑐Tree

𝑖
(𝑠) =∑𝜏𝑖

𝑗=1
𝛼 𝑗,𝑖 I(𝑠 ∈ 𝑅 𝑗,𝑖 ), where 𝛼 𝑗,𝑖 is the predicted value in the 𝑗 th leaf

of the 𝑖th tree (for binary classification, this is just the proportion

of points in that leaf with label 1) and I is the indicator function.
The RF classifier is the average of this, taken over all trees:

𝑐RF (𝑠) = 1

𝑡

𝑡∑
𝑖=1

𝑐Tree𝑖 .

Using the above notation, we can re-write the random forest

classifier as

𝑐𝑅𝐹 (𝑠) = 1

𝑡

𝑡∑
𝑖=1

𝜏𝑖∑
𝑗=1

1

𝑁

𝑁∑
𝑘=1

I(𝑠 ∈ 𝑅 𝑗,𝑖 )I(𝑠𝑘 ∈ 𝑅 𝑗,𝑖 )𝑦𝑘 =
1

𝑁

𝑁∑
𝑘=1

𝐾 (𝑠, 𝑠𝑘 )𝑦𝑘

for the kernel

𝐾 (𝑠, 𝑠 ′) = 1

𝑡

𝑡∑
𝑖=1

𝜏𝑖∑
𝑗=1

I(𝑠 ∈ 𝑅 𝑗,𝑖 )I(𝑠 ′ ∈ 𝑅 𝑗,𝑖 ) .

This connection has allowed the study of random forests in which

tree structure is generated independently of the data; in particular

[45] provides explicit formulae for the corresponding 𝐾 (𝑠, 𝑠 ′), al-
though this is much more challenging for supervised trees which

adapt to the contours of the underlying response. This same repre-

sentation results in the proximity function between two points:

Definition 1. [4] The RF proximity of a pair of points is an
unweighted average of the number of trees in the RF model in which
the points end up in the same leaf:x

proximityRF (𝑠, 𝑠 ′)

=
1

𝑡

𝑡∑
𝑖=1

𝜏𝑖∑
𝑗=1

I(𝑠 ∈ 𝑅 𝑗,𝑖 )I(𝑠 ′ ∈ 𝑅 𝑗,𝑖 ) . (1)

The RF distance between a pair of points is then:

𝑑RF (𝑠, 𝑠 ′) = 1 − proximityRF (𝑠, 𝑠 ′) .

Since the regions {𝑅 𝑗,𝑖 }𝜏𝑖𝑗=1 partition the feature space, each point
𝑠 ∈ 𝑆 can be in at most one region, and so the inner sum in Equation

(1) takes on value 0 or 1 for each tree. Thus the proximity, as a

convex combination of these, lies between 0 and 1, and so does

the distance function. It is easily confirmed that the proximity of

a point to itself is 1, and hence 𝑑 (𝑠, 𝑠) = 0, but it should be noted

that 𝑑 is not in general a metric, but a pseudosemimetric as it does

not satisfy the triangle inequality – as noted by [50]. This it not

uncommon in the metric learning literature, and in fact, no locally

adaptive distance – distance that varies across feature space [33]
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– can satisfy the triangle inequality [50]. Later, we will adapt RF

distance to construct a distance function for GBTs.

2.2 The 𝑘-Medoids Problem
Given a proximity function, it is natural to construct a classifier

by taking those points that are particularly close to some point or

region considered representative (prototypical) of a class to belong

to that class. How should these prototypes be selected?

For accuracy, we would want every point in a class to be closer to

a prototype of that class than any prototype of another class. This

is generally hard; a more tractable related approach is to instead

seek to simply make the points in each class as close to a prototype

as possible. If we further take the tradeoff between different points’

distance from a prototype to be linear, this is known as the 𝑘-
medoids clustering problem (see e.g. [2] for another application to

prototypes). The objective of this problem is to find a subset𝑀 ⊆ 𝑆
of medoids, |𝑀 | = 𝑘 , such that the sum distance from each object

to the nearest medoid is minimized. Formally, we seek to minimize

the objective function

𝑓 (𝑀) =
∑
𝑠∈𝑆

min

𝑚∈𝑀
𝑑 (𝑠,𝑚) . (2)

This problem is known to be NP-hard [41]. However, [13] present

a greedy algorithm that starts with an empty set and repeatedly

adds the single point 𝑠 ∈ 𝑆 \𝑀 that increases the value of a related

function by the most, which they show produces a reasonable

approximation in polynomial time.

If the points are labelled by a classifier, it is natural to only

consider, for each point, medoids that belong to the same class.

Thus, we define the 𝑞-classwise 𝑘-medoids problem as finding the

subset𝑀 ⊆ 𝑆 of 𝑘 medoids such that the sum distance from each

point to the nearest medoid of the same class is minimized, i.e. that

minimizes

𝑓 (𝑀) =
∑
𝑠∈𝑆

min

𝑚∈𝑀 :𝑐 (𝑚)=𝑐 (𝑠)
𝑑 (𝑠,𝑚). (3)

Even in the presence of multiple classes, it is possible to use the

single-class algorithm of [13] by applying it separately to every class

in turn to generate 𝑘1, . . ., 𝑘𝑞 prototypes for each class (

∑
𝑖 𝑘𝑖 = 𝑘).

However, it is not clear what the right choice of 𝑘𝑖 for each class

is, and one could easily lose accuracy by overprovisioning one

compact class that would be adequately covered by a small number

of prototypes while not having sufficiently many prototypes for

another class whose points are spread into many clusters. With

the naive choice that 𝑘1 = . . . = 𝑘𝑞 = 𝑘/𝑞, we call this the uniform
greedy submodular (SM-U) prototype selection method, and use it

as one of our baselines.

However, it turns out that an analysis similar to that for the

single-class case can also be applied directly to the 𝑞-classwise ob-

jective function. Based on this, we will introduce a greedy algorithm

that operates on all classes in the 𝑞-classwise 𝑘-medoids problem

simultaneously. Since this algorithm in effect chooses the class

where adding another prototype yields the largest improvement,

we will call it adaptive in contrast with the uniform algorithm.

3 METHOD
Our goal is to find prototypes for tree ensemble classifiers. In this

section, we describe twomethodological contributions of this paper:

defining a distance function for GBT models, and new, adaptive

prototype selection methods that choose a variable number of pro-

totypes based on which class could benefit the most from another

prototype.

3.1 Constructing a Distance Function for GBT
We start by considering the prediction function of the GBT classifier,

which is learned iteratively:

𝑐GBT𝑖 (𝑠) = 𝑐GBT𝑖−1 (𝑠) + 𝛾𝑖𝑐
Tree

𝑖 (𝑠)

where the initial value 𝑐GBT
0

is initialized, depending on implemen-

tation, as zero, or the fraction of elements of 𝑆 with label 1 in the

case of binary classification, etc. 𝛾𝑖 is a step size, typically found

using line-search, that provides a correction to account for the qua-

dratic approximation to the loss that is used by gradient boosting.

The GBT classifier then is the one that incorporates all 𝑡 trees:

𝑐GBT (𝑠) = 𝑐GBT𝑡 (𝑠).
Unlike RF, GBTs cannot be expressed directly as kernel methods:

the values in each leaf are not given by averages of the corre-

sponding responses. Further, each tree is no longer generated by

an identical process or contributes equally to the prediction. Hence,

each tree can no longer be weighted equally, unlike in RF models.

Instead, we propose that a natural way is to weigh the contribution

of each tree to the proximity function by the size of its contribution

to the overall prediction. By using the 𝐿2 norm to measure size, we

arrive at the following definition:

Definition 2. The GBT proximity of a pair of points is a weighted
average of the number of trees in the GBT model in which the points
end up in the same leaf:

proximityGBT (𝑠, 𝑠 ′)

=

𝑡∑
𝑖=1

𝜏𝑖∑
𝑗=1

𝑤𝑖∑𝑡
𝑖=1𝑤𝑖

I(𝑠 ∈ 𝑅 𝑗,𝑖 )I(𝑠 ′ ∈ 𝑅 𝑗,𝑖 ),

where the 𝑖th tree’s weight𝑤𝑖 is

𝑤𝑖 = 𝛾
2

𝑖 · Var{𝑐
Tree

𝑖 (𝑠) : 𝑠 ∈ 𝑆}.
The GBT distance between a pair of points is then:

𝑑GBT (𝑠, 𝑠 ′) = 1 − proximityGBT (𝑠, 𝑠 ′).

The choice of the 𝐿2 norm to measure the size of a tree’s contribu-

tion to the overall prediction has a natural equivalence to measuring

the variance among the predictions made by 𝑐Tree
𝑖
(𝑠). As an alter-

native to the 𝐿2 norm used here, one may instead consider the 𝐿1

norm, which we leave for future work. In Section 6.3, we study the

implications of selecting this weight on the constructed distance.

3.2 Adaptive Prototype Selection Methods
We now introduce two new prototype selection methods that ex-

ploit approximation guarantees for submodular objective functions,

and one that tries to directly optimize for accuracy.

Our goal is to find a good approximately optimal solution for the

𝑞-classwise 𝑘-medoids problem (3). We will achieve this by using

a greedy algorithm on an appropriate non-negative, monotone,

submodular function (see Prop. 1). However, the function (3) itself

is not monotone submodular: in fact, adding more prototypes to
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𝑀 decreases the value of 𝑓 (𝑀). This can be averted by negating

𝑓 , but then the function will take non-positive values. Therefore,

adapting an idea of [13], we will define a related function 𝑔 as

𝑔(𝑀) = 𝑓 (𝑃) − 𝑓 (𝑃 ∪𝑀), (4)

where 𝑃 is a set of phantom exemplars, one from each class. In order

to get the best possible theoretical guarantee on the approximation

(Section 4), this set needs to be chosen in a particular fashion. The

resulting algorithm is Algorithm 1.

Algorithm 1: Adaptive greedy submodular prototype se-

lection (SM-A)

Input: Set of points 𝑆 , distance function 𝑑 : 𝑆2 → [0, 1],
class assignment 𝑐 : 𝑆 → [𝑞]

Output: Set of prototypes𝑀 , |𝑀 | = 𝑘
1 Create set of phantom exemplars 𝑃 = {𝑝1, . . . , 𝑝𝑞} and set

𝑑 (𝑝𝑖 , 𝑠) = 𝑑 (𝑠, 𝑝𝑖 ) = 1 for all 𝑠

2 𝑀 ← ∅
3 for i=1 to k do
4 𝑠∗ ← argmax

𝑠∈𝑆
[𝑓 (𝑃) − 𝑓 (𝑃 ∪𝑀 ∪ {𝑠})]

5 𝑀 ← 𝑀 ∪ {𝑠∗}

We also consider a variant of this algorithm that we call weighted

adaptive greedy submodular (SM-WA), inwhich each class is weighed

differently: line 4 is replaced by

𝑠∗ ← argmax

𝑠∈𝑆

1

|𝐶 (𝑠) | [𝑓 (𝑃) − 𝑓 (𝑃 ∪𝑀 ∪ {𝑠})] ,

where 𝐶 (𝑆) denotes all points in 𝑆 that are in the same class as 𝑠 . It

is easily verified that this objective function is also submodular.

3.3 Supervised Greedy Prototype Selection
Instead of optimizing the 𝑘-medoids value function 𝑓 of equation

(3), we can instead directly pick prototypes, in a greedy fashion, that

yield the best (training or validation set) improvement in classifica-

tion performance. The resulting method, which we call supervised

greedy (SG), beats the unsupervised 𝑘-medoids approaches in terms

of accuracy in several cases (Table 1), but we do not know of any

theoretical guarantees that it satisfies, as these accuracy metrics

are not submodular. This is nearly identical to Algorithm 1, except

that line 1 is unnecessary and we replace line 4 with

𝑠∗ ← argmax

𝑠∈𝑆
[accuracy(𝑆,𝑀 ∪ {𝑠})] ,

where accuracy denotes the accuracy metric used for evaluation.

4 THEORETICAL ANALYSIS
We will now briefly review the rationale behind the design of Algo-

rithm 1 and derive an approximation guarantee for it. Optimization

problems such as (3) are often approached using approximation

algorithms that are guaranteed to find solutions within some factor

of the optimum. Previous work on 𝑘-medoids [13, 39] has achieved

this by identifying a related positive monotone submodular func-

tion and finding a good element of its domain by greedy search.

Such an element is guaranteed to be within a factor of (1 − 1/𝑒) of

the optimum for that function, where 𝑒 is the Euler constant. We

quickly review the relevant result.

Definition 3. A function 𝑓 : P(𝑆) → R that maps subsets of 𝑆 to
reals is monotone if 𝑓 (𝑋 ) ≤ 𝑓 (𝑌 ) whenever𝑋 ⊆ 𝑌 . It is submodular

if whenever 𝑋 ⊆ 𝑌 , adding a particular element 𝑠 ∈ 𝑆 to 𝑌 is not
more useful than adding it to 𝑋 :

𝑓 (𝑌 ∪ {𝑠}) − 𝑓 (𝑌 ) ≤ 𝑓 (𝑋 ∪ {𝑠}) − 𝑓 (𝑋 ).

Proposition 1. [40] Suppose 𝑓 : P(𝑆) → R+ is a non-negative
monotone submodular function. Let 𝑇0 = ∅ and

𝑇𝑖 = 𝑇𝑖−1 ∪ argmax

𝑠∈𝑆
𝑓 (𝑇𝑖−1 ∪ {𝑠})

be the result of greedily maximizing 𝑓 for 𝑖 steps. Also, let

𝑇 ∗𝑖 = argmax

𝑇 ⊂𝑆 : |𝑇 |=𝑘
𝑓 (𝑇 )

be the set of size 𝑖 that maximizes 𝑓 . Then

𝑓 (𝑇𝑖 ) ≥ (1 − 1/𝑒) 𝑓 (𝑇 ∗𝑖 ).

We want to derive a similar approximation guarantee for Al-

gorithm 1. To that end, we first need to show that 𝑔 satisfies the

necessary conditions.

Lemma 1. The objective function (4) is non-negative, monotone
and submodular.

Proof. See appendix. □

By selecting the set of phantom exemplars 𝑃 in such a fashion

that 𝑑 (𝑝, 𝑠) ≥ 𝑑 (𝑠 ′, 𝑠) for all 𝑝 ∈ 𝑃 and 𝑠, 𝑠 ′ ∈ 𝑆 , we ensure that
𝑓 (𝑇 ∪ 𝑃) = 𝑓 (𝑇 ) for all nonempty sets 𝑇 ⊆ 𝑆 . Hence, the set 𝑇 ∗

𝑖
that maximizes 𝑔 among all sets of size 𝑖 also minimizes 𝑓 among

all such sets.

Let𝑇𝑖 be the result of running the greedymaximization algorithm

on (4) for 𝑖 steps, and 𝑓 be the original objective function (3). Then

by Prop. 1 and choice of 𝑃 ,

𝑓 (𝑇𝑖 ) ≤ 𝑓 (𝑃) + (1 − 1/𝑒) (𝑓 (𝑇 ∗𝑖 ) − 𝑓 (𝑃)),

i.e. the approximation𝑇𝑖 takes us 1−1/𝑒 of the way from 𝑓 (𝑃) to the
optimum. Crucially, this means that the approximation guarantee

depends on 𝑓 (𝑃), i.e. how good the phantom exemplars alone would

be as a solution to the 𝑞-classwise 𝑘-medoids problem.

Complexity analysis. Evaluating 𝑓 (𝑀) takes time 𝑂 ( |𝑆 | |𝑀 | ·
𝑇 (𝑑)), where 𝑇 (𝑑) is the time to compute the distance 𝑑 (𝑠,𝑚) for
a single pair of points. This computation can be made efficient by

prepopulating an |𝑆 | × |𝑆 | matrix with all pairwise distances, and

then simply implementing 𝑑 as an array lookup. The same com-

plexity bound applies to calculating accuracy(𝑆,𝑀), which iterates

over |𝑆 | points and finds the 𝑑-closest of |𝑀 | medoids to check if it

belongs to the correct class. The submodular (SM-A, SM-WA) and

supervised greedy (SG) variants of Algorithm 1 essentially only

differ in whether they invoke 𝑓 or accuracy with an𝑂 (𝑘)-sized set

𝑀 of medoids in the argmax (Algorithm 1, Line 4). Either way, this

argmax is over |𝑆 | points, and the loop runs for 𝑘 iterations. There-

fore, all our instantiations of Algorithm 1 have time complexity

𝑂 ( |𝑆 |2𝑘2 ·𝑇 (𝑑)).
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5 RELATED WORK
Tree ensemble distance. Breiman and Cutler defined RF proxim-

ity in the documentation accompanying their software [4]. It is

common to set distance as 1 − proximity [46, 50, 52], as we do in

this paper. RF proximity has found a variety of applications, in-

cluding clustering [46], outlier detection [53], imputation [47], etc.,

however less is known of its theoretical properties. The connection

between random forests and kernel methods has been pointed out

[33, 45] and proximity itself can be expressed as a kernel [35]. While

we were inspired by RF distance, to the best of our knowledge, our

paper presents the first proposal for GBT distance and the first

method to seek prototypes for GBT models.

Not many RF implementations provide prototypes. The excep-

tions are the R randomForest package [31] and RAFT, a random

forests visualization tool [4]. The RAFT documentation describes a

heuristic prototype-finding procedure that is partially implemented

in the randomForest package. It generates a single new point not

from the dataset, a distinct goal from ours, which is to select a

subset of representative points from existing points.

Prototype selection. There is a long line of literature on pro-

totype selection methods, also known as instance reduction, data

summarization, exemplar extraction, etc. We point the reader to the

review by [12] that suggested that prototype selection methods can

be grouped into three categories: condensation [19], edition [49],

or hybrid methods that remove both noisy and redundant points

from the prototype selection set. We briefly mention a few meth-

ods: 𝑘-medoids clustering is a classic problem for which different

algorithms have been proposed, such as PAM [21] and greedy sub-

modular approaches [13, 32], which we compare against and extend

by adding the flexibility to choose varying numbers of prototypes

by class. Kim et al. used a similar greedy submodular approach

with maximum mean discrepancy objective to select prototypes

and criticisms [23]; we provide a comparison to their prototype (not

criticisms) selection method. We do not compare against set cover

methods [2] as they tend to select significantly more prototypes

than 𝑘-medoids [2] to achieve their objective of maximal coverage,

at the cost of interpretability.

Point-based explanations. Besides feature-based explanations
such as Shapley values [37] and LIME [43], point-based explanations

have been proposed to explain model predictions. Examples include

counterfactual explanations that determine the changes necessary

to flip a point’s prediction [48], models that automatically provide

prototypes [24, 30], and identifying points most “influential” for a

prediction [22, 25, 51]. There is a subtle distinction between proto-

type selection methods and influential point methods, as points that

best represent a class (prototypes) may not be the most influential.

Moreover, since trees are not differentiable except trivially within

each node, influential point methods that typically take gradients of

loss functions are not easily applicable. Hence we do not compare

against them, but mention them for completeness.

The work most similar in spirit to ours is by Caruana et al. [6]

who proposed to generate case-based explanations for non-case-

based learning models such as neural networks and decision trees.

However, unlike this paper, they do not take advantage of naturally-

learned distance functions from these models.

6 EXPERIMENTAL RESULTS
We evaluate the proposed prototype selection methods and tree

ensemble distances quantitatively as well as qualitatively. We also

describe results from a user study that demonstrates that humans

are able to use prototypes effectively.

Datasets.We use multiple image and tabular datasets with bi-

nary classification labels. For image datasets, we select two standard

image classification benchmarks, MNIST and CALTECH-256. The

goal in MNIST is to recognize handwritten digits [29]; the goal

in CALTECH-256 is to predict one of 256 object categories for an

image [16]. For both datasets, we select two classes that are either

easily-confused [17] or visually-similar – digits 4 and 9 in MNIST,

guitar and mandolin in CALTECH-256 – to evaluate our prototypes

on not just easily predicted classes, but also classes commonly con-

fused by the model. For MNIST, we use the raw pixel values as

features. For CALTECH-256, we extracted deep features using a

ResNet-50 model pre-trained on ImageNet.

For tabular datasets, we selected four datasets from critical do-

mains such as healthcare and criminal justice where the need for in-

terpretability has been suggested. These four datasets are: sklearn
breastcancer and UCI diabetes, where the prediction task is to pre-

dict incidence of that disease, the Right Heart Catherization (RHC)

dataset (http://biostat.mc.vanderbilt.edu/wiki/pub/Main/DataSets/

rhc.html), on the impact of performing a medical procedure on

patients, and T-COMPAS [9], a dataset that examines if COMPAS

risk scores [28] agree with Mechanical Turk workers’ predictions

of recidivism [9]. The first two datasets are common tabular data

benchmarks, and we selected the last two datasets because their

prediction tasks are known to be hard [9], again to validate our

prototypes on a diversity of cases, not just easy ones.

Metrics. Since some datasets are imbalanced, we use balanced

accuracy [5] as our primary performance metric. We do not use

ranking metrics such as AUC because nearest-neighbor classifiers

do not output scores. We also count the number of prototypes

selected.

Training and tuning tree ensembles.Whenever a fixed train-

test split was not provided (i.e. for all datasets besides MNIST,

where the training set has 60,000 images and the test set has 10,000

images), we created 60-20-20% training-validation-test splits. For RF,

we use Python’s scikit-learn package, training random forests

with 1,000 trees without restricting maximum tree depth. We cross-

validated the number of features to consider when looking for the

best split (

√
𝑝 , 0.33𝑝 , 0.5𝑝 , 0.7𝑝 , where 𝑝 is the number of features,

and the constant 7). For GBT, we modified scikit-learn to train

GBTmodels with one gammamultiplier per tree.We cross-validated

the number of trees (up to 200), maximum tree depth (3 to 5), and

learning rate (0.1 or 0.01).

Implementations. For the comparison to Kim et al. [23], we use

the authors’ code for greedy prototypes (not criticisms) selection

provided at https://github.com/BeenKim/MMD-critic. To obtain

Shapley values [37] and associated graphs for the user study, we

use the authors’ Python Shap package which can be found at https:

//github.com/slundberg/shap.
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Model Prototype Selection Method Breastcancer Diabetes T-COMPAS RHC MNIST 4-9 CALTECH256 G-M

RF

None (original tree ensemble) 0.92 0.72 0.56 0.68 0.97 0.81

Baselines

1-NN 0.91 (341) 0.67 (460) 0.57 (600) 0.65 (3441) 0.97 (3000) 0.78 (129)

SM-U 0.92 (12) 0.76 (5) 0.61 (10) 0.69 (11) 0.97 (187) 0.83 (16)

Kim et al [23] 0.92 (19) 0.68 (36) 0.62 (32) 0.68 (3) 0.96 (65) 0.81 (6)

Proposed

SG 0.90 (4) 0.77 (5) 0.68 (5) 0.66 (12) 0.97 (18) 0.83 (3)

SM-A 0.92 (11) 0.77 (4) 0.57 (15) 0.68 (9) 0.97 (163) 0.79 (15)

SM-WA 0.92 (15) 0.77 (6) 0.60 (13) 0.69 (13) 0.97 (243) 0.86 (18)

GBT

None (original tree ensemble) 0.94 0.69 0.55 0.70 0.97 0.84

Baselines

1-NN 0.92 (341) 0.70 (460) 0.58 (600) 0.65 (3441) 0.97 (3000) 0.84 (129)

SM-U 0.92 (21) 0.70 (12) 0.53 (26) 0.65 (62) 0.96 (249) 0.84 (11)

Kim et al [23] 0.94 (6) 0.66 (16) 0.63 (53) 0.61 (33) 0.94 (45) 0.86 (26)

Proposed

SG 0.95 (3) 0.78 (4) 0.67 (5) 0.69 (15) 0.96 (23) 0.82 (2)

SM-A 0.92 (22) 0.69 (12) 0.57 (4) 0.65 (4) 0.96 (247) 0.84 (11)

SM-WA 0.92 (20) 0.69 (12) 0.56 (27) 0.65 (4) 0.96 (261) 0.84 (11)

EUCL

Baselines

1-NN 0.91 (341) 0.68 (460) 0.53 (600) 0.59 (3441) 0.96 (3000) 0.81 (129)

SM-U 0.89 (19) 0.71 (26) 0.51 (62) 0.61 (40) 0.93 (313) 0.82 (6)

Kim et al [23] 0.88 (60) 0.66 (29) 0.51 (49) 0.60 (5) 0.92 (384) 0.78 (64)

Proposed

SG 0.87 (3) 0.75 (4) 0.58 (22) 0.67 (19) 0.90 (65) 0.74 (9)

SM-A 0.88 (18) 0.68 (3) 0.52 (51) 0.60 (8) 0.93 (377) 0.88 (6)

SM-WA 0.91 (15) 0.73 (5) 0.51 (61) 0.61 (33) 0.93 (380) 0.88 (6)

Table 1: Best test-set balanced accuracy with corresponding optimal number of prototypes, 𝑘 , in parentheses. Three distances
are provided: Random Forest (RF), Gradient Boosted Tree (GBT), and Euclidean (EUCL). We compare the proposed supervised
greedy (SG), adaptive greedy submodular (SM-A), and weighted adaptive greedy submodular (SM-WA) prototype selection
methods against the uniform greedy submodular (SM-U) and 1-NN baselines. We also compare our results with the greedy
prototype selection method from Kim et al [23]. Best results for each dataset and distance in bold.

6.1 Quantitative Evaluation
We quantitatively evaluate the selected prototypes by using them

in a nearest-prototype classifier [2, 23]. This is in line with recent

ideas on evaluating explanations by checking their accuracy on

independent test-data [43].

In general, the accuracy of each prototype selection method

varies non-monotonically with 𝑘 , the number of prototypes, sug-

gesting that 𝑘 should be tuned. Moreover, different selection meth-

ods operate at different regimes, e.g, supervised greedy (SG) obtains

very good results with very few prototypes, but is sometimes out-

performed by other methods when they use a larger number of

prototypes. Comparing different selectionmethods using the same𝑘

may therefore not accurately characterize each method. Instead, we

follow [2], tuning 𝑘 separately for each prototype selection method

and dataset, and comparing different methods at their optimal 𝑘 .

It should be noted that in the limit, when 𝑘 equals the size of the

training set, any nearest-prototype classifier simply reduces to the

1-nearest-neighbors (1-NN) classifier. This classifier is hence one

of our s, along with the original tree ensembles and the uniform

greedy submodular (SM-U) approach. We also compare RF and GBT

distance functions to Euclidean distance in feature space.

Table 1 summarizes the nearest-prototype classifier results. It

provides test set balanced accuracy at the optimal number of proto-

types, 𝑘 , tuned separately for each prototype selection method. We

make several observations:

(1) For all datasets besides MNIST 4-9, at least one prototype se-

lection method outperformed 1-NN, suggesting the value of

prototype selection not just for data condensation and inter-

pretability (reducing the number of points that need to be shown

to a user), but also classification accuracy.

(2) Tree ensemble distances, as supervised distances, tend to out-

perform Euclidean distance.

(3) SM-WA is competitive against SM-U.

(4) Despite the lack of theoretical guarantees and simplicity of the

method, SG had clear advantages on a number of datasets with

high achieving high accuracy.

(5) SG tends to select fewer prototypes than the other methods.

(6) At least one of our proposed prototype selection methods out-

performs Kim et al. [23], with higher accuracy, lower prototype

count, or both on each dataset.

6.2 Visualizing Distances and Prototypes
Figure 2 visualizes RF distance for the MNIST 4-9 dataset embedded

in a two-dimensional space using t-sne [38] . On the left side are

prototypes found by SM-A; on the right side are prototypes selected

by SG.

We see that the prototypes selected by SM-A cover the space of

points well, which is not the case for SG. We confirm this by com-

puting the distance from each point to its nearest-prototype (SM-A:

mean 0.23, sd 0.26; SG: mean 0.61, sd 0.23). Instead, the prototypes

selected by SG are on the border between the two classes, and it

is common to see these prototypes alternating (i.e. a 9 prototype

followed by a nearby point of class 4 being selected as a prototype).

This has an intuitive explanation: as the only supervised pro-

totype selection method, to maximize accuracy and minimize the

chances of misclassification, SG selects discriminative prototypes

that can separate points that are of different classes yet are close to

each other, while the other proposed prototype selection methods,

being non-supervised, do not select prototypes discriminatively.
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Figure 2: Visualization of distances using t-sne for optimal RFwithmean depth 16 on theMNIST 4-9 dataset, using the adaptive
greedy submodular (SM-A) prototype selectionmethod (left) and supervised greedy (SG) (right) method. Orange represents the
digit 9, blue represents the digit 4. and the black and white images are prototypes.

6.3 Understanding GBT Distance
Many default implementations of RF algorithms allow trees to grow

to unrestricted depth [3]. As a consequence, on any given dataset,

the trees in RF models tend to be deeper than those in GBT models.

Table 2, which presents statistics of tree depth in RF and GBT

models, confirms this. The shallower the tree, the fewer leaves, and

the higher the probability of a pair of points ending up in the same

leaf. With larger datasets, conversely, RF trees tend to get deeper

(Table 2). However, the GBT trees we generate remain limited to

depth 3 to 5. Hence, the larger the dataset, the more different we

expect RF and GBT distances to be.

GBT RF Depth

Dataset 𝑛 Depth Min Mean Max Var

Breastcancer 569 3 2 3.02 4 0.40

Diabetes 768 3 5 7.36 12 1.04

T-COMPAS 1000 4 6 8.70 14 1.18

RHC 5735 3 11 14.7 21 1.41

MNIST 4-9 5000 3 8 10.95 16 1.44

CAL256 G-M 215 2 2 2.51 3 0.50

Table 2: Statistics of RF and GBT models tree depth across
different datasets. 𝑛 is the number of observations in the
dataset. All RF models had 1000 trees. All GBT models had
an optimal number of trees (based on validation set loss) less
than or equal to 200.

Figure 3 visualizes RF and GBT distances embedded in a two-

dimensional space using t-sne and several MNIST prototypes.While

digits 4 and 9 are clearly separable in Figure 3, consistent with the

high performance (97% accuracy in Table 1) of the RF and GBT

models, the models appear to be learning different representations,

with GBT grouping points together in smaller and more compact

clusters than RF. Accordingly, the prototypes selected for the RF

distance are also different from those selected for GBT.

A natural next question may be the following: to what degree

are differences between GBT and RF distances caused by different

tree depth, different weights used in constructing the distance, or

that different patterns in the data are being learned by RF compared

to GBT models? While the top right corner of Figure 3 visualizes

distances from GBT models trained with default settings (short),

and the bottom right corner of the same figures depicts distances

from RF models trained with default settings (unrestricted depth),

the bottom left corner shows RF models trained to the same depth
as the corresponding default GBT model on that dataset. While the

short RF model has smaller and more compact clusters than the

default RF model, the RF and GBT models of same depth can still

be told apart.

Finally, the top left corner of Figure 3 visualizes an unweighted

distance function derived from the same GBT model as in the top

right corner, which uses a weighted distance function. This un-

weighted GBT distance (top left corner) looks more similar to the

default RF model’s distance (bottom right corner).

6.4 Evaluating Interpretability: User Study
To evaluate if prototypes are interpretable to humans – the intended

end users of our method – we follow the human-grounded evalua-

tion framework outlined by Doshi-Velez and Kim [8], and design

a user study where the task is to predict what the model would

predict, after being presented with an explanation and inputs to

the model. This task is exactly the “forward simulation/prediction”

experiment described by Doshi-Velez and Kim [8], and fulfills the

simulatability criterion for interpretability, one of several criteria

proposed by Lipton [34].

We compare prototypes to TreeExplainer [36], a Shapley val-

ues feature attribution method [37] for tree ensembles. Here, we

compare to Shapley values because it is a state-of-the-art feature

attribution method that satisfies several axiomatic guarantees [37],

is popular in practice [1], and, as a feature-based explanation, is pre-

sented differently to users. Hence, this comparison can inform us

whether prototypes are indeed a viable alternative to feature-based

explanations for tree ensembles. The hypothesis we investigate

in this user study is therefore whether users are able to correctly

predict a tree ensemble model’s output using prototypes, and more-

over, if they are able to do so with greater accuracy than when

using Shapley values.
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Figure 3: Visualization of distances using t-sne for optimal GBT with unweighted trees (top left), trees weighted by 𝑣𝑔2 (top
right), RF with short trees matching GBT depth of 3 (bottom left), and optimal RF (bottom right) with mean depth 16 on the
MNIST 4-9 dataset, using the adaptive greedy submodular (SM-A) prototype selection method. Orange represents the digit 9,
blue represents the digit 4. The two points marked by x and + are the same across all subfigures, to indicate how points move
across different distance representations. Note that the bottom right subfigure is the same as the left subfigure in Figure 2.

6.4.1 User Study Design. We recruited participants on Amazon

Mechanical Turk to participate in the study.We selected a dataset on

vehicle fuel efficiency, from the R ggplot2 package (https://ggplot2.

tidyverse.org/reference/mpg.html). The label is whether the vehicle

is fuel efficient (greater than 19 highway miles per gallon), which

does not require expert domain knowledge to understand.

Each user was randomly assigned to either the prototypes or

Shapley condition, with no users in both conditions. Users were

presented with model inputs (Figure A1 in the appendix); users

in the prototype condition were presented with prototype expla-

nations (Figure A3) obtained by applying our prototype selection

method to a tree ensemble; users in the Shapley condition were

presented with a set of Shapley plots (Figure A4) with added guide-

lines on how to interpret the plots. Then, users were presented a

question (Figure A2) and asked to predict what the model would

predict for that vehicle. Each user was asked to evaluate 13 vehicles.

These vehicles were randomly selected from the test set, while en-

suring that every combination of 13 vehicles seen by a user in the

prototype condition was also seen by another user in the Shapley

condition, to account for certain vehicles being more difficult to

predict according to either the model or human intuition.

To ensure that participants were paying attention and trying to

answer the questions to the best of their ability, we designed two

of these 13 questions to be ability and attention checks, known to

help in identifying inattentive participants [14]. In particular, for

the attention check, users were asked to select "fuel efficient" for a

specific vehicle, regardless of what they believe the true answer is.

Users were compensated $3.00 upon completion of the study. After

removing users who failed either catch trial, 42 users remained.

6.4.2 User Study Results. We evaluate the results using a human
accuracy metric: the fraction of vehicles where users predicted

correctly the model’s prediction for that vehicle. We also report

user responses to a question at the end of the survey about how

confident they felt about their answers.

Table 3 presents the results of two-sample t-tests comparing

these metrics for the prototype and Shapley conditions. The p-

values are one-sided, testing the alternative hypothesis if the metric

is greater in the prototype condition than Shapley condition (i.e.

higher accuracy, or greater confidence). The average self-reported

confidence (on a scale of 1-4, higher is more confident) among

users who used prototypes was 2.783, with users who used Shapley

values self-reporting confidence of 2.736. This difference was not
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statistically significant. We note that self-reported user confidence

has not been found to be indicative of actual performance and can

sometimes even be misleading [15, 27], with studies finding that

humans cannot accurately assess their own performance [26, 42]. In

contrast, there is a statistically significant improvement in human

accuracy when using prototypes compared to Shapley values (0.79

compared to 0.72 human accuracy; p-value 0.035), demonstrating

that prototypes are a viable alternative to feature-based explanation

methods.

Metrics Prototypes Shapley values t-test p-value

Human accuracy 0.79 0.72 0.035*

Confidence 2.783 2.736 0.238

Table 3: Results from user study. Statistically significant dif-
ferences are marked by *. The difference in human accu-
racy between prototype and Shapley conditions is statisti-
cally significant, with a one-sided t-test with alternative hy-
pothesis that accuracy is higher in the prototype condition
than Shapley condition returning p-value of 0.035.

We also collected qualitative feedback on the explanations and

user interface. When asked “Was anything confusing? Is there

anything you would have liked to know that would have helped you

better answer these questions?” at the end of the survey, one user

in the Shapley values condition responded “It would have helped if

[Shapley values] showed the difference better”, and another user

reported “The way the values were weighted seemed a bit strange to

me”. On the other hand, in response to the same question, one user

in the prototypes condition was able to articulate a simple mental

model of what s/he thought the model was doing, saying “Knowing

the make and model of the vehicle would have been helpful, but

maybe I think that because I’m familiar with cars. (...) [The model]

seems to think that vehicles with smaller engines will automatically

be more fuel efficient, which is why I made the choices that I did

because the instructions said to guess the predictions of the model.“.

6.5 A Use Case of Fixing Mislabeled Points
We now demonstrate how the ideas presented in this paper can

assist with certain tasks that machine learning model users may

wish to leverage explanations for, such as debugging a dataset.

We focus on the specific task of correcting mislabeled points in a

dataset, where we wish to present a reasonable number of points

to the user, in some meaningful ordering, for the user to correct

any wrong labels. This experiment is similar to that ran by [25, 51].

We corrupt the MNIST 4-9 dataset by flipping the labels of 33% of

points, and use RF distance to construct a ranking of points, which

we compare to two baselines: (1) random ranking; (2) ranking based

on loss of training points. The distance ranking is constructed thus:

for every training point, compute 𝑘 = 10 nearest neighbors based

on the distance, then compute the proportion of neighbors that

share the same label as the point. Note that the loss ranking is

strong baseline, as found by [25].

We present a simulated user with a proportion (up to 30%) of

training points, as ranked by the different methods, to inspect and

correct. Similar to [25, 51], the simulated user is an oracle who only

corrects points that are flipped, of all the points presented to her.

The model is then retrained on the corrected data. We repeat the

experiment 20 times, randomizing the points corrupted each time,

and average the results. Figure 4 plots themean test set performance

of the model retrained on simulated user corrected data. With the

same interpretability budget (amount of points the simulated user

had to inspect), tree ensemble distance based ranking was better at

assisting in correcting mislabeled points, generating corrected data

that had higher test set accuracy than other rankings.

Figure 4: Performance of different algorithms, including
one based on tree ensemble distance, to select points from
MNIST 4-9 with corrupted labels for a simulated user to in-
spect. The simulated user flips the labels of points checked,
and a model is retrained on the corrected data.

7 CONCLUDING REMARKS
We have proposed that tree ensemble classifiers can be made inter-

pretable using prototypes that are central according to a distance

function derived from the tree ensemble. Our user study suggests

that this is indeed the case, as humans were better at predicting the

output of a tree ensemble classifier using prototypes than Shapley

values, a popular feature-based approach. At the same time, our

quantitative evaluation (Table 1) suggests that in many cases, tree

space prototypes are able to capture much of the power of the

original classifier, or sometimes even constitute a superior separate

classifier, since these prototypes when used as a nearest-prototype

classifier sometimes outperform the original tree ensemble. This

suggests that to the extent that tree ensemble proximity is an in-

tuitive measure of similarity, users with longer-term experience

with prototypes may attain even better accuracy at anticipating

the behavior of the tree ensemble. Another intriguing possibility is

that we ought to consider a slightly different question: if a nearest-

prototype classifier is the superior classifier, should we perhaps

analyse its interpretability in its own right, as opposed to the origi-

nal tree ensemble?

Another open question is the impact of the number of prototypes

on interpretability, as opposed to accuracy alone. Intuition suggests

that humans should be better at dealing with a smaller number

of prototypes, but how does this trade off against the generally

greater accuracy nearest-prototype classifiers tend to exhibit with

more prototypes? Subjectively, our adaptive prototype selection
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methods that can select different numbers of prototypes per class

tend to lead to better coverage for classes that are more diverse,

but our analysis shows that there do exist some datasets on which

they do not benefit classification. A quantitative analysis of the

relationship between prototype count and human predictions in

multiple settings could provide further arguments for or against

adaptive methods, and constitutes an attractive direction for future

work.
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A USER STUDY MATERIALS

Figure A1: Model inputs presented to users in both proto-
type and Shapley conditions.

Figure A2: An example question answered by users in both
conditions. Each question represents a vehicle. Each user is
asked to evaluate 13 such questions.

Figure A3: Prototypes presented to users in prototypes con-
dition.

Figure A4: Shapley values feature attribution plots pre-
sented to users in Shapley condition.
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B PROOF OF LEMMA 1
Lemma 1. The objective function (4) is non-negative, monotone

and submodular.

Proof (Lemma 1). Observe that whenever 𝑋 ⊆ 𝑌 , we have

𝑓 (𝑋 ) ≥ 𝑓 (𝑌 ), since adding more points to a set can only make

the closest point to a given point closer. From this, monotonicity

and non-negativity is immediate, since 𝑓 (𝑃) ≥ 𝑓 (𝑃 ∪𝑀).
To establish submodularity, we will show that the function 𝑓 of

(3) satisfies

𝑓 (𝑌 ) − 𝑓 (𝑌 ∪ {𝑡}) ≤ 𝑓 (𝑋 ) − 𝑓 (𝑋 ∪ {𝑡})
whenever 𝑋 ⊆ 𝑌 ⊆ 𝑆 . The inequality of definition 3 then follows

for 𝑔 by plugging into its definition (4).

For any point 𝑠 ∈ 𝑆 , define 𝑝𝑀 (𝑠) to be the closest point to 𝑠 in

𝑀 of the same class, that is,

𝑝𝑀 (𝑠) = argmin

𝑚∈𝑀 :𝑐 (𝑚)=𝑐 (𝑠)
𝑑 (𝑠,𝑚).

Then we can rewrite 𝑓 (𝑀) as∑
𝑠∈𝑆

𝑑 (𝑠, 𝑝𝑀 (𝑠)),

and it suffices to show that

𝑑 (𝑠, 𝑝𝑌 (𝑠)) − 𝑑 (𝑠, 𝑝𝑌∪{𝑡 } (𝑠))
≤ 𝑑 (𝑠, 𝑝𝑋 (𝑠)) − 𝑑 (𝑠, 𝑝𝑋∪{𝑡 } (𝑠)) .

for all 𝑠 ∈ 𝑆 . Both sides of this inequality are non-negative (+),

since adding points can only shorten the distance to the closest

point. Suppose 𝑝𝑌∪{𝑡 } (𝑠) ∈ 𝑌 . Then it must be equal to 𝑝𝑌 (𝑠), since
the closest point is present in 𝑌 , and so the first line is 0, and the

inequality follows from (+).

Suppose instead 𝑝𝑌∪{𝑡 } (𝑠) ∉ 𝑌 . Then itmust be 𝑡 . So𝑝𝑋∪{𝑡 } (𝑠) =
𝑡 as well (since 𝑋 ⊆ 𝑌 ), and the inequality reduces to 𝑑 (𝑠, 𝑝𝑌 (𝑠)) ≤
𝑑 (𝑠, 𝑝𝑋 (𝑠)). But this is immediate, since 𝑌 ⊇ 𝑋 and adding more

points can only shorten the distance to the closest point. □
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