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Abstract

Although the Neural Machine Translation (NMT) framework has already been shown effective in large training data scenarios, it
is less effective for low-resource conditions. To improve NMT performance in a low-resource setting, we extend the high-quality
training data by generating a pseudo bilingual dataset and then filtering out low-quality alignments using a quality estimation based
on back-translation. We demonstrate that our approach yields significantly higher BLEU scores than those of a set of baselines.
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1. Introduction

A large-scale bilingual training dataset is an essential resource for training Neural Machine Translation (NMT)
systems. Creating high-quality large-scale bilingual training texts requires time, financial support, and professional
experts to translate a large amount of texts between two natural languages. As a result, many existing large-scale
bilingual corpora are limited to specific languages and domains. In contrast, large monolingual corpora are easier than
bilingual corpora to obtain. Although state-of-the-art approaches have generally employed monolingual datasets to
generate pseudo bilingual texts [1, 2], such approaches do not fully exploit the training data with an eye toward the
quality of the generated texts. Many approaches have thus employed monolingual data for the target language to learn
the language model more effectively. However, experiments are primarily on language pairs where the availability of
relatively large-scale bilingual datasets supports the viability of this approach.

This paper investigates an approach to expanding the training data effectively by first generating pseudo bilingual
texts and then filtering out low-quality alignments. We rely on a quality estimation based on a back-translation ap-
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proach in order to boost NMT performance through exclusion of low-quality language pairs. Generation of pseudo
bilingual texts leverages back-translation, followed by a filtering stage applied to the target monolingual texts for
removal of low-quality language pairs. If a target sentence and its back-translation are similar, the synthetic source
sentence is deemed appropriate based on its target monolingual sentence and is thus included in the filtered pseudo
bilingual dataset. Since low-quality bilingual sentences degrade NMT performance, the quality of the pseudo bilin-
gual dataset is essential. Filtering out low-quality synthetic sentences that would otherwise have been included in our
generated bilingual texts yields a high-quality training dataset for low-resource language pairs [3].

We evaluate the impact of our approach on the Persian-Spanish low-resource language pair. We show that although
state-of-the-art methods are effective for low-resource language pairs, it is more effective to use a filtered pseudo
bilingual dataset as additional training data for low-resource scenarios.

2. Related Work

In the past few years, various approaches have attempted to address the data sparsity problem in machine translation
(MT). A common approach is to exploit the availability of monolingual corpora [1, 2, 4]. More recently, data sparsity
has been addressed in MT through the exploitation of knowledge from high-resource language pairs, for example,
training a single NMT system on a mix of high-resource and low-resource language pairs [6, 7]. Another variant is the
application of transfer learning [5], pretraining an NMT system on a high-resource language pair before fine-tuning
the system on a target low-resource language pair.

Various approaches employ source-language monolingual texts to enhance translation quality under data-sparse
conditions. Domain adaptation in a low-resource setting has been addressed by training a translation model from
generated pseudo parallel texts utilizing an in-domain monolingual dataset [8]. In other related work, a pseudo parallel
dataset is generated by learning patterns employing source and in-domain monolingual target texts for cross-domain
adaptation [9]. In both of these approaches, manual filtering of relatively more accurate translated sentences is used
to revise the language model. Our work adopts a similar approach, employing generated pseudo parallel texts derived
from translation of a monolingual dataset in the target language, instead of the source language [10]. Our work differs
in that we apply automatic filtering to the resulting generated pseudo-parallel texts.

In general, data filtering is achieved in multilingual domain adaptation through application of Phrase-Based Sta-
tistical MT (PBSMT) systems: sentences are extracted from large corpora to optimize the language model as well
as the translation model [11, 12]. Such approaches are most closely related to our work in that they build a quality
estimator to obtain high-quality parallel sentence pairs. This approach has been shown to achieve better translation
performance and a reduction in time-complexity with a small high-quality corpus. This prior method filters data by
calculating similarity between source and target sentences; our approach differs in that it calculates similarity between
monolingual and synthetic target sentences.

In other related work [13], dynamic data selection is undertaken during NMT training. To sort and filter the training
dataset, language models are employed, from the source and target sides of in-domain and out-of-domain data, to
calculate cross-entropy scores [3]. In our own work, back-translation is used to filter data, as an approximation to
meaning preservation.

Dual Learning [14] as well as Round-Tripping [15, 16] simultaneously train two models through a reinforcement
learning process. These approaches use monolingual data for both source and target languages and generate informa-
tive feedback signals to train the translation models. While these approaches are shown to alleviate the issue of noisy
data by increasing coverage, our work aims to remove the noisy data. In addition, the aforementioned approaches
assume a high-recourse language pair to cold-start the reinforcement learning process, while in our work, we employ
low-resource language pairs for which high-quality seed NMT models are difficult to obtain.

3. Language Issues

Low-resource languages are those that have fewer technologies and datasets relative to some measure of their in-
ternational importance. The biggest issue with low-resource languages is the extreme difficulty of obtaining sufficient
resources for effective machine translation. Natural Language Processing (NLP) methods that have been created for
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analysis of low-resource languages are likely to encounter similar issues to those faced by documentary and descrip-
tive linguists whose primary endeavor is the study of minority languages. Lessons learned from such studies are highly
informative to NLP researchers who seek to overcome analogous challenges in the computational processing of these
types of languages [15, 19].

MT has proven successful for a number of language pairs. However, each language comes with its own challenges,
and Persian is no exception. Persian suffers significantly from the shortage of digitally available parallel and mono-
lingual texts. It is a morphologically rich language, with many characteristics shared only by Arabic. It differs from
many high-resource languages in that it makes no use of articles (a, an, the) and does not distinguish between capital
and lower-case letters. Symbols and abbreviations are rarely used. As a consequence of being written in the Arabic
script, Persian uses a set of diacritic marks to indicate vowels, which are generally omitted except in infant writing
or in texts for those who are learning the language. Sentence structure is also different from that of English. Persian
places parts of speech (e.g., nouns, subjects, adverbs and verbs) in different locations in the sentence, and sometime
even omits them altogether. Some Persian words have many different accepted spellings, and it is not uncommon for
translators to invent new words. This can result in Out-Of-Vocabulary (OOV) words [15, 19].

Spanish utilizes the Latin alphabet, with a few special letters; vowels with an acute accent (4, 4, é, 6, i), u with
an umlaut (i), and an n with a tilde (77). Due to a number of reforms, the Spanish spelling system is almost perfectly
phonemic and, therefore, easier to learn than the majority of languages. Spanish is pronounced phonetically, but
includes the trilled » which is somewhat complex to reproduce. In the Spanish IPA, the letters b and v correspond to
the same symbol b and the distinction only exists in regional dialects. The letter # is silent except in conjunction with
¢, ch, which changes the sound into #f. The Spanish language punctuation is very close to, but not the same as, English.
For example, in Spanish, exclamation and interrogative sentences are preceded by inverted question and exclamation
marks. Also, in a Spanish conversation, a change in speakers is indicated by a dash, while in English, each speaker’s
remark is placed in separate paragraphs. Formal and informal translations address several different characteristics.
Inflection, declination and grammatical gender are important features of the Spanish language [15, 19].

A number of divergences [17, 18] between low-resource (e.g., Persian) and high-resource (e.g., Spanish) languages
pose many challenges in the translation from one to the other, or vice versa. In Persian, the modifier precedes the word
it modifies, and in Spanish the modifier follows the head word (although it may precede the head word under certain
conditions). In Persian, the sentences follow a “Subject”, “Object”, “Verb” (SOV) order, and in Spanish, the sentences
follow the “Subject”, “Verb”, “Object” (SVO) order [19]. Such distinctions are exceedingly prevalent and thus pose
many challenges for machine translation [15, 19].

4. Methodology

This section describes the application of a method for filtering a bilingual dataset generated via back-translation
of a monolingual text under low-resource conditions. The resulting dataset is then employed as an additional training
corpus. We then bootstrap an attentional NMT model by iterating the filtering process until convergence.

This method contains the following steps: 1) Translating monolingual target sentences using a model trained on
bilingual corpus in target-source direction to produce synthetic source sentences. In this step, we obtain an “Unfil-
tered” pseudo bilingual texts as an addition to the unfiltered dataset; 2) Back-translating the synthetic source sentences
using a model trained on bilingual corpus in source-target direction to obtain a synthetic target sentence; 3) Calculat-
ing sentence-level similarity metric scores using the monolingual target sentences as reference and the synthetic target
sentences as candidates; 4) Sorting the monolingual target sentences and their corresponding synthetic source sen-
tences, in descending order of sentence-level similarity metric scores, and filtering out sentences with low scores. The
threshold is determined by the quality translated sentences in the development set; 5) Employing the filtered synthetic
source sentences as the source-side and the monolingual target sentences as the target-side of the pseudo bilingual
dataset. The result is referred to as “Filtered” pseudo bilingual texts, which are used as additional training data [3].

After the filtering step, bootstrapping proceeds as follows: 1) Bootstrap, employs a pseudo bilingual corpus created
using the “Parallel” model as additional data to train our NMT system; 2) Bootstrap; selects the best model on the
development set from “Bootstrap,” and trains its target-to-source model.

We employ target sentences from the generated bilingual texts that have been filtered out in the previous iteration
to train the best model. If there is no improvement over the previous iteration, bootstrapping is terminated. The
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filtered pseudo bilingual dataset and translation model are returned as output, and this process is repeated. Even if the
monolingual target sentences remain the same, the synthetic source sentences are refreshed at each iteration. In other
words, the translation quality of both the “Unfiltered” and “Filtered” pseudo bilingual datasets is improved through
the bootstrapping process until the termination criterion is met.

5. Experiments and Results

In our case study, we utilized the Tanzil corpus that contains about 67K sentence pairs. We splitted these into 60K
sentence pairs for the training set, 5K sentence pairs for the validation set, and about 2K sentence pairs for the test
set. To perform Persian-to-Spanish-to-Persian translation, for the Persian-to-Spanish experiment, we sampled an ad-
ditional 5,389 Spanish monolingual sentences from the GNOME corpus. We also sampled 8,239 Persian monolingual
sentences from the same dataset for Spanish-to-Persian translation.

We compared our system to the following baseline systems: 1) Parallel system trained on a parallel corpus in
both directions, that is used to generate a bilingual corpus (Bootstrap,,, Parallel in the case of bootstrapping); 2)
Unfiltered system trained on a concatenated parallel corpus with all generated bilingual corpora without any filtering
(Bootstrap,;, Unfiltered in the case of bootstrapping).

Following [21] for the implementation, we employed a Transformer [20] on top of PyTorch, which uses a 6-layer
Long Short-Term Memory (LSTM) encoder-decoder and the hidden layer of 1024. The training uses a mini-batch of
256 and the Stochastic Gradient Descent (SGD) with an initial learning rate of 0.1. We set the size of word embeddings
layer to 512. We also set dropout to 0.1. We used a maximum sentence length of 50 words. We also set a beam size of
8, and the model continues for 20 epochs (in both training and test steps) on a single GPU. For evaluation, we adopt
the Bilingual Evaluation Understudy (BLEU) [22] metric.

We used our 60K sentence pairs to train the first Parallel models in both directions. We then utilized these generated
models to create a pseudo bilingual corpus by translating 5,389 Spanish monolingual sentences. A concatenation of
parallel and pseudo bilingual sentences is then used to train the Unfiltered model. The application of this model yields
results indicating that the use of all pseudo bilingual texts (as an additional dataset) reduces the BLEU scores. These
results suggest that unfiltered data contain many incorrect sentence pairs which lead to reduced NMT accuracy. (See
the top section of Table 1.)

We constructed Parallel baseline NMT systems (in both directions) employing an available bilingual corpus to
obtain our filtered pseudo-parallel corpus.

Table 1. Translation results.

Threshold Development Test

Parallel Persian-Spanish 17.53 16.13
Parallel Spanish-Persian 20.47 18.71
Unfiltered 19.86 18.05
Filtered 23.69 22.23
Bootstrap, Parallel Persian-Spanish 16.05 15.32
Bootstrap, Parallel Spanish-Persian 19.23 17.69
Bootstrap, Unfiltered 25.03 23.25
Filtered 25.29 24.37
Bootstrap,, Parallel Persian-Spanish 19.35 18.78
Bootstrap;, Parallel Spanish-Persian 23.48 22.20
Bootstrap, Unfiltered 25.96 24.20
Filtered 27.32 26.02

The Bootstrap, results (middle section of Table 1) and Bootstrap, (bottom section of Table 1) show that the fil-
tered models outperform the baselines in both directions. Overall, the results indicate that, by being selective about
which sentence pairs to use from the pseudo bilingual texts, translation performance is improved in our low-resource
experiments.
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6. Conclusions

The model trained utilizing filtered pseudo bilingual texts as additional dataset yielded better translation perfor-
mance than the baselines for our case study. We further improve translation performance over the bootstrapping ap-
proach. Our results suggest that translation accuracy heavily depends on data size as well as data quality. While prior
work [2] showed that using a pseudo bilingual corpus as additional data yields in large performance improvements,
we show even greater improvements from the creation of a better pseudo bilingual corpus. The size of the usable
pseudo bilingual corpus for low-resource language pairs is very small, which indicates that filtering out very noisy
data results in higher accuracy of the NMT system.
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