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1. Introduction

Suppose we observe independent and identically distributed (i.i.d.) data vectors
{(yi, ;) : 1 <i < n} from (y,x) that follows the linear model

d
j=1

where & = (z1,...,24)" € R? with 2; = 1 is the predictor, 8* = (85,..., ;)"
is the vector of regression coefficients with 5} denoting the intercept, and ¢ is
an error term satisfying E(e|x) = 0. This setting includes the location-scale
model in which ¢ = o(x)e, o(-) : R? — R is an unknown function, and e is
independent of & and satisfies E(e) = 0. We restrict attention to the high-
dimensional regime in which the number of features d exceeds the sample size
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n, and B* € R? is s-sparse with s < n. Of particular interest is the case where
the error variable is asymmetric and heavy-tailed with only bounded second
moment.

Since the invention of Lasso in the seminal work of [46], a variety of variable
selection methods have been developed for finding a small group of covariates
that are associated with the response from a large pool. The Lasso estima-
tor 3“=* solves the convex optimization problem mingega (2n)~* 3" | (y; —
xTB)? + A||B||1, where A > 0 is the regularization parameter. The Lasso is
an {1-penalized least squares method in nature: the quadratic loss is used as
a goodness of fit measure and the ¢;-norm induces sparsity. To achieve better
performance under different circumstances, several Lasso variants have been pro-
posed and studied; see [3, 5, 14, 43, 51, 56, 57] to name a few. We refer to [8, 20]
and [49] for comprehensive and systematic introductions of high-dimensional
statistical methods and theory.

As a general regression analysis method, the Lasso, along with many of its
variants, has two potential downsides. First, the regularized least squares meth-
ods are sensitive to the tails of error distributions, even though various alterna-
tive penalties have been proposed to achieve better model selection performance.
Consider a Lasso-type estimator that solves the penalized empirical risk mini-
mization minger»{(1/n) > i, {(y; — I B) + A||B||1}, where £(z) : R — [0, 00)
is a general loss function. The effects of the loss and noise on estimation er-
ror are coded in the vector {¢'(g;)}"_;. When ¢ is the quadratic loss and ¢ is
heavy-tailed, this vector is likely to have relatively many large coordinates. As
a result, the combination of the rapid growth of ¢ with heavy-tailed sampling
distribution inevitably leads to outliers, which will eventually be translated into
spurious discoveries. Secondly, the ¢;1-penalty introduces nonnegligible estima-
tion bias [14, 56]. For correlated designs, the bias of the Lasso may offset true
signals and creates spurious effects, leading to inconsistency in support recovery.
Technically, this is expressed as the irrepresentable condition for the selection
consistency of the Lasso [55]. Under restricted eigenvalue type conditions, the
Lasso and its sorted variant Slope [1, 2] do achieve rate optimality for predic-
tion and coefficient estimation. However, they do not benefit much from strong
signals because the bias does not diminish as signal strengthens. Under the re-
stricted isometry property (on the design) and Gaussian errors, [39] derived the

lower bound for the minimax risk: inf g supg-cq(s,q) E||B — 8*|2 > 02s/n when
a 2 o+/log(ed/s)/n, where Q(s,a) = {8 € R? : ||B]lo < s, minj.g, 20 |3;| > a}.
For estimating such sparse vectors with sufficiently strong signals, Lasso can
not achieve the oracle rate without a variant of the irrepresentable condition
[37, 55], which is a condition on how strongly the important and unimportant
variables can be correlated. This condition, however, is in general very restric-
tive; see [56] for counterexamples and numerical demonstrations. Recently, [23]
provided precise descriptions of the lower and upper irrepresentable conditions,
proven to be necessary and sufficient for the selection consistency of Lasso, and
also pointed that the Lasso estimator cannot achieve selection consistency and
\/n-consistency simultaneously under general conditions.
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In the presence of heavy-tailed noise, outliers occur more frequently and may
have a significant impact on (regularized) empirical risk minimization when the
loss grows quickly. When the regression error ¢ only has finite second moment,
the Lasso still achieves the minimax rate y/slog(d)/n (under ¢3-norm) but with
worse deviations [28]. To reduce the ill-effects of outliers, a widely recognized
strategy is to use a robust loss function that is globally Lipschitz continuous
and locally quadratic. A prototypical example is the Huber loss [21]:

[ 2?)2 if |z] < 7,
lr(z) = { Tlx| —72/2  if |z| > T, (1.2)

where 7 > 0 is a robustification parameter that controls the tradeoff between
the robustness and bias. Next, to alleviate the nonnegligible estimation bias in-
troduced by ¢;-regularization, [14] introduced a family of folded-concave penal-
ties, including the smoothly clipped absolute deviation (SCAD) penalty [14],
minimax concave (MC+) penalty [52], and the capped ¢;-penalty [41, 54].
These ideas motivate the following nonconvex (folded concave) regularized M-
estimator

BeRC

d
Be argmin{ﬁi(ﬁ) +pr(5j)}, (1.3)

where £,(8) = (1/n) St € (y; — xFB) is the empirical loss, 7 > 0 is a robus-
tification parameter, and py : R — [0,00) is a concave penalty function with a
regularization parameter A > 0. We refer to [53] for a comprehensive survey of
folded concave regularized methods.

In practice, it is inherently difficult to solve the nonconvex optimization prob-
lem (1.3) directly. Statistical properties, such as the rate of convergence under
various norms and oracle properties, are established for either the hypothetical
global optimum that is unobtainable by any practical algorithm in polynomial
time, or some local optimum that exists somewhere like a needle in a haystack.
To mitigate the gap between statistical theory and algorithmic complexity, we
apply an iteratively reweighted ¢;-penalized algorithm, which originates from
[58], to adaptive Huber regression. This multi-step regularized robust regression
procedure (provably) yields an estimator with desired oracle properties, and is
computationally efficient because it only involves solving a sequence of (uncon-
strained) convex programs. Our theoretical analysis is based on and improves
upon [16], who established the statistical and algorithmic theory for the iter-
atively reweighted ¢1-penalized least squares regression estimator. The aim of
this paper is to explore a general class of robust loss functions, typified by the
Huber loss, not merely for the purpose of generality but owing to a real downside
of the quadratic loss. Typified by the Huber loss, our general principle applies
to a class of robust loss functions as will be discussed in Section 4. Software im-
plementing the proposed procedure and reproducing our computational results
is available at https://github.com/XiaoouPan/ILAMM.


https://github.com/XiaoouPan/ILAMM

Iteratively reweighted penalized robust regression 3291

1.1. Related literature

Nonasymptotic or finite-sample analysis of regularized regression methods be-
yond least squares, such as regularized empirical risk minimization (ERM) or
M-estimation with a non-quadratic loss, can be divided into three categories
depending on the form of the regularizer/penalty.

£1-REGULARIZATION: For high-dimensional sparse linear models, [38] and [15],
respectively, proposed a robust version of Lasso based on geometric median
and /;-penalized Huber’s M-estimator. Both estimators achieve sub-Gaussian
deviation bounds when the regression error only has finite variance. In such a
heavy-tailed case, [28] showed that the Lasso still achieves the minimax rate
under expectation but with much worse deviations. When the regression error
only has finite (1 + §)-th absolute moment for some ¢ € (0, 1), [44] established
exponential deviation bounds for ¢;-penalized adaptive Huber regression esti-
mator with a more delicate choice of the robustification parameter. For more
general penalized M-estimators with a convex and Lipschitz continuous loss, [1]
established both estimation bounds and sharp oracle inequalities. Their results
do not require a local strong convexity on the loss function, thus also including
the hinge loss and quantile regression loss. For nonconvex loss functions with a
redescending derivative, typified by Tukey’s bisquare loss, [36] proved the sta-
tistical consistency of the ¢;-penalized estimator subject to an ¢s-constraint to
stationary points.

FOLDED CONCAVE REGULARIZATION: For folded concave penalized M-estima-
tors subject to a convex side constraint, [31] and [32] were among the first to
provide rigorous statistical and algorithmic theory for local optima. They quan-
tified statistical accuracy by providing bounds on ¢ /¢>- and prediction errors
between stationary points and the population-level optimum. They also pro-
vided conditions under which the stationary point is unique, and proposed a
composite gradient algorithm for provably solving the constrained optimization
problem efficiently. In the context of generalized linear models with a sufficiently
smooth link function and bounded covariates, [32] proved under the scaling
n > s%log(d) that the nonconvex regularized program subject to an £;-ball con-
straint has a unique stationary point given by the oracle estimator with high
probability. For linear regression with symmetric heavy-tailed errors, [30] studied
statistical consistency and asymptotic normality of nonconvex regularized ro-
bust M-estimators (also subject to an ¢1-ball constraint) with a locally strongly
convex loss. For sub-Gaussian covariates, [30] proved the uniqueness of a sta-
tionary point which has ¢5- and ¢;-error bounds in the order of \/slog(d)/n and
s\/w, respectively. Furthermore, under the scaling n > max{s?, slog(d)}
and the beta-min condition ||B%||min 2 A + v/log(s)/n, this stationary point
coincides with the oracle estimator.

In this paper, we address nonconvex regularized robust regression from a
different angle. Motivated by the local linear approximation (LLA) algorithm
proposed by [58], we apply an iteratively reweighted ¢;-penalized algorithm to
adaptive Huber regression, which involves solving a sequence of (unconstrained)
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convex programs. We simultaneously analyze the statistical property and algo-
rithmic complexity of the solutions produced by such an iterative procedure.
For sub-exponential covariates and asymmetric error with finite variance, we
show that the multi-step penalized estimator, after O(log s + log(logd)) itera-
tions, achieves exponential deviation bounds with £5- and #¢;-errors in the order
of v/s/n and s/+/n, respectively, under the scaling n 2> slog(d) and the above
beta-min condition. The strong oracle property can be obtained under slightly
stronger moment condition and the scaling n > max{s?, slog(d)}.

{y-REGULARIZATION: Another popular class of sparse recovery algorithms is
based on directly solving £y-constrained or £p-penalized empirical risk minimiza-
tions, which naturally produces sparse solutions. Such a formation is NP-hard,
and believed to be intractable in practice. Despite its computational hardness,
many practically useful algorithms have been proposed to solve {y-regularized
ERM, while the statistical properties beyond least squares regression are much
less studied. We refer to [4] and [19] for two comprehensive survey articles on
lo-regularized regression methods.

The idea of having the robustification parameter grow with the sample size
in order to achieve exponential deviations even when the sampling distribu-
tion only has finite variance dates back to [9] in the context of mean estimation.
Therefore, the robustness considered in this paper is primarily about nonasymp-
totic exponential deviation of the estimator versus polynomial tail of the error
distribution. The resulting procedure does sacrifice a fair amount of robustness
to adversarial contamination of the data. To echo the message in [9], the motiva-
tion of this work is different from and should not be confused with the classical
notion of robust statistics.

From a variable selection perspective, this paper focuses on oracle properties
of multi-step penalized robust regression estimators when the signal is suffi-
ciently strong. While allowing for heavy-tailed noise, the high-dimensional fea-
ture vector & € R? is assumed to have either sub-exponential or sub-Gaussian
tails. For more complex problems in which both the covariates and noise can
be (i) heavy-tailed and/or (ii) adversarially contaminated, the estimator ob-
tained by minimizing a robust loss function is still sensitive to outliers in the
feature space. To achieve robustness in both feature and response spaces, recent
years have witnessed a rapid development of the “median-of-means” (MOM)
principle, which dates back to [40] and [22], and a variety of MOM-based proce-
dures for regression and classification in both low- an high-dimensional settings
[12, 13, 26, 27, 33, 35]. We refer to [34] for a recent survey. An interesting open
problem is how to efficiently incorporate the MOM principle with nonconvex
regularization or iteratively reweighted /;-regularization so as to achieve high
degree of robustness and variable selection consistency simultaneously.

1.2. Notation

Let us summarize our notation. For every integer k& > 1, we use R* to denote the
k-dimensional Euclidean space. The inner and Hadamard products of any two
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vectors w = (uy,...,ug)",v = (vy,...,v;)" € R¥ are defined by u™ = (u,v) =
Zle u;v; and wov = (u1v1, ..., upvx)", respectively. We use |- ||, (1 < p < 0)
to denote the £,-norm in R¥: ||ul|, = (Zle |u;|P)Y/P and ||u]|oo = max)<i< [uil-
Moreover, we write ||w||min = minj<;<y |u;]. For k& > 2, Skt = {u € RF :
|ull2 = 1} denotes the unit sphere in R¥. For any function f : R + R and
vector u = (uq,...,ux)" € RF, we write f(u) = (f(u1),..., flur))" € R

For k > 2, I represents the identity /unit matrix of size k. For any k x k
symmetric matrix ¥ € R*** ||S||; is the operator norm of ¥, and we use
Amin(X) and Apax(X) to denote the minimal and maximal eigenvalues of 3,
respectively. For a positive semidefinite matrix ¥ € R¥*¥ || . || denotes the
norm linked to ¥ given by |lul|s = ||Z'/?ul|2, u € R, For any two real numbers
w and v, we write ©Vv = max(u,v) and uAv = min(u, v). For any integer d > 1,
we write [d] = {1,...,d}. For any set S, we use |S| to denote its cardinality,
i.e., the number of elements in S.

2. Regularized Huber M-estimation

We first revisit the ¢1-penalized Huber regression estimator in Section 2.1, and
point out two different regimes for the robustification parameter 7. In Sec-
tion 2.2, we propose a multi-step procedure, which is closely related to folded
concave regularized Huber regression, for fitting high-dimensional sparse models
with heavy-tailed noise. This multi-step penalized robust regression method not
only is computationally efficient, but also achieves optimal rate of convergence
and oracle properties, as will be studied in Sections 2.3 and 2.4. Throughout,
S =supp(B*) = {1 <j < d:Bj # 0} C [d] denotes the active set and s = |S]
is the sparsity.

2.1. £1-penalized Huber regression

Given i.i.d. observations {(y;, z;)}?_; from the linear model (1.1), consider the
{1-regularized Huber M-estimator, which we refer to as the Huber-Lasso,

Bt ¢ argmin{L,(8) + A8}, (2.1)
BER?

where ET() is the empirical loss function defined in (1.3). Statistical properties
of the penalized Huber M-estimator have been studied by [1, 15, 24, 30] under
different assumptions. A less-noticed problem is the connection between the
robustification parameter and the error distribution, which in turn quantifies
the tradeoff between robustness and unbiasedness. Recent studies by [44] reveal
that the use of Huber loss is particularly suited for heavy-tailed problems in both
low and high dimensions. With a properly chosen robustification parameter,
calibrated by the noise level, sample size and parametric dimension, the effects
of the heavy-tailed noise can be removed or dampened.

Remark 2.1. In practice, it is natural to leave the intercept or a given subset of
the parameters unpenalized in the penalized M-estimation framework. Denote
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by R be a user-specified index set of unpenalized parameters, which contains at
least index 1. . A modified Huber-Lasso estimator is then defined as the solution
to mingega { L (B) +Al|Bre 1}, where [|Bre|l1 = 3= ;cre [B;]- Similar theoretical
analysis can be carried out with slight modifications, and thus will be omitted
for ease of exposition.

We first impose the following assumptions on the data generating process.
The (random) covariate vectors are assumed to be sub-exponential/sub-gamma
[6], and we allow the regression errors to be heavy-tailed and asymmetric.

Condition 2.1. There exist some constant o4,co > 1 such that P(|u"x| >
oxt) < coe tfor all u € S9! and t > 0. For simplicity, we set ¢ = 1. Moreover,
Y = E(xx") is positive definite with p; = Apin(X) > 0. The regression error &
satisfies E(e|z) = 0 and E(e2|x) < 02 almost surely.

Theorem 2.1. Assume that Condition 2.1 holds for model (1.1). For every
t > 0, any optimal solution BH’L"‘SS" to the convex program (2.1) with 7 =<

ooy/n/(logd +t) and A < 094/(logd + t)/n satisfies
Gri-Lasso — B*||2 < c102(logd + t)'/? 2 and
18 g
n

o~ « 5
|B7 = — By < caoa(logd +1)'/2—

Jn

with probability at least 1 — 3e™t as long as n > c3(slogd +t), where ¢;—c3 are
constants that are independent of (n,d, s) and t.

(2.2)

Theorem 2.1 provides the error bounds for the one-step penalized estimator,
and paves the way for our subsequent analysis for the multi-step procedure.
Theorem 2.1 is a modified version of Theorem B.2 in [44] (when 6 = 1) with
an explicit relation between deviation bound and confidence level under slightly
relaxed moment condition on the design. When the (conditional) distribution
of € is symmetric, 8* can be identified as 3* € argmingcga EZT (B). Then, with
a fixed 7 (e.g. 7 < 03), Theorem 2.1 can also be obtained as a special case of
Theorem 2.1 in [1] when the feature vector « is sub-Gaussian.

2.2. Iteratively reweighted £1-penalized Huber regression

For fitting sparse regression models, the Lasso-type estimators typically exhibit
a suboptimal rate of convergence, as compared to the oracle rate achieved by
nonconvex regularization methods, under a minimum signal strength condition
[39, 53], also known as the beta-min condition [8, Section 7.4]. However, as noted
previously, directly solving the nonconvex optimization problem (1.3) is compu-
tationally challenging. Moreover, statistical properties are only established for
the hypothetical global optimum (or some stationary point), which is typically
unobtainable by any polynomial time algorithm.

Inspired by the local linear approximation to folded concave penalties [58],
we consider a multi-stage procedure that solves a sequence of convex programs
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up to a prespecified optimization precision. This is an iteratively reweighted
{1-penalized algorithm, which is similar in spirit to the iteratively reweighted
basis-pursuit algorithms studied in [18]. Let px(-) be a differentiable penalty
function as in (1.3) and recall that ET() is the empirical loss function. Starting
with an initial estimate B(O) = (§§0), ceey Ar(lo))T, consider a sequence of convex
optimization programs {(P¢)}e>1:

d
ﬁ—(ﬂTi.l}ﬂd)T{ T z:: A8 |/3J|} (Pe) (2.3)

for ¢ =1,2,..., where ,8(2) = (ﬁ . ,,Bd ) is the optimal solution to program
(Py). Followmg [53], we assume the following conditions on the penalty function
Dx.

Condition 2.2. The penalty function py is of the form py(t) = A%p(t/)) for
t € R, where p : R — [0,00) satisfies: (i) p(t) = p(—t) for all ¢ and p(0) = 0;
(ii) p is nondecreasing on [0, 00); (iii) p is differentiable almost everywhere on
(0,00) and limy o+ p'(t) = 15 (iv) p'(t1) < p/(t2) for all t1 > t5 > 0.

Prototypical examples of the penalty function p(-) in Condition 2.2 include
the ¢;-function, the SCAD penalty [14], MC+ penalty [52], and capped-¢; func-
tion [54].

1. (SCAD) p(t) = [ min{1, (1 — =), }du and p/(t) = sign(t) min{1, (1 —

IZ\:ll )+ } for some a > 2. By a Bayesian argument, [14] suggested the choice
of a =3.7.

2. (MC+H) p(t) = |tl(l —u/a)+du and p'(t) = sign(t)(1 — |t|/a)+ for some
a>1.

3. (Capped-£1) p(t) = min(a, |t|) and p'(t) = I(|t| < a) for some a > 0.

For each ¢ > 1, program (P;) corresponds to a weighted ¢;-penalized empir-
ical Huber loss minimization of the form

min (2 (8) + |xo B} (24)

where X = (A1,...,Aq)" is a d-vector of regularization parameters with A; > 0.

By convex optimization theory, any optimal solution B to the convex program
(2.4) satisfies the first-order condition

VL (B)+Ao€ =04 forsome &= (&1,...,6)" € 9|81 € [-1,1)7,

where VL, (8) = (=1/n) Y1, €. (y; — =7 B)x;.
Definition 2.1. Following the terminology in [16], for a prespecified tolerance

level € > 0, we say 3 is an e-optimal solution to (2.4) if w>\(,§) < ¢, where

. ° d
wa(B) := €edHﬂnlnvc( )+ Aofllw, BER (2.5)
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In view of Definition 2.1, for a prespecified sequence of tolerance levels {e;}¢>1,
we use B = (ﬁy), ey ((f))T to denote an eg-optimal solution to program (P;),
that is,

min {£.(8) + A e 8|1},
BeR

where A(—1) = p’)\(|5(€_1)\). For simplicity, we consider a trivial initial esti-
mator 3(®) = 0. Since pﬁ\(|§§0)|) = p\(0) = X for j = 1,...,d, the program
(P1) coincides with that in (2.1). In Section 3, we will describe an iterative
local adaptive majorize-minimization (I-ILAMM) algorithm which produces an
e-optimal solution to (2.4) after a few iterations.

The above procedure is sequential, and can be categorized into two stages:
contraction (¢ = 1) and tightening (¢ > 2). As we will see in the next subsec-
tion, even starting with a trivial initial estimator that is fairly remote from the
true parameter, the contraction stage will produce a reasonably good estimator
whose statistical error is of the order 4/log(d) - s/n. Essentially, the contraction
stage is equivalent to the ¢;-penalized Huber regression in (2.1). A tightening
stage further refines this coarse contraction estimator consecutively, and even-
tually gives rise to an estimator that achieves the oracle rate y/s/n under a
weak beta-min condition.

2.3. Deterministic analysis

To analyze the statistical properties of {B(Z)} ¢>1, we first define a “good” event
regarding the restricted strong convexity (RSC) property of the empirical Huber
loss over a local £1-cone.

Definition 2.2. For some 7,1,k > 0, define the event

_ : (VL. (B) - VL(B"),8—B7)
Eir ) = {aemﬁ&émm 15— 53 - }  (@9)
where B(r) = B4(r) = {6 € R? : ||6]|2 < r} is an fy-ball and C(I) := {6 € R? :
I6]l1 < 1]|d]|2} is an £1-cone. Here B+ B(r)NC(l) ={B+4d: 6 € B(r) NC(I)}.

Throughout the following, we assume that the penalty function py(-) satisfies
Condition 2.2. Moreover, define

w* = VL. (8*) —VL(B8*) and bf=|VL (8|2, (2.7)

where £,(8) = EET(ﬂ) is the population loss. Here w* € R? is the centered
gradient vector which corresponds to the stochastic error, and b} quantifies the
(deterministic) approximation bias induced by the Huber loss. See Lemma A.1
in the Supplementary Material for an upper bound on the bias.

Remark 2.2. In this paper, we introduce the bias term b} into the results
primarily because the error distribution, if not specified, can be asymmetric.
This term is typically nullified in the literature due to two reasons. First, under
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the symmetry assumption that € (conditional on x) is symmetric around zero,
E{¢. (¢)x} = 0 for any 7 > 0. Secondly, it is sometimes assumed that x; and
¢; are independent, and both have zero means. Again, for any 7 > 0, it follows
that E{¢. (e)x} = E{¢.(¢)} - E(z) = 0. In these two scenarios, the bias term b}
vanishes for any given 7.

Proposition 2.1. Let A\, r,x > 0 satisfy
A>TV > 2557 s/2N (2.8)

Then, conditioned on the event & (r, 1, ) N{A > 2(||w*||oc +€1)} with I = 65'/2,
any e1-optimal solution 31 of program (P;) satisfies

181 — B*||2 < 2.55"1sY/2A. (2.9)

Proposition 2.1 is deterministic in the sense that the error bound (2.9) holds
conditioning on the event & (r, 1, k) N{A > 2(||w*||oc+€1)}. Under Condition 2.1
(sub-exponential design and heavy-tailed error with finite variance), we will
establish the delicate choices of A, €1, and sample size requirement in order
that this event occurs with high probability. Specifically, we will show that

slog(d)
n

18D = B*l2 < o with high probability as long as n = slog(d).

Next, we investigate the statistical properties of {5“)}(422 in the tighten-
ing stage. We impose a minimum signal strength condition on ||B%|min =
minjes \6]"»‘|, so that the error rate obtained in Proposition 2.1 is improvable
[39, 53]. Recall that s = |S].

Proposition 2.2. Assume there exists some v > 0 such that p’(y) > 0. Let
A> sV k> V5/(29), (2.10)
and choose ¢ > 0 so that
0.50"(7)(? + 1)Y2 + 2 = ckry. (2.11)

Set I = {2 + p,?v)}(CQ +1)1/2s1/2 4 %31/2 and let r > 0 satisfy

perude . — C’ysl/QA <r. (2.12)

Under the minimum signal strength condition ||3%||min > YA, and conditioned
on event & (1,1, k) N{A > -2~ (||w*||oo + maxy>1 €7)}, the e-optimal solutions

~ p'(7)
BY (£ > 2) satisfy

18 — B2
<0 (1B = Bz + 5 {185 — Al + [wlz + s' e + 07}

—.pora

(2.13)
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where § = v/5/(2vk) € (0,1). Furthermore, it holds
18 — B*[|y < 6~ 1remde 4 (1 — §)"10" for any £ > 2. (2.14)

Proposition 2.2 unveils how the tightening stage improves the statistical rate:
every tightening step shrinks the estimation error from the previous step by a
d-fraction. The second term on the right-hand side of (2.13) or (2.14) dominates
the fs-error, and up to constant factors, consists of three components,

IPA(BSI =)z, [ws ]2 + b7 and s'/%¢
shrinkage bias oracle rate plus approx. bias optimization error

We identify ||p) (|85 —~A)||2 as the shrinkage bias induced by the penalty func-
tion. This explains the limitation of the ¢;-penalty py(t) = A|t| whose derivative
pi(t) = Asign(t) (¢t # 0) does not vanish regardless of the signal strength. In-
tuitively, choosing a proper penalty function py(-) with a descending derivative
reduces the bias as signal strengthens. The second term, ||w¥||2+b%, reveals the
oracle property. To see this, consider the oracle estimator defined as

~ ~ 1 &
B°* = argmin £, (8) = argmin — Z&(yi —x; 5Bs). (2.15)
B:Bsc=0 B:Bsc=0T i1

Since s = |S| < n, the finite sample theory for Huber’s M-estimation in low
dimensions [44] applies to 3°®, indicating that with high probability,

18°™ = B7ll2 < llwsll2 + b7

According to Definition 2.1, the last term s'/2¢, demonstrates the optimization
error, which will be discussed in Section 3.

The_above results provide conditions under which the sequence of estima-
tors {ﬁ(e)}521 satisfies the contraction property and, meanwhile, falls in a local
neighborhood of B*. Another important feature of the proposed procedure is
that the resulting estimator satisfies the strong oracle property, as demonstrated
by the following result. Let {B(Z)}Ql be any optimal solutions to the convex
programs {(P/)}¢>1 in (2.3) with B = 0. Similarly to Definition 2.2, we define
the following event in regard of the restricted strong convexity of the empirical
Huber loss. For some r,l, k > 0,

B . (VL.(8) - VL(8"),8 —B")
Ealr by ) := {(ﬂ/ﬁ’l’I)lgC(r,l) 18" —B"|3 - H}‘ (216)

{(B1,B2) : B1 € B2+ B(r) NC(l), B2 € B* + Bx(r),supp(B2) €

{B € R? : ||B|ls < r}. Moreover, define the “oracle” score

where C(r,1) =
S} and Byx(r)
w™ € R? as

w® = VL, (8°), (2.17)

which satisfies wg® = 0.
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Proposition 2.3. Suppose there exist constants 1 > v > 0 such that p’(v) €
(0,1/2], p’(v1) = 0. For a prespecified ¢ € (0,1), let x > 1.25/(d9) and choose
co > 0 so that

14 0.5p (v0) (2 + 1)Y? = coro. (2.18)

Moreover, set I = {2 + ﬁ}(cg + 1)Y/251/2 and let r > coyos'/2\. Then,

conditioned on the event

{0 < 290 0 fiom - 51 < -

|oo S .
50K
N {187 — B*||s < 7} N &1, k), (2.19)

the strong oracle property holds under the minimum signal strength condition
185 llmin > (v0 +71)A: BE) = B for all £ > [log(s'/?/5)/log(1/5)].

The proofs of Propositions 2.1, 2.2 and 2.3 are provided in the Supplementary
Material.

2.4. Random analysis

In this section, we complement the previous deterministic results with proba-
bilistic bounds on the random events of interest. To be more specific, events
E1(ry 1, k) and &(r, 1, k) correspond to the RSC properties of £.(-). The order
of the regularization parameter A depends on ||w*||s, where w* = VL, (8") —
VL.(B*) is the centered score function evaluated at B*. The oracle conver-
gence rate depends on the />-norm of w% € R?, the subvector of w* indexed
by S.

Under Condition 2.1, = (x1,...,24)" is sub-exponential and ¥ = E(zx™) =
(0jk)1<j,k<da is positive definite. Here we do not require the components of  to
have zero means. Moreover, given the true active set S C [d] of 3*, we define
the following s x s principal submatrix of 3:

S =E(xsxs), where xs € R is the subvector of  indexed by S.  (2.20)

Throughout, “<” and “2” stand for “<” and “>", respectively, up to constants
that are independent of (n,d, s) but might depend on those in Condition 2.1.
In particular, define

s&%{@(mw)‘*}1/4/{1@(33%)2}1/2
= sup {E(u™S7V2z)4}V/1 > 1, (2.21)

u€eSd—1

Pz

which is a constant depending only on 0.
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Proposition 2.4. Assume Condition 2.1 holds, and let p, = Apax(X). Then,
for any t > 0,
Lo (VLA(B) -~ VL(8).8 - )
in s
BEB+B(r)NC(1) 18— ﬁ Hz

4pz Cooa— log \/i— <;> = (2.22)

holds with probability at least 1 — e~ as long as 7 > max{Cj02,Csor} and
n > log(2d), where Cy, Cy are absolute constants and Cs depends only on o,.

The next proposition provides high probability bounds on ||w* || and [[w|[2,
where w* = VL, (8*) — VL.(8%).

Proposition 2.5. Assume Condition 2.1 holds. For any ¢ > 0, the centered
score w* € RY satisfies

(2.23)

log(2 log(2
0" o szam{@ el bt losl ‘””}.

n 2n

with probability at least 1 — e~t, and

" 25+t 25+t
|ws||2§30m<02\/ T T >, (2.24)

with probability at least 1 — e~

Similarly to Theorem 2.1, Propositions 2.4 and 2.5 are also modified versions
of Lemmas C.4 and C.6 in [44] under a weaker sub-exponential condition on
the feature vector . Therefore in the proofs, we only provide the necessary
steps that help improve upon the existing results. Together, Propositions 2.4
and 2.5 reveal the impact of the robustification parameter on the statistical
properties of the resulting estimator. As discussed in Section 2.3 above, the
order of ||w(B*)s]||2 determines the oracle rate of convergence. In Theorem 2.2,
we show that after only a small number of iterations, the proposed procedure
leads to an estimator that achieves the oracle rate of convergence. Recall from
Section 2.2 that {,8(5)}#1727__ is a sequence of €,-optimal solutions of the convex
programs (2.3), initialized at 8 = 0.

Theorem 2.2. Assume Conditions 2.1 and 2.2 hold, and there exist some vy; >
Yo > 0 such that

Yo >V5/p1, P(7) >0, p'(t)=0 forallt>n~. (2.25)

Given ¢ > 0, suppose the sample size satisfies n 2 slogd + ¢, and ¢, < /1/n
for all ¢/ > 1. Moreover, suppose that we choose a regularization parameter
A =< 094/(logd +t)/n, and let 7 satisfy

n
< < - RS < s1/2), 2.2
UzNTwazw/logdH and by = [|[E{€,(e)z}2 < 577N (2.26)
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Then, under the minimum signal strength condition ||B3%|lmin > (70 + 71)A, the

multi-stage estimator 3T with T > [%1 satisfies the bounds

~ t t
1BD = B S ooy [ Tt 472 pr and
n n
~ [s+t s+t (2.27)
H/@(T) _ﬂ*lll 5 51/2 (UQ n T n + bj—)

with probability at least 1 — 3e™*.

We refer to the conclusion of Theorem 2.2 as the weak oracle property in the
sense that the proposed estimator achieves the same rate of convergence as the
oracle 3°™ which knows a priori the support S of 3*. We keep the two terms
7(s 4+ t)/n and b% in the upper bounds of (2.27) to keep track the impact of T
on the estimator error: the former is part of the stochastic error and the latter
characterizes the bias. Below are two cases that are of general interests.

1. (Symmetry) As discussed in Remark 2.2, if € (conditional on ) is sym-
metric around zero, then b% = 0 for any 7 > 0. To certify (2.2), 7 can be
taken as a constant-multiple of o5, and the resulting error bounds become

~ 4 ~ t
18T =87l S 720/ 0 and BT - 671 S 51200

with probability at least 1 — 3e™*.
2. (Asymmetry) When the conditional distribution of ¢; is asymmetric, there
will be a bias-robustness tradeoff. If € only has bounded second moment, by

*

Lemma A.1 in the Supplementary Material we have b* < 037! although

7br — 0 as 7 — oo. Then, the multi-step iterative estimator B(T) with
T < 09y/n/(s + logd + t) satisfies, under the scaling n > slogd + ¢, that

~ logd +t
||ﬂ(T)_g*||2502,/m and
n
18D — B*||; < 52091 [s+logd +1t
n

with probability at least 1 — 3e™*.

A more intriguing result, as revealed by the following theorem, is that our
estimator achieves the strong oracle property, namely, it coincides with the
oracle with high probability. Here we need slightly stronger moment conditions
than those in Condition 2.1, that is, the random predictor x is sub-Gaussian and
the noise variable ¢ satisfies an Lo,,-Lo norm equivalence for some 7 € (0, 1].

Condition 2.3. There exists o5 > 1 such that P(ju”z| > o4t) < 2¢~+/2 for all
u € S and ¢t > 0. Moreover, ¥ = (0;;;) = E(za™) satisfies p; = Amin(X) > 0
and

max [| 35 (Xss) " 1 < Ao (2.28)
JES®
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for some Ag > 0. The random error ¢ satisfies E(e|x) = 0 and E(e?|z) < 03,
and {E(|g|>*"|z)}Y/ ) < a, {E(e?|2)}'/? (almost surely) for some 7 € (0, 1]
and a, > 1. Moreover, € satisfies the anti-concentration property: there exists a
constant ag > 0 such that

Pla <e <blx) <ap(b—a) foralla<b. (2.29)

Theorem 2.3. Assume Conditions 2.2 and 2.3 hold, and there exist some ~; >
Yo > 2.5/p; such that p'(y0) > 0, p/(t) = 0 for all ¢ > ~;7. For any ¢ > 0 and
q > max(s,logd), let A < o34/(logd +t)/n and 7 =< o9y/n/(q +t). Moreover,
assume the sample size satisfies n > max{slogd + t, (q + t)**1/"(logd)~'/"},
and the beta-min condition ||B%||min > (70 + 71)A. Then, with probability at

least 1 — 8e¢~t, B = B°= provided ¢ > [log(s'/2/8)/log(1/8)], where 6§ :=
2.5/(pivo) € (0,1).

Theorem 2.3 provides a useful complement to Theorem 2 in [30], and differs
from it in two aspects. First, the latter studies the estimator obtained by solving
the folded concave penalized optimization program in (1.3) subject to an ¢;-ball
constraint in order to ensure the existence of local/global optima. Secondly,
Theorem 2 in [30] establishes the strong oracle property for any stationary
point B of the program (1.3) (with an £;-ball constraint) that falls inside a
local neighborhood of 3*. In contrast, Theorem 2.3 concerns the strong oracle
property of the proposed iteratively reweighted ¢;-penalized estimator obtained
by solving a sequence of (unconstrained) convex programs (2.3).

Remark 2.3. A direct consequence of the strong oracle property is variable
selection consistency, saying that

]P’{supp(B(e)) = S} —1 as n,d— oo.

In particular, assume Condition 2.3 holds with 7 = 1, implying that e satisfies
an L3-Ly norm equivalence. Then, Theorem 2.3 implies that the multi-step esti-
mator B with X\ < g9+/(logd)/n, 7 < 091/n/(s + logd) and £ < log s achieves
variable selection consistency as n, d — oo under the scaling n > max(slog d, s?)
and the necessary beta-min condition [|3%||min 2 02+/10g(d)/n [39].

As previously noted, Lasso [46] achieves desirable risk properties, in terms of
both estimation and prediction, under mild conditions, yet its variable selection
consistency requires much stronger assumptions [23, 37, 48, 55]. In addition
to sub-Gaussian errors, it requires a stronger beta-min condition—/|3%||min 2

024/ (slogd)/n, and the irrepresentable condition
?é%;ccnzjs(zss)*lnl <ap < 1. (2.30)
See, for example, Chapter 7 in [8] and Section 7.5 in [49]. We also refer to [23]

for the precise lower and upper irrepresentable conditions, which are necessary
and sufficient for the variable selection consistency of Lasso.
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3. Optimization algorithm

In this section, we use the local adaptive majorize-minimization (LAMM) prin-
cipal [16] to derive an iterative algorithm for solving each subproblem (P,) in
(2.3):

in{L, A (=1,2,...
Isnéﬁ'b{ (ﬁ)"‘” 06”1}7 » Sy ’

where A~D = A7V AT € RY with AT > 0. Specifically, AT =
0 for some j means that the j-th coefficient is not penalized.

3.1. LAMM algorithm

To minimize a nonlinear function f(-) on R?, at a given point 3*), the majorize-
minimization (MM) algorithm first majorizes it by another function g(- |3*)),
which satisfies

9(BIB%) > f(B) and ¢(B®(B%) = f(B™) for any B € R?,

and then compute 3*+1 = argmingega g(8|B™")) [25]. The objective value of
such an algorithm is non-increasing in each step, because

F(B*D) € (a0 | g0) < g(a0 | g0 = (a0, @)

where inequality (i) is due to the majorization property of g(-|3%*)) and in-
equality (ii) follows from the definition B*+1). [16] observed that the global
majorization requirement is not necessary. It only requires the local properties

F(B*Y) < g(B*VIB®) and g(B8M(B8W) = f(81) (3.2)

for the inequalities in (3.1) to hold.

__ Using the above principle, it suffices to locally majorize the objective function
L:(8) in the penalized optimization problem. At the k-th step with working
parameter vector 3¢~ we use an isotropic quadratic function, that is,

F(B;0,847Y) = £,(844Y)
+ (VL (BEFD), 8- pER-1) 4 gllﬂ —pERIE (3.3)

to locally majorize £, (3) such that
F(BUR; 08, grD) > £,(84H), (3-4)

where ¢(“%) is a proper quadratic coefficient at the k-th update, and 8% is
the solution to

min{ F(8; 6, 8*~1) + A1) o B]]1}.
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It is easy to see that BF) takes a simple explicit form
BER) = 50 (BERD — WL (BER—1) /g0 A g(0h)), (3.5)

where Sgopt (3, A) := (sign(8;) max{|B;| — A;,0})=1,... 4 is the soft-thresholding
operator. For simplicity, we summarize and define the above update as (%) =
T)\([—l),(p(é,k)(/B(Z’kil)). Using this simple update formula of 3, we iteratively
search for the pair (¢(“*), B(*)) that ensures the local majorization (3.4). Start-
ing with an initial quadratic coefficient ¢ = ¢q, say 10™4, we iteratively increase
¢ by a factor of v, > 1 and compute

BER) = Ty ey yiem (BEFD) with 4% =k~ 1gy,

until the local property (3.4) holds. This routine is summarized in Algorithm 1.

Algorithm 1 LAMM algorithm at the k-th iteration of the ¢-th subproblem.
: Algorithm: {B(6R) ¢(6R)}  LAMMAE-D g6:k=1) g, p(E:k—1))
: Input: )\“*1),[3“"“*1),(;50, ¢(Z,k71)
: Initialize: ¢(&F) < max{¢g, vy Lp(&F—D1
Repeat
Bk Tye-1) gyt (BUE=1))
If F(BER AED) < £,(BER) then ¢EF) « v, tF)
: Until F(3&R) A=D1 > £ (3ER)
: Return {,B(Z*k), ¢(Z*k)}

3.2. Complexity theory

To investigate the complexity theory of the proposed algorithm, we first impose
the following standard regularity conditions on the objective function.

Condition 3.1. VET(~) is L-Lipschitz continuous for some L > 0, that is,
VLA (B1) — VL-(B2)|loc < L||B1 — B2l|2 for any By, B2 € RY.

Our next theorem characterizes the computational complexity in the contrac-
tion stage. Recall that A(®) = (\,..., \)T € R%.

Theorem 3.1. Assume Condition 3.1 holds and the optimal solution §<1>
satisfies |31 — B*||a < s/2A. Then, to attain an e.-optimal solution B(1),
i.e. UJA(O)(B(I)) < €, in the contraction stage, we need as many as
CLL*(1 + 7v)2(||B*]]2 + 5'/2X)? /€2 LAMM iterations in (3.5), where C; > 0
is a constant independent of (n,d, s).

The sublinear rate in the contraction stage is due to the lack of global strong
convexity of the loss function in this stage, because we start with a naive initial
value 0. Once we enter the contracting region where the estimator is relatively
closer to the underlying true parameter vector, the problem becomes strongly
convex (at least with high probability). This endows the algorithm a linear rate
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of convergence. Our next theorem provides a formal statement on the geometric
convergence rate of LAMM for solving each subproblem in the tightening stage.
To this end, we describe a variant of the sparse eigenvalue condition.

Definition 3.1 (LSE—Localized Sparse Eigenvalue). Given r,7 > 0 and an
integer m > |S|, the localized sparse eigenvalues are defined as

Ky (m,r,T) = sup {JTVQZT(,B)J :6 € Co(m), B €B*+B(r)}
and k_(m,r,T) = inf{&Tvsz(ﬁ)é :6 € Co(m),B € B*+B(r)},

where Co(m) := {u € S¥°! : S C supp(u), |[supp(u)| < m} denotes a sparse
cone.

Condition 3.2. We say an LSE(C)y) condition holds for some Cy > 1 if there
exist an integer s’ < s and constants x*, k., C1 > 0 such that

0< ks <K_(Cos+28,r,7) < ki(Cos+2s,r,7) < K*
and (s, 7, 7)/k_(Cos +2s',7,7) <1+ Cys'/s.

Note that if a vector u € R belongs to the sparse cone Co(m) for some m > 1,
by Cauchy-Schwarz inequality we have ||u|; < m!/?||u||o. This implies that w
also falls into the ¢;-cone C(m!/2) defined in (2.6). Proposition 2.4 will remain
valid, possibly with different constants, if the ¢;-cone C(I) therein is replaced
by a sparse cone. Note that Proposition 2.4 controls the minimum LSE. Similar
results can be obtained to bound the maximum LSE from above.

Theorem 3.2. Assume LSE(Cj) condition holds for a sufficiently large Cy > 1
and 7 2 r 2 A\y/s. To obtain an e;-optimal solution ,é(é), ie. WA(Z—l)(E(E)) < €,
in the /-th subproblem for £ > 2, we need as many as C; log(Cas'/2)\/¢;) LAMM
iterations in (3.5), where Cy and Cy are positive constants.

We summarize the above two theorems in the following result, which charac-
terizes the computational complexity of the whole algorithm.

Corollary 3.1. Assume that the conditions in Theorems 3.1 and 3.2 hold. To

achieve a sequence of approximate solutions {B(Z)}{:l such that wy o (ﬁ(l)) <
€e < Xand wye-n(BW) < ¢ < V1/n for 2 < £ < T, the required number of

LAMM iterations is of the order Cye; 2 + Co(T — 1) log(e; '), where C; and Cy
are positive constants independent of (n,d, s).

4. Extension to general robust losses

Thus far, we have restricted our attention to the Huber loss. As a representative
robust loss function, the Huber loss has the merit of being (i) globally 7-Lipschitz
continuous, and (ii) locally quadratic. A natural question arises that whether
similar results, both statistical and computational, remain valid for more general
loss functions that possess the above two features. In this section, we introduce a
class of loss functions which, combined with folded concave regularization, leads
to statistically optimal estimators that are robust against heavy-tailed errors.



3306 X. Pan et al.

Condition 4.1 (Globally Lipschitz and locally quadratic loss functions). Con-
sider a general loss function £, (+) that is of the form £, (z) = 72¢(z/7) for x € R,
where £ : R — [0,00) is convex and satisfies: (i) £/(0) = 0 and |[¢'(z)| < ¢; for all
z € R; (ii) £7(0) = 1 and £’ (x) > ¢y for all |z| < c3; and (iii) |¢/(x) — 2| < ca2?
for all z € R, where c1—c4 are positive constants.

Note that Condition 4.1 excludes some important Lipschitz continuous func-
tions, such as the check function for quantile regression and the hinge loss for
classification, which do not have a local strong convexity. The recent works [1]
and [12, 13] established optimal estimation and excess risk bounds for (regu-
larized) empirical risk minimizers and MOM-type estimators based on general
convex and Lipschitz loss functions even without a local quadratic behavior.
Our work complements the existing results on ¢;-regularized ERM by showing
oracle properties of nonconvex regularized methods under stronger signals. For
this reason, we need an additional local strong convexity condition on the loss.
It remains unclear whether the oracle rates or variable selection consistency can
still be achieved without such a local curvature of the loss function.

We now discuss the implications of the three properties in Condition 4.1.
First, since ¢/ (x) = 7¢'(x/7), it follows from property (i) that sup,cp €} (2)| <
¢17. The boundedness of |£/ | facilitates the use of Bernstein’s inequality on de-
riving upper bounds for the random quantities ||w*||o and [|w¥||2 as in Propo-
sition 2.5, where w* = VL, (8%) — VL, (8*) with £-(8) = (1/n) X7, £+ (y; —
] B). Next, note that £/ (z) = ¢ (x/7). Property (ii) indicates that ¢, is strongly
convex on [—cs7, c37], which turns out to be the key factor in establishing the re-
stricted strong convexity condition on EAT. See Proposition 2.4 and Lemma C.1.
Lastly, property (iii) is particularly useful when the error distribution is asym-
metric. Even though it can be shown under property (i) that VL, (B*) is con-
centrated around its expected value VL, (8*) with high probability, VL, (3*) =
—E{¢. (¢)x} is typically nonzero when the conditional distribution of ¢ is asym-
metric. However, since E(e|z) = 0, we have E{¢ (¢)|z} = E{l/ (¢) — e|lx} =
TE{¢'(¢/7) — ¢/7|2x}. Together with property (iii), this implies

{0, ()|} < carB{(e/7)*|x} = caoiT ™.

We thus use bX = [|[VL,(8*)]|2 to quantify the bias; see Lemma A.1 and Theo-
rem 2.2.

Below we list five examples of £(-) (including the Huber loss) that satisfy
Condition 4.1.

1. (Huber loss): £(z) = z?/2 - I(|lz| < 1) + (|z| — 1/2) - I(|z| > 1) with
U(x) =xl(Jx| < 1) +sign(x)I(Jz| > 1) and ¢"(z) = I(Jz| < 1). Moreover,

|/ (x) — z| = |z — sign(2)|I(|z] > 1) < 22

2. (Pseudo-Huber loss I): £(x) = +/1 + 22 — 1, whose first and second deriva-
tives are
1

/ - z 1 -
é(m)—i and / (z)—m,

V1+ a2
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respectively. It is easy to see that sup,cp [¢/(z)] < 1 and ¢"(z) > (1 +
¢)73/2 for all |z| < ¢ and ¢ > 0. Moreover, since ¢(x) = —3z(1 +
x2)75/2 satisfies |¢"(x)| < 0.9 for all z, it follows from Taylor’s theorem
and Lagrange error bound that |¢/(z) — z| = |[¢/(z) — £/(0) — £"(0)z| <
0.45x2.

. (Pseudo-Huber loss II): £(z) = log{(e” + e~*)/2}, whose first and second
derivatives are, respectively,

, et —e " " 4
U(z) = prp— and ("(z) = e
It follows that sup,cg |/ ()] < 1 and ¢’(z) > 4(e+e¢)~2 for all 2| < ¢
and ¢ > 0. Moreover, we calculate the third derivative ¢/ (x) = —8(e” —
e ) (e* + e~®)~* that satisfies [¢"/(z)| < 0.4. Again, by Taylor’s theorem
and Lagrange error bound, |¢'(z) — x| < 0.222.
. (Smoothed Huber loss I): The Huber loss is twice differentiable in R, except
at £1. Modifying the Huber loss gives rise to the following function that
is twice differentiable everywhere:

o) = 22/2 —|z|3/6 if |z <1,
) |zl/2—1/6 if || > 1,

whose first and second derivatives are
'(:ZZ — .T:'— sign(z) - x2/2 lf 2| <1, £”(x) =
sign(x)/2 if || > 1,

{1—|x| if 2| < 1,

0 if |z| > 1.

Direct calculations show that sup,cp [¢/(z)| < 1/2 and ¢”(z) > 1 — ¢ for
all |z|] < cand 0 < ¢ < 1. Since ¢’ is 1-Lipschitz continuous, we have
|0/ (x) — x| < 22/2.
. (Smoothed Huber loss II): Another smoothed version of the Huber loss
function is

() 22/2 — 2% /24 if |z] < V2,

xTr) =
(2v2/3)|x| — 1/2 if 2] > V2.

The derivative of this function is used in [10] for mean vector estimation.
We compute

E/(:L'): $—$3/6 lf ‘SL’|§\/§, g//(m): 1_5(32/2 lf ‘SL’|§\/§,
(2v/2/3) sign(z) if |2] > V2, 0 if |z > V2.

It is easy to see that sup,cp [¢/(z)] < 2v/2/3 and ¢’(x) > 1 — ¢?/2 for all
|z] < ¢ and 0 < ¢ < /2. Noting that ¢’ is v/2-Lipschitz continuous, it
holds |/ (z) — x| < 22 /V/2.
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The loss functions discussed above, along with their derivatives up to order
three, are plotted in Figure 1 except for the Huber loss. Provided that the loss
function ¢, (-) satisfies Condition 4.1, all the theoretical results in Sections 2.3
and 2.4 remain valid only with different constants. It is worth noticing that the
four loss functions described in examples 2-5 also have Lipschitz continuous
second derivatives; see Figure 1. In fact, if the function ¢ satisfies ¢'(0) = 0,
£"(0) = 1 and has Lo-Lipschitz second derivative, then property (iii) in Con-
dition 4.1 holds with ¢y = Ls/2. The Lipschitz continuity of £”(-) also helps
remove the anti-concentration condition (2.29) on e.
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Fiag 1. Exzamples of robust loss functions and their derivatives.
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5. Numerical study

In this section, we compare the empirical performance of the proposed multi-
step penalized robust regression estimator with several benchmark methods,
such as the Lasso [46], the SCAD and MC+ penalized least squares [14, 52].
All the computational results presented below are reproducible using software
available at https://github.com/XiaoouPan/ITLAMM.

We generate data vectors {(y;, z;)}7; from two types of linear models:

1. (Homoscedastic model): y; = &} B* + ¢; with &; ~ N(0,15), i =1,...,n.

2. (Heteroscedastic model): y; = 27 3* + ¢~ (xFB*)%e; with x; ~ N(0,1;) for
i = 1,...,n, where the constant c is chosen as ¢ = v/3||3*||3 such that
E{c~!(z]B*)?}? = 1, and therefore the variance of the noise is the same
as that of ¢;.

In addition, we consider the following four error distributions:

1. Normal distribution N(p,0?) with mean p = 0 and standard deviation
o =1.5;

2. Skewed generalized ¢ distribution sgt(0,5,0.75,2,2.5) [45] with mean p =
0, variance 02 = q/(q —2) = 5, ¢ = 2.5, skewness parameter A\ = 0.75 and
shape parameter p = 2;

3. Lognormal distribution LN(u,0?) with log location parameter p = 0 and
log shape parameter o = 1.2;

4. Pareto distribution Par(z,,,«) with scale parameter x,, = 2 and shape
parameter o = 2.2.

Except for the normal distribution, all the other three are skewed and heavy-
tailed. To meet our model assumption, we subtract the mean from the lognormal
and Pareto distributions.

In both homoscedastic and heteroscedastic models, the sample size n = 100,
the ambient dimension d = 1000 and the sparsity parameter s = 6. The true vec-
tor of regression coefficients is 8* = (4,3,2,—2,-2,2,0,...,0)", where the first
6 elements are non-zero and the rest are all equal to 0. We apply the proposed
TAC (Tightening After Contraction) algorithm to compute all the estimators
with tuning parameters A and 7 chosen via three-fold cross-validation. To be
more specific, we first choose a sequence of A values the same way as in the
glmnet algorithm [17]. Guided by its theoretically “optimal” magnitude, the
candidate set for 7 is taken to be {2/6MAP,/n/log(nd) : j = —2,—1,0,1,2},
where gM4P = median{|1§ — median(ﬁ)|}/<1>*1(3/4) is the median absolute de-

~

viation (MAD) estimator using the residuals R = (7y,...,7,)" obtained from
the Lasso.

To highlight the tail robustness and oracle property of our algorithm, we
consider the following four measurements to assess the empirical performance:

1. True positive, TP, which is the number of signal variables that are selected;
2. False positive, FP, which is the number of noise variables that are selected;
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3. IA{elative error, RE; and REs, which is the relative error of an estimator
B with respect to the Lasso under ¢;- and ¢s-norms:

BBl pp_ BBl

1= 7= 2 = .
1 = 8]l 1= — 1l

TABLE 1
Simulation results for the Lasso, SCAD, Huber-SCAD, MC+ and Huber-MC+ estimators
under the homoscedastic model.

Error dist. Lasso SCAD Huber-SCAD MC+ Huber-MC+
Normal TP 6.00(0) 6.00(0) 6.00(0) 6.00(0) 6.00(0)
FP | 24.44(14.25) 3.11(4.53)  2.19(3.87)  0.84(1.91)  0.53(1.27)
RE; 1.00 0.23(0.12) 0.22(0.11) 0.19(0.09)  0.19(0.09)
RE> 1.00 0.32(0.13) 0.33(0.13) 0.30(0.12)  0.30(0.12)

Skewed t | TP | 4.74(1.37)  4.87(1.35)  4.74(1.39)  3.97(1.67)  3.97(1.62)
FP |20.78(17.10) 18.49(9.65) 11.48(8.82) 4.28(4.24)  2.76(3.23)

RE; 1.00 0.88(0.22) 0.73(0.23)  0.73(0.21)  0.65(0.22)

RE2 1.00 0.91(0.17) 0.86(0.19)  0.94(0.20)  0.88(0.23)
Lognormal | TP | 5.68(0.87)  5.71(0.84) 6.00(0.07)  5.49(1.14) 5.97(0.37)
FP | 29.70(16.66) 16.75(8.70)  3.80(4.52)  4.32(4.62)  0.91(1.95)

RE; 1.00 0.54(0.26) 0.15(0.12) 0.42(0.32)  0.13(0.11)

RE» 1.00 0.62(0.26) 0.23(0.14)  0.60(0.30)  0.22(0.14)

Pareto TP | 5.64(1.09) 5.67(1.01) 6.00(0) 5.44(1.35)  5.98(0.35)
FP | 28.30(16.21) 14.69(8.97) 2.91(4.34) 3.48(3.39)  0.71(1.71)

RE; 1.00 0.51(0.30) 0.14(0.08)  0.40(0.25)  0.13(0.17)

RE2 1.00 0.58(0.26) 0.21(0.11)  0.57(0.28)  0.22(0.22)

TABLE 2

Simulation results for the Lasso, SCAD, Huber-SCAD, MC+ and Huber-MC+ estimators
under the heteroscedastic model.

Error dist. Lasso SCAD Huber-SCAD MC+ Huber-MC+
Normal TP 6.00(0) 6.00(0) 5.96(0.40) 6.00(0) 5.98(0.28)
FP | 22.71(16.51) 3.29(5.76) 0.31(1.68) 0.88(2.03) 0.13(0.70)
RE; 1.00 0.28(0.17) 0.21(0.16) 0.24(0.14) 0.16(0.18)
RE:> 1.00 0.38(0.19) 0.31(0.16) 0.36(0.18) 0.25(0.14)
Skewed t TP 4.93(1.59) 5.04(1.53) 5.83(0.65) 4.58(1.76) 5.52(1.17)
FP | 22.99(18.62) 18.21(10.83) 2.71(4.29) 4.99(5.14) 0.92(2.42)
RE: 1.00 0.83(0.30) 0.26(0.26) 0.69(0.29) 0.27(0.27)
RE> 1.00 0.87(0.28) 0.34(0.26) 0.87(0.29) 0.35(0.28)
Lognormal | TP 5.74(0.96) 5.77(0.91) 6.00(0) 5.65(1.14) 6.00(0)
FP | 26.61(16.51) 11.28(9.50) 1.23(3.55) 2.62(3.45) 0.30(0.86)
RE; 1.00 0.45(0.28) 0.14(0.13) 0.35(0.23) 0.12(0.09)
RE2 1.00 0.53(0.26) 0.21(0.15) 0.50(0.26) 0.19(0.12)
Pareto TP 5.67(1.19) 5.67(1.18) 5.97(0.42) 5.59(1.29) 5.95(0.55)
FP | 25.56(16.04) 10.13(10.31) 0.61(2.03) 2.80(4.06) 0.23(0.91)
RE; 1.00 0.46(0.29) 0.14(0.12) 0.39(0.28) 0.15(0.23)
RE> 1.00 0.55((0.29) 0.22(0.16) 0.54(0.31) 0.23(0.35)

Tables 1 and 2 summarize the averages of each measurement, TP, FP, RE,
and RE, with their standard deviations in brackets, over 200 replications un-
der both homoscedastic and heteroscadastic models. RE; and RE, for Lasso
are defined to be one, so we omit their standard deviations. Here, Huber-
SCAD and Huber-MC+ signify the proposed two-stage algorithm using the
SCAD and MC+ penalties, respectively. When the noise distributions are heavy-
tailed and/or skewed, we see that Huber-SCAD and Huber-MC+ outperform
SCAD and MC+, respectively, with fewer spurious discoveries (false positives),



Iteratively reweighted penalized robust regression 3311

smaller estimation errors and less variability. Under the homoscedastic nor-
mal model, Huber-SCAD and Huber-MC+ perform similarly to their least
squares counterparts; while under heteroscedasticity, the proposed algorithm
exhibits a notable advantage over existing methods on selection consistency
even though the error is normally distributed. In summary, these numerical
studies validate our expectations that the proposed robust regression algorithm
improves the Lasso as a general regression analysis method on two aspects:
robustness against heavy-tailed (and even heteroscedastic) noise and selection
consistency.

To further visualize the advantage of the multi-step penalized robust regres-
sion methods over the existing ones (e.g. Lasso, SCAD and MC+), we draw
the receiver operating characteristic (ROC) curve, which is the plot of true
positive rate (TPR) against false positive rate (FPR) at various regularization
parameters. Specifically, TPR and FPR are defined, respectively, as the ratio
of true positive to s and the ratio of false positive to d — s. We generate data
vectors {(y;, z;)}_; from both homoscedastic and heteroscedastic models with
sample size n = 100, dimension d = 1000 and sparsity s = 10. The true vector
of regression coefficients is 8* = (1.5,1.5,...,1.5,0,...,0), where the first 10
elements are non-zero with weaker signals than the previous experiment, and
the rest are all equal to 0. We apply the proposed TAC algorithm to implement
all the five methods, Lasso, SCAD, MC+, Huber-SCAD and Huber-MC+, with
a sequence of A values chosen as before and 7 as 0™*"y/n/log(nd). For each
combination of A\ and 7, the empirical FPR and TPR are computed based on
200 simulations.

Figures 2 and 3 indicate evident advantage of Huber-SCAD and Huber-MC+
over their least squares counterparts: the robust methods have a greater area un-
der the curve (AUC) when the noise distribution is heavy-tailed and/or skewed
in both homoscedastic and heteroscedastic models. Surprisingly, even in a nor-
mal model, the proposed methods still outperform the competitors by a visible
margin.
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Appendix A: Preliminaries

Assume we observe independent data {(y;,x;)}; from the linear model y; =
x B +e;. Let A = (A1,...,Aq)" be a d-vector of regularization parameters with
Aj > 0. Consider the optimization problem

min {Z,(8) + Ao B}, (A1)
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F1G 2. Plots of ROC curves of the five methods under the homoscedastic model with errors
generated from four distributions: normal, Student’s t, lognormal and Pareto.

where £, (8) = (1/n) X7, £ (y; — 2 B) and Ao B = (M f1, ..., AgSa)". More-
over, define the population loss £.(8) = EET(E).

The following result provides conditions under which an e-optimal solution
to the convex program (A.1) falls in an ¢;-cone. Recall that S = supp(3*) and
8¢ =[d] \ S. Moreover, define

w(B) = VL (B) — VL(B) and b(B) = |VL(B)]l2,

which are, respectively, the centered score function and the approximation bias.
We first characterize the magnitude of the bias b} := b(3*), as a function of 7.

Lemma A.1l. Assume p; = sup,cga—1 EluTz| < 0o, E(e|z) = 0 and E(2|z) <
o3 almost surely. Then |b%| < po37~! for any 7 > 0, and 7|b%| — 0 as
T —r OQ.
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Proof of Lemma A.1. Note that VL, (8*) = E{¢.(¢)x}, where ¢/ (u) = ul(Ju| <
7) + 7sign(u)I(Ju| > 7). Recalling E(e|x) = 0, it follows that
[E{(; (e)|x}| = [E[{e — 7sign(e) }[{le] > 7}|z]]
< E[{le] — 7sign(e)} [{le| > 7}|a]
< B{(@ =) I(el > 7|} _ 0F — B{l;(e)*|=}

almost surely.

By the variational representation of the /o-norm, we have

sup EluTz| = maST*l,

ueSd—1

IVLA(B) 2= sup E{f (e)u"z} <ojr™"-

ueSd—1

as claimed. The second claim follows from the fact that E{e?I(|¢| > 7)|x} — 0
as T — 00. O
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Lemma A.2. Let € be a subset of [d] that contains S. For any 3 € R¢ satisfying
Bee = 0 and € > 0, provided XA = (A1, ..., \g)" satisfies | Age||min > ||w(8)|loo +
€, any e-optimal solution 3 to (A.1) satisfies

< UMloo + [0 (B) oo + e}I(B — B)ell +b(B)1B — B2

1B = Ble<lh [Agefmin = [[w(B)lco — €

Proof of Lemma A.2. For any € € 3||ﬁ||17 define ug = VEAT(E) + Ao € R
Note that
luelloc 1B = Bl > (ue, B - B)
= (VL. (B) - VL.(B),8 - B) +(VL,(B) — VL.(B), 8 - B)
>0
+{(VLAB).B~B) +(Xo&.B-B)
> —w(B)lslB Bl b(B)IIB ~ Bllz + (Ao &8 - B).

Moreover, we have
Ao&B—B)= (Ao, (B-Blee) + (Ao &e, (B Be)
> [Agellminll (B = Becllr — [ Aellcll(B = Blell1-
Together, the last two displays imply
uglloc]lB = Bll1 > —[[w(B)]]IB = Bl = b(B)|1B - Bl
+ [[Aee [lminl| (B = B)eell1 — | Aellool|(B — Bell1-

Since the right-hand side of this inequality does not depend on &, taking the
infimum with respect to & € 9||3]|1 on both sides to reach

wx(B)IB — Bll1 > ~[lw(B)l]1B — Bl — b(B)B — Bl
+ [ Xeelminll (B = B)ecllt — IAellsc[I(B — B)ell1-

By definition, B is an e-optimal solution so that wx (B) < e. Putting together
the pieces, we obtain
{e+lw(B)ll}IB = Bl + (BB — B2
2 ||>‘€“||min||(ﬁ - B)ScHl - H>‘S||OOH(/6 - IB)SHl

Decompose |3 — 8|1 as [|[(8 — B)ell1 + [|(B — B)e<|1, the stated result follows
immediately. O

Lemma A.3. Consider some 3 € R? satisfying Bsc = 0, and let & C [d]
be a subset that contains S and has cardinality |€] = k. Assume that A =
(A1,...,Aq)" satisfies || A]|oo < A and || Age||min = pA > 0 for some p € (0, 1] and
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A > s71/2b(B3). Conditioned on event {[|w(B)w + € < 0.5pA}, any e-optimal
solution B to (A.1) satisfies B8 € B + C(I), where | = (2 + %)kl/2 + %81/2.
Moreover, let r, k > 0 satisfy

r > kTH0.5pkY2 + 251 /2) N,
Then, conditioned on the event & (r,1, k) N {||w(B)]|cc + € < 0.5pA},

18- Bl < 5 {IAsll + [w(Bels + K12} +x7'6(8)  (A2)

< m_1(0.5pk:1/2 + 251/2))\ <. (A.3)

Proof of Lemma A.3. For some r > 0 to be specified, define n = sup{u € [0,1] :

(1 —w)B +uB € B(r)}, where B(r) = {6 € R : |||, < r}. Note that n = 1

if 3 € B+B(r) and n € (0,1) otherwise. Then, the intermediate estimate

Bn = 77,5—1— (1 — n)B satisfies (i) Bn € B+ B(r), (i) En lies on the boundary

of B+ B(r) with 0 < < 1if B ¢ B+ B(r), and (iii) 3, = B with n = 1 if
B €B+B().

By the convexity of Huber loss and Lemma F.2 in [16], we have

(VL (B,) — VL(B), By — B) < (VL. (B) — VL,(8),8 — B). (A.4)

First we bound the left-hand side of (A.4) from below. Conditioned on the stated
event, Lemma A.2 indicates

18 = Bleclh < (1+2/p) (B = Belh + 2(pX) " 0(B)1B — B2,

from which it follows that [|8— 81 < (2+ 2)kV/?|| 8- Bll2+ 2A~*b(8)(|8— B »-

Provided that A > s~/2b(3), this implies ,@ €B+C() withl=(2+ %)kl/2 +

%31/2. Since 5,, - 8= n(ﬁ — ), we have 57, € B+ B(r)NC(l) and conditioned
on event & (r, 1, k),

(VL (By) — VL(B), By — B) > rllB, — Bll3. (A.5)

Next we upper bound the right-hand side of (A.4). For any & € 3”5”1, write

(VL,(B) — VL,(8),3 - B)
= (u,B—B) — (Ao&,B—B)— (VL. (8),8 — B)
= Hl — Hg - Hg, (A6)

where u = VET(E) +Ao&. Forll3 = <VET(,8),,§ — ), by the decomposition
VL. (8) = w(B) + VL,(B) we have

] < [lw(B)ell2ll(B — B)ell2
+ [w(B)eellos || (B = B)eellr + 0(B)]|1B — Bll2- (A7)
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Turning to I, decompose Ao & and 5 — 3 according to SU(E\ S)UEC to reach
I = (Ao &)s, (B —B)s) + (Ao &)es, (B Blers) + (Ao &)ee, (B — B)ee).

Since Bge = 0 and £ € 9||3]1, we have (Ao &)ee, (B — B)ee) = (Age, |Bee|) =
(Age, [(B — Beel). Also, (Ao &)e\s, (B — Blevs) = (Ao &)e\s,Be\s) = 0.

Therefore,

I > —[[As2ll(8 = B)sll2 + | Aee minll (B = Becllr- (A.8)

Similarly, IT; satisfies the bound

L] < [uell2ll(8 — B)ell2 + [l |(B — B)ee 1- (A.9)
Together, (A.6)—(A.9) yield
(VL. (B) —VL.(8),8—B)
< —{Ixeellmin — [0 (Bl HI(B = Becll1 + [ullscll(B — Becllr
+ {lwB)ell2 + luell2}1(8 — Bell2 + [ Asl2(B — B)sll2 + b(B)18 — Bl

Taking the infimum over & € 9||3|; on both sides, it follows that
(VL. (B) ~ VL. (8).5 - B)
< —{I A& llmin = [0 (B)[|oc — €}(B = B)ec
+{lw(B)ellz + k*e}|(B - Bellz
+ [As[121(8 = B)sllz + b(B) 18 — Bll2- (A.10)

It follows from (A.4), (A.5) and (A.10) that conditioned on & (r,l,x) N
{[lw(B)llsc + € < 0.5pA},

w8y — B2 < {IAsll2 + |lw(B)ell2 + k/2e}|B, — B2 + b(B)| 8, fﬂ(\\;, |
11

On the same event, note that
lw(B)ellz + k'/2e < k2{[[w(B)loo + €} < 0.5pk 2.

Moreover, recall that || As|l2 < s'/2X and b(8) < s'/2)\. Plugging these bounds
into (A.11) yields

18y — Blla < £~ H{(sY? + 0.5k )N+ b(8)} < k(252 + 050k 2)A < 7

Hence, ,@, falls in the interior of 8 + B(r). Via proof by contradiction, we must

have n = 1 and Bn = 3. Consequently, (A.2) and (A.3) follow, respectively, from
(A.11) and the last display. O
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In Lemma A.3, we need A to be sufficiently large in the sense that for some
s-sparse vector 3,

AZ lw(B)lle and x> s"12b(B),

where w(8) = VL.(8) — VL(8) is the centered gradient at 8 and b(8) =
IVL:(B)||2 quantifies the bias. To prove the weak oracle property (Proposi-
tion 2.2), we will take 8 = B* and control the stochastic term |w*||ec =
|w(B*)||~ and bias term b(B*) separately. For some (3 which has vanishing

or negligible bias, we will only focus on the stochastic term | VL, (3)]|s0, as
described in the next lemma. Recall the event E;(r, [, ) defined in (2.16), and

By(r) ={B R |B]s <r}.
Lemma A.4. Consider some 8 € 8* 4+ Bx(r) (r > 0) satisfying Bsc = 0, and
let £ C [d] be a subset that contains S and has cardinality || = k. Assume
that A = (A1,...,Aq)" satisfies ||[A]lcc < A and [[Age|lmin > pA > 0 for some
€ (0,1]. Conditioned on event {|[VL;(8)|lsc < 0.5pA}, any optimal solution
B to (A.1) satisfies B € B+ C(l), where | = (2 + %)kl/2 + %51/2. Moreover,
let v,k > 0 satisfy r > x1(0.5pk"/? + 25'/2)\. Then, conditioned on the event
52(7“, L, ’%) n {”VET(/@)HOO < 0'5/))‘}7

18— Bll2 <& H[Asll2 + IVLA(B)e2}-

The proof of Lemma A.4 is based on the same arguments from the proof of
Lemmas A.2 and A.3, and thus is omitted. To prove the strong oracle property
(Proposition 2.3), we will apply Lemma A.4 with 3 = 3°"®, the oracle estimator
defined in (2.15).

Appendix B: Proofs of propositions
B.1. Proof of Proposition 2.1

With the initial estimate 3 = 0,4, we have A(©) = pA(04) = (A,...,\)" € RL
Then (2.9) follows immediately from Lemma A.3 with 8 = 8*, £ = S and
p=1. O

B.2. Proof of Proposition 2.2

In order to improve the statistical rate at step £ > 1, we need to control the mag-
nitude of the spurious discoveries from the last step, that is, max;ecge | 5§€_1)|.

Recall that A0 = (A7 A8 = (18], pA (1B V)" and
pa(t) = A2p(t/A) for t € R. Intuitively, the larger |ﬁj@_1)| is, the smaller )\y—l)
is. Motivated by this observation, we construct an augmented set & of S in each

step and control the magnitude of ||)\g{1) Ilmin-



3318 X. Pan et al.

Starting from B8 = 0, we have A® = (\,..., A\)* € R?. Recall from (2.10)
that A > s~1/2b*, or equivalently, \"*b* < s'/2. Then, applying Lemma A.3
with £ = S and Iy = 65/ we obtain that, conditioning on & (r,lo, ) N {\ >
2 (w0l + 1),

189 87112 < 5~ H{(IAS 12 + llwsllz +™%er) +07}
< KTH140.5p" () }sY2A 4 k12
< KTH240.5p () }s1/2, (B.1)
where the last inequality is due to (2.10). For £ > 1, define the augmented set

Er=SU{l<j< d:A§-“) <p/(7)A}, (B2)

which depends on the solution f)’ ) from the previous step. We claim that the
above constructed sets satisfy

& < (+1)s and ALV lwin > P (1A, (B.3)

where c is the constant determined by (2.11). If these were true, it follows from
Lemma A.3 with p=p/(y), k= (c®+1)sand | = (2+ )(C2+1)1/281/2+%Sl/2
that, conditioned on &1 (r,l, k) N {A = 5 2 5 (lw*[loc +€1)},

HB’(@) _ﬂ*”2 < H—l(H/\‘(SZfl)H2 + ||w§Z||2 + ‘gz|1/265) + Ii_lbj_ (B.4)
<K THIH05(c2 + 1)V (9)}s/2h + w1512
=r"{2+05(c + 1)1/2p’(7)}51/2)\

_ 6781/2)\ <r (B.5)
———

—.pcrude

where the last two steps follow from (2.11) and (2.12).

We prove the earlier claim (B.3) by the method of induction. For ¢ = 1, we
have A = (\...,\)* € R% Thus, (B.3) holds with & = S. Next, assume
(B.3) holds for some ¢ > 1, from which (B.5) follows. To bound the cardinality
of £41, note that for any j € &1 \'S, py(I1BL7]) = MY < p/(1)A = ph().
This, together with the monotonicity of p) on R, implies | BJ(- )| > v\. Recalling
that 87 = 0 for j € &1\ S, we obtain

¢ 1~ .
[Eepa \ S < ||ﬁ§}+l\s||2 = 1B =89z sz
(1) 1/2
< ’7)\ A = 051/2, (B.6)

where inequality (i) applies the bound (B.5). Hence, |Ep41] < |S| + €041 \ S| <
(c? +1)s. By (B.2) and the property p) (t) = Ap/(t/)), we are guaranteed that

4 * . c
AD > P (DA > 2||w* [l + ce41) Tor j € .
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The two hypotheses in (B.3) then hold for £+ 1, which completes the induction
step. Consequently, the bounds (B.4) and (B.5) hold for any ¢ > 1.

We have shown that under proper conditions, all the estimates ﬁ“) fall in
a local neighborhood of 3%, i.e., |39 — B*||s < 7€ = cys'/2\. To further
refine this bound as signal strengthens, on the right-hand side of (B.4), we need
to establish sharper bounds on

—1 l—1 *
NSVl =SSOSR and wg, 1o + €02,
JjeS

and maintain the bias term b, instead of replacing it with an upper bound sV2.
For each j € [d], '™ = pi (16D 1 15} = 85 = 9, then Af™V <A <

1 50—1 X . a1 X -1 X
5 1\B§ )—ﬁj|;0therW1se if |5j( )—ﬂj| <A, )\g ) < p\(IB5] = ~A) due to
monotonicity of p). Putting together the pieces, we conclude that

NS o < 195185 = V) |2 + 7 1BV = B%)s]l2-

For the remaining terms that involve &, by the triangle inequality and (B.6) we
obtain that

1w, ll2 + |Ec]'/2ee

< Jwsll2 + s'2ee + €\ SI'?|[w"[|oc + €0\ S| e

w* OO+€ =(0— *
g, Il et e gy

* p/ S(0— *
< w3l + 5%+ LB = el

< |lwsll2 + s

Recall that p’(y) < 1, and for any a,b > 0, /Ja++/b/4 < 1/5(a + b)/4. Plugging
the above refined bounds into (B.4) yields

189 — B |l2

V5

27_#;”(5(6_1) = B%)e,l2-

<k HIPA (185 = W)l + lwsll2 + 5260 + b7} +

Taking 6 = v/5/(2vk) € (0,1), the contraction inequality (2.13) follows imme-
diately. Finally, (2.14) is a direct consequence of (2.13) and (B.1). O

B.3. Proof of Proposition 2.3

By construction, the oracle estimator B"ra is such that Bgrca =0 € R** and
VL. (B%)s = 0 € R*. With w®® = VL, (8°%), the proof strategy is similar
to that in the proof of Proposition 2.2 with ¢, = 0, because 3(5) are optimal
solutions to (Py).
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Recall that | = {2+ 5Z2=}(cf + 1)1/251/2 with ¢y > 0 determined by (2.18).
Conditioned on the event

(™ oe < 050 (0)A} N {18 = Bl < 7} N Ex(rl, m),

following the proof of Proposition 2.2 and applying Lemma A.4 with 3 = ﬁom
and & = &, it can be similarly shown that

~ Sor _ l—1 r
1B = B2 < &7 (IAS ™ ll2 + l[wg* )

< kL (51/2)\+ |€£|1/2Hwora”oo)

< w1405 (70) (2 + 1)Y2}sY2N = coost/PA < v, (B.T)

where similarly to (B.2) and (B.3), & =SU{l <j<d: A;e_l) < p'(y0)A} is
such that |€,\ S| < c¢Zs and thus || < (2 +1)s. In this case, the approximation
bias is hidden in [|Jw°®||,. Moreover, define a sequence of subsets

Si={1<j<d: B = Bi >70A}, £=0,1,2,....

Starting with B(O) = 0, it holds under the minimum signal strength condition
that SO =38.

To obtain a refined upper bound on \|)\‘(S£71)\|2, note that if j € SNS;_4,
/\g-efl) = p’)\(|§](.€71)|) < PA(IB] = 70A) due to monotonicity; otherwise if j €

SNSp_1, )\y_l) < . Therefore,

Ay < DA (18] = 70M) 12 + AIS N Sp[V/2.

Since 85 luin > (70 + 71 and ph(8) = 0 for all ¢ > 717, 941851 — 70Nz
vanishes. Turning to [[wg'*||2, by the first-order condition of minimizing Bs +

(1/n) >, L. (yi — ] sBs), we have wg™ = 0 and hence
lwgillz = [[wgsllz < w™ |l \ SI'2.

For each j € &\ S, 87 = 0 and A{V = py (IBY7V)) < p/(90)x = ph (0.

Hence, |B](.e71) - Bl = |BJ(.Z71)| > YA so that j € Sg_1 \ S. Therefore, £ \ S C
Si—1\ S. Combined with the earlier bound, we arrive at

w2 < [l ool Se-1 \ S|,

Since p'(y0) < 1/2, substituting the above estimates into (B.7) yields

|8ﬂ8g_1|1/2 + |Sg_1 \S|1/2/4)\

1B — B> <
K

17 A
< %E\SHW?. (B.8)
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Next we bound |S;| (¢ > 1), the cardinality of S;. By (2.19), it holds for any
j € S¢ that

A<€)_Aqra > A\ — qora g >1.2 i_ 2i:1 i
1857 = B = %A — (1B B[00 > 255 =020 = 1.05.

In conjunction with (B.8), this implies

2¢) _ Aora V17 A 1/2
S/2 < 1B = Bl _ 5 (A/K)|Se-1]

4IY2 ¢>1. (B.
= T 1.05A/(k0) —  1.05A/(kd) < OISl 5 42 (B.9)

Recall that Sy = S, we have |S|'/? < §°s'/2 for any £ > 1. As long as £ > T :=
[log(s'/2)/log(1/5)], we are guaranteed that |S;| < 1, i.e. Sy = (. Consequently,
it follows from (B.8) that B(e) = Bora for all £ > T + 1. This completes the
proof. O

B.J. Proof of Proposition 2.

The proof is based on similar arguments that were used in the proof of Lem-
mas C.3 and C.4 in [44]. We only present the necessary steps in order to slightly
relax the sub-Gaussian condition on @; = (21, ..., Ziq)".

For any 8 € B* + B(r) N C(l), write § = B — B*. Following the proof of
Lemma C.3 in [44], it can be shown under Condition 2.1 that

(VL. (B) -~ VL(B),8— B
> {1 = (202/7)*}|8]|3, — E(x"8)2I{|z"8]/|18]l> > 7/(4r)} — A(r,1) - |63
> {1 = (202/7)% = poe” /7Y 1813 — Ar,1) - [|9]13, (B.10)

where the second inequality uses the bound

E(278)*I{|z"8|/|[8]l» > 7/(4r)} < {E(x"8)*}/*P(|278|/||8]l> > v/ (4r)) "/
< pRe”/ 7o) |52

and A(r, 1) = Sup&eB(r)mC(l)(l/n) s | fa(zi ei) — Efs(xi, ;)| with

fo(xi i) = I(leil <7/2) - @ryaila/car) (27 6)/116]13
and p.(u) = w?I(|u| < ¢/2) + (Ju] — ¢)*I(c/2 < |u| < ¢) for u € R and
¢ > 0. We thus let 7 > max{4v/209,810og(8p2 )07} so that (205/7)? < 1/8 and
p2e~/(8721) < 1/8. Tt then follows from (B.10) that

(VL (8) = VL (B"),8—B") > 28] — A(r,1) - [|5]3 (B.11)

>
4
holds uniformly over 8 € 8* + B(r) N C(1).
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It remains to control the supremum A(r,1). Note that ¢.(-) is c-Lipschitz
continuous, and satisfies pp.(bu) = b2p.(u) for b,c > 0 and u € R. Thus, the
above fs(x;,¢;) can be simplified as

Jo(xirei) = I(les] <7/2) - @ry2m (2 0/]|0]]2)-

Moreover, since 0 < ¢.(u) < min{(c/2)?,u?}, we have 0 < fs(x;, &;) < 72/(4r)?
and by (2.21), Ef2(zs,2,) < E@76/8]2)} < p{E@76/]6]2)*)> < (pur2)?
for all § € R?. Then, applying Bousquet’s version of Talagrand’s inequality (see,
e.g. Theorem 7.3 in [7]), we obtain that for every t > 0,

A(r, 1) <EA(r, 1) + VEA(r, 1)(1/2r)2t/n + 2(pup2)2t/n + (1/47)*t/(3n)
< 1.25EA(r, 1) + pup2/2t/n+ (1/7)%t/(3n) (B.12)

with probability at least 1—e~t. For EA(r, 1), using Rademacher symmetrization

gives
} )

where eq, ..., e, are independent Rademacher random variables. Since ¢.(-) is
c-Lipshitz, fs(x;,e;) is a (7/2r)-Lipschitz function in x!d/||d||2, i-e., for any
sample (x;,¢;) and parameters 8,8’ € RY,

n

EA(r,1) < ZIE{ sup 1 Zeif(;(a:i,e,;)

seB(r)nC(l) | i

T T T
|fo(xiei) — for(misei)| < g\ﬂ% 0/|18ll2 — 8" /1|0||2]-

Moreover, observe that fs(x;,e;) = 0 for any & such that x]d/||d]2 = 0, and
I(le;] < 7/2) € {0,1}. Then, applying Talagrand’s contraction principle (see,
e.g. Theorem 4.4, Theorem 4.12 and (4.20) in [29]) yields

seB(r)nC() | i }
2T 271 -
< —E sup ex;d/|6)z2] p < — EH €; T;
r {6618 YNC(1) Z /el ; 00

where the last inequality uses the cone constraint that ||d]|; < 1]|d]]2. Next, we
apply a maximal inequality for sub-exponential random variables to bound the
last term on the right-hand side of (B.13). For j = 1,...,d, define partial sums
S; =3I eix;j, of which each summand satisfies E(e;z;;) = 0 and E(e;z;;)? =
;. More over, for k =2,4,..., Ele;|* =1 and

n

EA(r,1) < QE{ sup L > eifs(@i,ei)

., (B.13)

o0 o0
Ele;zi;|" < ok - k/ IR (2] > opt) dt < ok - k/ th=te=tdt
0
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By the symmetry of Rademacher random variables, and Bernstein’s inequality
(see, e.g. Theorems 2.10 in [6]), we obtain that

)\2
log Ee* = log Ee™5 < () = ﬁ for all A € (0,1/c¢),

where v = 2no2 and ¢ = 0. Following the proof of Theorems 2.5 in [6], it can
be shown that

E max [S;] < inf {w} = v/2vlog(2d) + clog(2d).

1<j<d A€(0,1/c)

Re-arranging terms and using (B.13), we find that

EA(T7Z)<2UE(7—Z/7«){2 log(2d) +1og(2d)}.

n n

Combining this with (B.11) and (B.12) yields the bound (2.22). O

B.5. Proof of Proposition 2.5

Write S; = (1/n) Yo (&ixij — E& ;) with & == .(e;) for j =1,...,d, so that
|w*||oc = maxi<j<q|S;|. Note that ¢ (u) = ul(|u| < 7) + Tsign(u)I(|u] > 7),
we have E(£2|x;) < 03 and |§;| < 7. It follows that E(¢;z;;)? < 030;; and under
Condition 2.1,

k!
El¢iwi;|* < 757203 - Eloy|F < 757203 - klok < 9 20502 - (T05)" 2,

for k = 3,4,.... Bernstein’s inequality, in conjunction with the union bound,
implies that for any = > 0,

2
max |S;| < og (202\/—30 + T£>
1<5<d n n

with probability at least 1 — 2de™". Taking = = log(2d) + ¢ proves (2.23). Next
we use a standard covering argument to prove (2.24). For any € € (0, 1), there
exists an e-net A of the unit sphere in R® with cardinality [N¢| < (14 2/€)*
such that

n

1
. 11}3\3; - Z(&UT%,S — EfiuTa}Ls). (B.14)

i=1

Jwsll2 <

For every u € N, Bernstein’s condition holds: E(§,u”x; s)? < 203502 and for
k=3,4,...,

k!
E|§iuTx175\k < 5 ~20§U§ . (TO’m)k72.
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Again, applying (one-sided) Bernstein’s inequality yields, for any = > 0,

1 n
n Z(gi“Tmi,S —E{uTxis) < og <202\/§ + TE)
n =1 n n

T

with probability at least 1 — e™*. Consequently, from the union bound and

(B.14), we have
g x x
w(@)sll < 2 (20—2\/j . T_)
— T

with probability at least 1 — e!°8(142/€)s=% Taking ¢ = 1/3 and = = 25+t proves
(2.24). O

Appendix C: Proofs of theorems
C.1. Proof of Theorem 2.1

We will apply Propositions 2.1, 2.4 and 2.5 to prove Theorem 2.1. To begin
with, let A\,r,xk > 0 satisfy (2.8), that is, A > s‘l/Qbi and r > 2.551s'/2\.
Applying Proposition 2.1 with ¢; = 0 yields that, conditioned on the event
E1(r,652, k) N {\ > 2||w*||o}, the Huber-Lasso estimator defined in (2.1)
satisfies
|87 — B[y < 5_1(1.531/2)\ +b5) < 2.5k 1512, (C.1)
It remains to control the above event of interest. Taking | = 6s'/2 and k =
p1/2, it follows from Proposition 2.4 that P{&;(r,l,x)} > 1—e ' as long as 7 2>
max(og,7) and n 2> (7/r)?(slog d+t). Furthermore, Proposition 2.5 ensures that

event {\ > 2||w*||« } occurs with probability at least 1—e~? if the regularization
parameter satisfies

log(2 log(2 t
A20w<402 og(j)+t+27_0g(;l)—|— )

Finally, we take 7 < 09y/n/(logd +t) and r < 7. By Lemma A.1 and Con-

dition 2.1, b* < 0,057 < 09+/(logd + t)/n. Putting together the pieces, we
conclude that under the scaling n 2 slogd + t, and if A has magnitude of the
order within the range

ooy /108 e [
n ~0 logd +t’

the event & (7,652, p;/2) N {\ > 2||w*||oo} occurs with probability at least
1 —2e~*. Combined with (C.1), this proves the claimed bound. O
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C.2. Proof of Theorem 2.2

We will apply Propositions 2.2, 2.4 and 2.5 to prove (2.27). The key is to control
the random events from Proposition 2.2, which relies on a delicate combination
of all the parameters. Similarly to the proof of Theorem 2.1, we take k = p;/2,
and let A > s~1/2b* where b* = |VL,(8")||2 < 02037 due to Condition 2.1.
Given y1 > 7o > 0 satisfying (2.25), define 6 = p'(y0)/(pi70) € (0,1), and let ¢ >
0 be the constant determined by 0.5p'(70)(c? 4+ 1)'/2 4+ 4 = ¢p;7yo, which verifies
(2;11) with £ = p;/2. Moreover, set | = {2 + ﬁ}(c2 +1)1/251/2 4 %51/2,
and let

> eypst/ 2N = porude,

Consequently, we apply Proposition 2.2 to conclude that, conditioned on event
Ei1(r, 1, p/2) N {||w*]|ee + n~ /2 < 0.5p'(70)\}, the eg-optimal solutions B¢)
satisfy

18 = Bl < 8- 1B — B7l2
—1 / * * 1/2 *
+ 20, {IPA (85| = v M)z + lwsll2 + (s/n)/* + b7 }

for all £ > 2. Under the minimum signal strength condition ||B3%|lmin > (Yo+71)A,
and due to the fact that p)(¢) = 0 for all ¢ > <1\, the deterministic term
P\ (185 — voA)||l2 vanishes, thus implying

1B = %[l < "1 201 = )~y {[lwglla + (s/m) 2 + 07} (C2)

for all ¢ > 2.

Next, we control the event & (r, 1, p;/2) N {||w* || +n"1/2 < 0.5p'(70)A} and
the oracle error term ||w¥||2. Given ¢ > 0, it follows from Proposition 2.4 with
the above [ =< s'/2 and k = p;/2 that event & (1,1, k) occurs with probability at
least 1 —e ™t as long as 7 > max(oq,r) and n > (7/r)%(slogd+t). We therefore
take 7 =< 7 throughout the proof. Turning to the gradient vector w* € R?,
applying Proposition 2.5 yields that with probability at least 1 — 2e~¢,

N logd+1 logd+1 N s+t s+t
w0 |oe S 0oy 2ot B and  [Jwgle S ooy /ot 47
n n n n

Based on the above analysis, we choose the regularization parameter A =
Cogs+/(logd +t)/n for a sufficiently large C. Under the scaling n > slogd + t,
and if 7 has magnitude of the order within the range of o3 to o2y/n/(logd + t),
it follows from (C.2) that with probability at least 1 — 3e™ ",

~ 1 / t t
||IB(€)_ﬁ*||255€—181/2)\+ﬁ<02 S:L_ +TS:L_ —|—b:_> for all £ > 1.

This leads to the claimed bound by letting ¢ 2 [log(logd + t)/log(1/4)]. O
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C.3. Proof of Theorem 2.3

The proof is based primarily on Proposition 2.3, combined with complementary
probabilistic analysis. For ¢ > 0 and a prescribed ¢ > max(s,logd), set 7 =
o24/n/(g+1t). In order to apply the high-level result in Proposition 2.3, we
need the following two technical lemmas to control the events in (2.19). The
former controls the event &(r, 1, k) defined in (2.16) under proper sample size
requirement, and the latter provides upper bounds on the ¢.-error terms || E"ra—
B lloo and [[w*||loe = VL (8)]|sc-

Lemma C.1. Under the conditions of the theorem, let 7, 7,1 > 0 satisfy
7 > max(Coo, Cir) and n > (1/r)%(s +1*logd +t), (C.3)

where C is an absolute constant and C7 depends only on o,. Then, with prob-
ability at least 1 — e,

(VL(B1) = VL (B2). B = B2) = 21181 — B3 (C.4)

holds uniformly over (81,82) € C(r,1), where C(r,1) is defined in (2.16).
The next lemma provides statistical properties of the oracle estimator Bora

defined in (2.15) with 7 = 034/n/(¢ +t). Since the oracle 3°™ has access to
the true active set S, it is essentially an unpenalized Huber estimator based on

{(yis i)}y

Lemma C.2. Under the sample size scaling n 2 ¢ + t, the following bounds

[or * S+t
1877 = B[z S 021/ :
n
. . logs + 1 )2
1B 8l S oy (1)

(1+m)/2
PO logs+1t +1
VLBl 2y 22 (1) (o)

hold with probability at least 1 — 7e~¢.

(C.5)

and

Compared to Propositions 2.4 and 2.5, the proofs of Lemmas C.1 and C.2,
which are placed in the following two subsections, require a more delicate analy-
sis of the local behavior of the gradient process {VL.(83), 8 € R?} around both

the underlying vector 8* and the oracle estimator 3°®, with the latter being
random itself.
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With the above preparations, we are ready to prove the result. In Proposi-
tion 2.3, we set k = p;/2, 6 = 2.5/(piy0) € (0,1) and | = {2 + ﬁ}(cg +
1)1/251/2 where ¢ is determined by (2.18). Taking 7 = 7/C} in Lemma C.1,
we obtain that event & (r,l, k) happens with probability at least 1 — e™! as

long as n 2 o3 and n 2 slogd + t. Next, let A\ = Coa4/(logd +t)/n for a
sufficient large constant C'. Then, it follows from Lemma C.2 that the event

(e < 0.59 ()N} 01 {17 — Bl < A/ (558) = 70/6.25} 0 {5 —
B*|ls < r} occurs with probability at least 1 — 7e™* as long as n > (¢ +
)11/ (log d)~'/". Finally, the strong oracle property is a direct consequence of
Proposition 2.3. |

C.3.1. Proof of Lemma C.1

By the convexity of the loss function, for any B, 32 € R?,

D(B1,B2) := (VL (81) — VL, (B2), 81 — Ba)
= % ;{éi(yz —x]B2) — U (y; —xB1) ] (B1 — B2)

Y

LS~ wB) — £~ 2l BN (B~ Bk, (CT)
=1

where Ig, is the indicator function of the event &; := {|e;| < 7/4} N {|x} (B2 —
B < 7/4t 0 {lef (B1 — B2)| < 7(|B1 — Ball2/(2r)} on which |y; — @ Ba| <
il +|27 (B2=B")| < 7/2 and |yi—a B1] < |z} (B1—B2)|+|z] (B2—87) | +|ei| < 7
for all 81 € B2 + B(r). Similarly to the proof of Proposition 2 in [30], for any
R > 0, define Lipschitz continuous functions
pr(u) = u’I(lul < R/2) + (Ju| = R)’I(R/2 < |u| < R),
and on(u) = I(Ju| < R/2) + {2 — (2u/R) sign(w)H(R/2 < |u| < R),

which are smoothed versions of u +— u?I(Ju| < R) and u + I(Ju| < R), respec-

tively. Moreover, ¢r(u) < u?I(Ju| < R) and ¢r(u) < I(Ju| < R). By (C.7) and
the fact that £(u) =1 for |u| < T,

D(B1, B2)

1 & )
= Ez{mj(ﬁl 7ﬁ2)} I|“3;,F(ﬁ1*,32)\/||ﬁ1*ﬁ2|\2§ﬁjlm?(ﬁ2*ﬁ*)\ﬁﬁI|€1:|S£
=1

1 n
= Do(B1,B2) = D 0z 18—l (T (Br — B2)) ¢z (@] (B2 — B)) ], <=
=1

= EDoy(B1,B2) + Do(B1,B2) — EDo(B1, B2). (C.8)

In what follows, we deal with EDq (81, B2) and Dy(B1,82) — EDo(B1,32), sep-
arately.



3328 X. Pan et al.

Noting that ppr(u) > u?I(|Ju| < R/2) and ¢r(u) > I(ju] < R/2), we have

1 n
EDo(81,82) > - ZESDJ—T\lﬂl—B2||2($iT(51 = B) |27 (8, -pr) <z Lleil<2
=1

A%
SRS

N
Il
—

2
E{(m:('gl - '32)} Ilm?(ﬁlfﬁzﬂﬁﬂﬂﬁl*ﬁzuz

!
Sl
-

1 n

E{(z}(B1 — B2)} L 1o7(8,—p+) >3 — - > E{x] (81— B2)} 1,5z
=1

(C.9)

=1

Write 6 = 81 — 32 for 81 € B2 + B(’/’) and B € B + Bz(’l"). By Holder’s
inequality and (2.21),

—(1/8051)?
E(mg6)2l\m?5|>ﬁ|\5”2 < 2p2e (/8= 53,

E(x}0)*lj57(g,-p)>7 < (8/7)°E(x]8)*{a] (B2 — B)}* < (8pzr/7)?(6]1%

and E(z}8)*I.,>= < (40a/7)?||6[3. Substituting these into (C.9) yields

EDo(B1, B2) = {1~ (doa/7)* = 2p%e™ /57" — (8p3r /7).
Let 7 > 8 max (202, {log(16p2)}/ 2041, 4p27), so that

(402/7)2 < 1/16, 2p2e~(7/897) < 1/8 and (8p2r/7)? < 1/16.
It thus follows that

3 2 o 93 2
EDo(B1,82) = 21181 — Bl = 1Pl||ﬁ1 - B3 (C.10)

uniformly over 31 € B2 + B(r) and B2 € 8* + Bx(r).
Next, we will establish a high probability bound for the supremum

A(rl) = sup |Do(B1,B2) — EDOQ(ﬁl,ﬂzﬂ .
(B1,82)€C(r,l) 181 — B2||2

Note that ¢.g(cu) = c?pr(u) for any ¢ > 0 and u € R. For each pair (81, 82),
we write 6 = 81 — (32 and define

o182 (wis€i) = ¢ £ (78/[|6]]2) - oz (2] (B2 = BY)) - Ijc, <3,

so that A(Tal) = SUP(g,,3,)ec(r,l) |(1/Tl) Z?:l fﬁhﬁz (mivei) - EfﬁlyﬁQ (.’1}1',51‘”.
Since 0 < pr(u) < min{(R/2)?,u?} and 0 < ¢r(u) < 1 for all u € R, we have

0< fﬁl,ﬁz (wiﬂsi) < (7’/47“)2 and Efgl,BQ (wiagi) < pipi'
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By Bousquet’s version of Talagrand’s inequality [7] and (B.12), for any ¢ > 0,
A(r, 1) < 1.25EA(r,1) + pup2in/2t/n 4 (1/r)*t/(3n) (C.11)

holds with probability at least 1 — e?.

It suffices to bound the expected value EA(r,1). Applying the symmetriza-
tion inequality for empirical processes and the connection between Gaussian
complexity and Rademacher complexity (see, e.g. Lemma 4.5 in [29]), we obtain
that

EA(r, 1) <2- \/E -E sup IGa, .8, ¢ (C.12)
2 | Busecinn

where

1 - T T *
Gprpo = > gioz @[8/]8]2)dz (@] (B2 — B*)) ), <=
i=1

with § = 31 — B2 and g¢;’s are independent standard normal random variables
that are independent of the observations. In particular, Gg- g- is defined as
zero. Let E* be the conditional expectation given {(y;,x;)}" ;. By symmetry,

+2E* { sup Gg, 8. } (C.13)

(B1,B2)€C(r,1)

E* sup |Gﬁlﬁz| < E*|G5*ﬂ*
(B1,82)€C(r,1) T

Next, we apply the Gaussian comparison theorem to bound the remaining term

E*{SUP(ﬁl,ﬁg)eC(r,l) Gg, 8, }, from which a bound on E{SUP(ﬁl,ﬁg)eC(r,l) G, .8}
follows immediately. For another pair (3%, 35) € C(r,1), write &' = 8] — 35, and
note that

Gﬂlﬁz - Gﬁiﬂé
=Gp,.8, = Gayrs.8, + Gpyre.8, — Gy g,

1 n
= > gip s (@F8/[18]2){0z (] (B2 — B)) — ¢z (27 (85 — B*) Mo, <=
i=1

1 n
+ Y gidg(@f (B, — B ez (@76/18]2) — oz (278'/116']|2)} e, <.
=1

By the Lipschitz properties of ¢z and ¢g, i.e., [pr(u) — ¢r(v)| < %|u—v| and
lor(u) — pr(v)| < Rlu — v], and recall that ¢g(u) < (R/2)?, we have

i 1 n T 4 8 2 N
E*(Gg, 8, — Gpyrs,8,)” < ) > (g) (;) {x} (B2 — B3)}?
=1

T

2 1 n
= (ﬁ> ﬁz{ﬁ(ﬂz—ﬁé)}Q (C.14)
i=1
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and

2
E*(Ggy+s,8, — Gg;8,)

1 & . .
< > vz @l6/18l2) - oz (@76'/8']2)}
1=1
. 2 1 n )
< (5) —5 > (@i 8/18]2 — 78" /[18"]|2)". (C.15)

i=1

Motivated by (C.14), (C.15) and the inequality that

E*(Gg, 8, — Gpr p,)° < 2E*(Gg, 8, — Gpyrs,8,)° + 2E*(Gpyrs.8, — Gpr )7,

we define another (conditional) Gaussian process {Zg, g,, (B81,82) € C(r,1)} as

Vor 1< \/_7' 1
Zovss = S -3 gt (Br )+ o151
i=1 i=1
n n
\/57' 1
Zgz 2ls(B = B)s + 5 = > 9@l 8/,
i=1
where g1,97, ..., 9., 9. are independent standard normal random variables that

are independent of all the other variables. We have established that E*(Gg, g, —
Gpr p,)* <E*(Zg, p, — Zg; p;)°- Then, applying Sudakov-Fernique’s Gaussian
comparison inequality (see, e.g. Theorem 7.2.11 in [47]) yields

E* sup Gﬁ1,ﬂz < E* sup 23,85 ¢s (C.16)
(B1,B2)€C(r,l) (B1,B2)€C(r,0)

which remains valid if E* is replaced by E. For the supremum of Zg, g,, it is
easy to see that

E sup Zgl B2
(B1,B2)€C(r,1)

<QE Zgl (Xss)™ 1/29815
\;,T\/; \/_Tl H Zg

- 2r
Together, (C.12), (C.13), (C.16) and (C.17) deliver the bound

EA(r,1) < 2\/‘;{\/5 + lE(Ef‘i‘d - Zglx” ) } (C.18)

\/§Tl 1 &
E|LS gre,
2/,1 nzgzx

i=1

o0

(C.17)
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Finally we bound the maximum under expectation on the right-hand side of
(C.18). Write S; = Y7 | gizyj for j = 1,...,d. Under Condition 2.3, for each
1 <j5<dandm > 2 we have

oo
Ej;|™ = o—;nm/ 1P| > o) dt
0
o0 2
< QU?m/ tm e /2 4t = 2™ 26 mI (m/2).
0

Let g ~ N(0,1) be independent of x. Using the Legendre duplication formula,
ie., D(s)[(s+1/2) = 21725/ '(2s), and some algebra, we get

E‘ ‘m < 2m/21—‘(m;1) 2m/2 m F( /2) 20™m)! m! 4 2 m—2
ZTj = g, mL{m =40, M. = — o) a. .
9x; — ﬁ x x 2 x

> E(g;jz;)?

Hence, using Bernstein’s inequality and the symmetry of normal distribution
yields

2,42
AS; < doin\

AS; _ et
T 2(1 — o)

log Ee log Ee™

for all A € (0,1/04). Combined with Theorem 2.5 in [6], this implies

(f?f“é{d I ) B a3/
< om{2 210%52‘1) + logffd) } (C.19)

Combining (C.18), (C.19) with the concentration inequality (C.11), we de-
termine that with probability at least 1 — e™t, A(r,l) < p;/4 as long as n >
(1/7)(s +1?logd + t). This, together with (C.8) and (C.10), proves the claim
(C.4). O

C.8.2. Proof of Lemma C.2

To begin with, consider the decomposition
VL (B77) = w(B*) —w(B*) + VLA(B™) +w”,

where w(8) = VL, (8) — VL.(8), £L;(8) = EL,(8) and w* = w(8*). In
the following, we control the f,,-norms of the three terms, w(Bora) —w(B*),
VL, (Bora) and w*, separately. Throughout the proof, we take 7 = o3y/n/(q + t)
for some ¢ > max(s,logd) and ¢t > 0.
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Applying Proposition 2.5 to the centered gradient w* = ((w¥%)", (w¥.))")" €
R? with slight modifications, we obtain that with probability at least 1 — 2e7?,

1 t log(d — t
sl £ 022550 and e £ oo/ BT ()

thus implying ||w*||ec < 024/(logd + t)/n with the same probability.
Recall that 3°™ and B* have the same support S C [d]. Define the oracle
local neighborhood ©*(r) = {8 € B* + Bx(r) : Bse = 0}. Then, conditioned on

the event {||ﬁ°ra - B*|ls <1},

[w(B) —w(B)|o < sup [w(B) — w(B*)| o (C.21)
BeO*(r)

We thus focus on the supremum on the right-hand side of (C.21). For every
s-sparse vector B € O*(r), we write § = (8 — 8*)s € R®. For j = 1,...,d,
let e; € RY be the coordinate vector that has 1 on its j-th coordinate and 0
clsewhere, and define A9(d) = (w(B) —w(B*),e;) = (1/n) Y21, (ni; — Eny ) for
0 € R®, where n;; = x;;{{}.(e; — z] 56) — £;(¢;)}. Consequently, we have

sup  ||lw(B) — w(B*)||ec < max sup AY(S max sup —A%(),
ﬁe@*(r)” o=@l 1sIsds)ls <r ) SIS )is)ls<r )

(C.22)

where S =X ss € R***. In order to bound the local fluctuation sups. 5 <, A?(&),
we need to control the moment generating function of AY(d) for each § € R*. By

the Lipschitz contimuity of ¢,(), [E(n)| < Bl s8] < 0|3l E(r ) <
3 (x] 50)* and

E{(nij — Enij)?|aci} < 2E(3;]ai) + 2(Eny)® < 223 (a7 50) + 20558 3.

The above moment inequalities, combined with the elementary inequality |e* —
1—u| < (u?/2)e*¥°, imply that for any A € R and A* = A/(}/%[0]|s),

REAVAAY()/ (0572 18lls) — HEe%%‘EW

i=1
n A*2 D, R i
gl_[lE{lJr%(mj]Emj)Qeﬁlm nJ}
n
A*2plAl/v Pz, aT g6
S
=1
" A v Bilegalssl . A2 vm leelsd
< JI§ 1+ Sl Vime va teomistl o NVIEGE (o g8) e v s
n
i=1
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Applying Holder’s inequality to the exponential moments on the right-hand side
of (C.23), we have

Emfj(azzsé)% ﬁl I zs5|
1/2
1/2 Pleti/og
< Ujj”(s”% : {E(Iij/djj/ Yievn i/ }
1/2
x (E(éTwis/IIEIs)%%(ﬁsé/ww)

and

. 1/2 1/2
g ontet < (lbetion) " (eletoonan)
Substituting these bounds into the earlier inequality (C.23), we find that for
any [A| < /n/Ch,

/2
EeMVTAT @)/ (o557 118lls) < (C3A%/2,

where C7,Cs > 0 depend only on vy in Condition 2.3. A similar argument can
be used to establish the same bound for each pair (4§, "), that is,

EAVAHA@)=AJ 0N /(@16-8'ls) < (CBN/2 for all 3] < Vi /Ch.

The above inequality certifies condition (£d) in [42] (see Section 2 in the supple-
ment), so that Corollary 2.2 therein applies to the process {A9(d)}sers:|s)s<r

x

with probability at least 1 —e™7,

" S+
sup (w(B) —w(B"),e;) = sup A?(&) <r
BEO*(r) §:||8[ls<r n

as long as n 2 s+ . Combined with (C.22) and the union bound, we find that

" s+
sup [w(B) —w(B7)[c S7
BeO*(r) n

with probability at least 1 — 2de™® provided n 2 s 4+ x. Taking x = log(2d) + ¢,
it follows from (C.21) that conditioned on {||3°" — B*||s < r},

[ (F) — w(B") oo 5y B (c20

holds with probability at least 1 — e~* as long as n > s + logd + t.

Tuning to ||[VL-(8°?)|l, again, we control this term conditioned on the
same event above. Following the proof of Lemma A.1, it can be similarly shown
that

IVL (B oo S (anoa)> 170, (C.25)
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For any B € ©*(r), write § = (8 — 8*)s € R®, and note that
VL(B) = VL (B8") = E{l () — L1 (e —x30) }

0
:E/ e+ u)du-x
7m:£5
0
— El/(c)zalo + ]E/ (e +u) — £(e)} du- w.
s

—xg

Let E, and P, be the conditional expectation and probability given x, respec-
tively. By the anti-concentration property (2.29) of the distribution of & given
x, we see that for any u € R,

[Ba {7 (e +u) = £7(e)} = |Pa(le + ul < 7) = Pa(le] < 7)| < aolul.
Together, the last two displays imply

ao TS\ 2 ao 1/2 2 2
< 5 ax Eloy|(250)" < 5 max 05370505, (C.26)

where H.s = E{¢/(e)zz}} € RY*® is the submatrix of H = V2L, (8*) =
E{¢/(c)xx™}. For the linear term H.sd, write ¥.5 = E(zx}) and note that

[(Hs = .5)8)loc < max E{Po(le| 2 7) - |2;50]}

1/2 2 -2
< - . .
< max o o5|6|sT (C.27)

Together, (C.25), (C.26) and (C.27) imply that conditioned on {||3°™ — 8* |5, <
T},

VL (B™) + 2587 — B)slloo S 12+ 0217710 L0272 (C.28)

Next we consider the oracle estimator 3 with 7 = 021/n/(q + t). Following
an argument similar to that used to prove Theorem 2.1 in [11], it can be shown
that with probability at least 1 — 3e~?,

1B~ Blls = 1B~ 8)slls < oy [ * (C29)

and

t
< 02‘9: , (C.30)

2

~ 1 —
1/2/gora _ 2%\ _ q—1/2~ ' N
SYE(B™ - B7)s = ST ;«ef(ez)wz,s

where S = E(zsz}) = Xss. Note that the linear term (1/n) > 1, 7 (e;)x; s in
the Bahadur representation bound (C.30) can be written as

1 n
n Za—(gi)wi,s = —ws — VL (B")s.
i=1
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It follows that

18 = B%[loe = (B = B") sl
< (B = B)s + ST ws + ST VLB )sloo + ST wE + STIVLA(B)s |0
<87 — B%)s + S wh +STIVLA(B)sl2 + ST wE ]l + [STVLA(BY)s 2
< 87 2{IIS V2B — BY)s + ST 2w}

+STVAVL(B)sll2 + ISTEVLA(BY)s 2} + IS w oo
Similarly to Lemma A.1, we obtain that ||S™Y2V L, (8")sl|2 < (ayo2)?t177177,

For ||S™ w%|| o, following the proof of Proposition 2.5, it can be similarly shown
that with probability at least 1 —e™¢,

log(2s) + ¢
—

< gy

~

IS~ w5l

Putting together the pieces, we conclude that the ¢5-error bound (C.29) and the
{~-error bound

~ora . logs+t +t (1+n)/2
18 - 3l 70y 22 (1)

hold with probability 1 —4e~t as long as n > g + t. Combined with (C.29), this
proves (C.5).
Finally, it remains to deal with | X.s(8°™ — 8*)s]/c. Under condition (2.28),

12-50]jo0 < max 15)5(Zs5) I - [1Bs80]l00 < Ao - [[S8]|oc for any & € R”.
Using the previous bounds (C.20), (C.25) and (C.30), we obtain that

1S(8°® — B")s ]l

~ 1 < 1
< |Is(B3 — B)s — ” Zﬂ;(Ei)st + - Zf;(ei)wi,s
=1 o =1 00
—~ . 1 <& i} .
<887 = B)s — = D _L(ewis| +lwsloo + [VL(B")s e

i=1 2

+t fogs + ¢t L\

S og s

S 02 +og 222 + a0y <q_> .
n n n

Combining this bound with (C.24), (C.28) and (C.29) yields the claim (C.6). O

C.4. Proof of Theorem 3.1

For simplicity, we write B8%) = gLk ¢ = ¢(LE) and X = A throughout
this section.
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C.4.1. Technical lemmas

We first present three technical lemmas, which are the key ingredients to the
proof. The first lemma provides an alternative to the stopping rule.

Lemma C.3. wx(ﬁ(k)) <L+ ’Yu)”ﬁ(k) - ﬂ(k_1)||2-

Proof of Lemma C.3. For simplicity, we write L(-) = ET() as the loss function
of interest. Since B) is the exact solution at the k-th iteration when ¢ = 1, the
first-order optimality condition holds: there exists some £*) € 9||3%*)||; such
that

VLB*) + M (BE —pE) £ X0 g® =04

For any u € R? such that ||u|; = 1, we have

(VLBD) + Xoe® )
= <V£(ﬁ(k)),u> (Vﬁ(ﬁ(k 1) )+ ok (I@(k) _ ,@(k_l)),m
— <V£(g(k)) VL3 (k 1)) u> _ <¢(k)(,6(’“) _'B(k_l))»u>
< |vL(e™) - V/J( k=D + 6®[|8R) — g=1)|
< (¢(k) + )||,3 (k 1)”2

where the last inequality is due to the Lipschitz continuity of V.L(-). Taking the
supremum over all u satisfying ||u|l; < 1, we obtain

wa(BY) < (6™ + L)||B" — B* 2.
It remains to show that ¢(*) < L, for any k. This is guaranteed by the

iterative LAMM algorithm. Otherwise, if ¢(*) > L~,, then ¢/ = ¢(*) /v, > L is
the quadratic parameter in the previous iteration for searching ¢ such that

F(B®;¢, p%1) < £(BW),
where E(k) is the new updated parameter vector under the quadratic coefficient

¢'. On the other hand, it follows from the definition of F and the Lipschitz
continuity of VL that

F(B®; ¢, B%1) + |81
= L(B* V) + (vL(BtD), g0 — gDy %HBW — B2

L ~
> L(BED) +(vL(B*), B0 — gED) 4 W — g3
> L£(B™).

This leads to a contradiction, indicating that ¢(*) < Ln,. O
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The second lemma is a modified version of Lemma E.4 in [16]. We reproduce
its proof here for completeness. Let W(8,X) = L(8) + | Ao B|1 with X = A©),

Lemma C.4. For any 8 € R?, we have

(k)
(BN~ w(E®,N) > {18 -8V - 18- A4 VI3).
Proof of Lemma C.4. Since F(3; qb(k),,ﬁ(’“_l)) majorizes £(3) at %), we have

(B, ) —U(BM X)) > ¥(B,A) - {F(BF; 6™, D) + X0 B8R}
(C.31)

By the convexity of £(-) and B — ||Ao 8|1,
£(B) = £(B* V) +(vL(B* 1), 8- B*Y) and
Ao Blr > Ao BM + (Ao g™, g — gk
for any £€*) € 9|8*)||;. This further implies
V(B A) = £(B* )+ (veetY), 8- pEY)
+Ao B+ (Ao g™, 8- BM). (C.32)
Plugging the expression of F(3®"); ¢*) 3(k=1) in (3.3) and (C.32) into (C.31),
we obtain
(®) oM k-2
\Ij(ﬁ7A)_\II(/8 7A) > _T”/B _/8 ||2
+(VLB*),8-8Y) + (Aoe™, 8- BW). (C.33)

By the first-order optimality condition, there exists some & € 9||3*)||; such
that

vL(B* D) + 0" (BM — gt + x0e® = 0.
Substituting this into (C.33) proves the claimed bound. O

Recall that W(8,A) = £(8) + | Ao B[ and B1) € mingepa ¥(B,A) denotes
the optimal solution in the contraction stage.

Lemma C.5. For any k£ > 1, we have

maX1<]<k ¢

o118 = BYIE.

Proof of Lemma C.5. For simplicity, we write ,6 = ﬂ(l), and define ¢pax =

maxi<;<k (b(J) and ¢min = minj<;<g (b(]) > 0. Taking B = ﬂ in Lemma C.4
gives

0> W(3,A) — ¥(BY), A )2—{Ilﬁ B2~ 1B - BYU~V |3}
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for all 7 > 1. Summing over j from 1 to k yields
ko9 5 , .
Z ¢— ~¥(BY,N)} > Z{Ilﬂm Bl - 189 — B|3},
= ] 1

which further implies

2
¢max

k
{m BN -3 w(aD, N } > 189 — BIE - 189 - BI3. (C.30)
Jj=1

Again, by Lemma C.4 with 8 = 8U~1 and k = j,

W00, 3) — w89, ) = 250 - po-3 > Luin o) _ g1

Multiplying both sides of the above inequality by 7 — 1 and summing over j, we
obtain

k
Z{(j —1)T(BUY,N) - j(BY),X) + T (BD, A)}

d)min ;
k

Z (7 = DIBY — BUTV3,

or equivalently,

k

k
{—kw(k),xnz ﬁU)A} Zj—lllﬁ - BYUTV5. (C.35)

j=1

2
¢min

Together, (C.34) and (C.35) imply

(bmm{‘l’(ﬂ, A) = (8™, )}

¢max ¢max

o 18© — 83,

HB(’“) B3 +Z j—1)BY — U2 —

j=1

from which it follows immediately that

L w(a® n) —w(d ) < 89 - B

max

This completes the proof. O
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C.4.2. Proof of the theorem
Recall that %) = B(1F) and ¢(F) = ¢(1¥), By Lemma C.3 and its proof,
wa(B®) < (6 + D)IIBY = BV s < L1+ 7) 8% = BEV,.

Next, taking 8 = 8%~ in Lemma C.4 yields

(k)
B, 2) (B, 3) > Tptn - g0,

Together, the last two displays lead to a bound for the suboptimality measure

1/2
ax(B9) < (147 | o (BB v N (o)

Recall that {¥(B8"),X)}2, is a non-increasing sequence, i.e.,
YY) << WP A) << u(BO)N).

Then, it follows from (C.36) and Lemma C.5 that

N 1/2
wA(BM) < L(1+ ) [ﬁ{w“l), ) - (B, A)}
< L(1k+_’Yf) \/maX1S(;(§kk)_l ¢(j) ”BHQ’

where we used the fact that 8(°) = 0. By the triangle inequality,

1+ 7)

I ~
wa(8®) < X ) (165 + 1B - 1)

Therefore, in the contraction stage, we need k > {L(1 + v.)(||B%|lz + |8 —
B*||2)/ec}? to ensure wy o (B*)) < e.. This proves the stated result. O

C.5. Proof of Theorem 3.2

For convenience, we omit the index ¢, and use B, B*), X and £ to denote
B, R XE=1) and &, respectively, where & is the subset defined in (B.2)
satisfying S C & and |&| < Cys for some constant Cy > 1. Moreover, write

L(-) = L:(-), and define ¥(8,X) = L(B) + X o Bl = L(B) + AU~V o B]|1, s0
that B € ming ¥(8, A).
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C.5.1. Technical lemmas

We first provide several technical lemmas along with the proofs.

Lemma C.6. For any k-sparse (k > 1) vectors 31,32 € 8* + B(r), we have

5 2k, )18y~ Ball3 < De(Br, B2) < s (26, )18y — ol
where D, (81, B2) == L(B1) — L(B2) — (VL(B2), B1 — B2) is the Bregman diver-

gence.

Proof of Lemma C.6. By a second-order Taylor series expansion, there exists
some 7 € [0,1] such that 8 = v81 + (1 —7)B2 € 8" + B(r) and D, (81, B2) =

(1/2)(B1 — B2)TV2L(B)(B1 — B2). The stated bounds then follow directly from
Definition 3.1. O

The next lemma converts the bound on ¥(3,A) — ¥(8*, A) to that on |3 —
3*||2. Recall that for any subset £ C [d], we write B¢ as a subvector of 3 indexed
by £.

Lemma C.7. Assume LSE(1) condition holds. Let £ C [d] be a subset sat-
isfying S C & and |€] < Cys for some Cp > 1. Assume further that A >
max{4||[VL(B)|lco; [| Ao} and ||[Agec||min > A/2. Then, for any 8 € B8* + B(r)
satisfying ||Bs<|lo < s’ and ¥(B,A) — ¥(B*,A) < CsA\?, we have

18— B%|la < C1s*?X and  ||B— B*|1 < Cav/s(s + ')A,

where C1,C5 > 0 depend only on Cy, C and localized sparse eigenvalues.

Proof of Lemma C.7. We omit the arguments in x_(s + s',r,7) and k(s +
s',r,7) whenever there is no ambiguity. For any 8 € (B* + B(r) satisfying
I1Bs:llo < &', note that ||B|lo < s+ " and ||8 — B*||o < s+ ¢'. Using Lemma C.6
yields

L(B") +(VL(B"), B~ ") + %Ilﬁ - B3 < £(B).
Since ¥(8) — ¥(B*) < CsA2, or equivalently,
L(B) = L(B") + (A0 Bl — IXoB[1) < Cs?, (C.37)
it follows

%Hﬁ = B3 < CsX?* = (VL(B"),B8 - B") + (|Ao 81 — IXo B]1).

I II

After some simple algebra, it can be derived that

I <8 =B )ecll1IVLEB ) lso + (B = B el VLB loo
< A8 =B el — (A/2I(B = B el
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Combining the above bounds gives
K_ * * *
18 = 8715+ {32 = [IVL(B") |} (8 = B)ec |1
< {AHIVLB) o HIB = BY)ell + CsA?,
which further implies

A
22108~ 8%l + O\

R— *
- 87 <

To bound the right-hand side of the above inequality, we discuss two cases
regarding the magnitude of ||(8 — 3%)¢||1 as compared to sA:

o If 5A|(B — B*)ell1/4 < CsA2, we have

%H,@ - ,3*”3 < 2CsA?, and hence

(C.38)
— <2 K_ s .
18 = B*ll2 < 2(C/k-)"/2s1/2)
o If 5)[[(B — B*)ell1/4 > Cs\?, we have
K_ . 5 N ) N
S 118 =813 < SMB = B")elli < SA(Cos)' 218 = B2,
2 2 2
thus implying
I8 — B2 < 5C/ k= s /2. (C.39)

Combining (C.38) and (C.39), we obtain

18 — B*||2 < max {2(C/k_)"/2,5C, > k=" }s/2A = 512,
Since B — 3* is at most (s + s')-sparse, |3 — B*|1 < (s + 5)/?||8 — B*||2. The
stated results then follow immediately. O

Recall that & is the subset defined in (B.2) satisfying S C & and |&| < Cops
for some Cy > 1.

Lemma C.8. Assume LSE(Cy) condition holds and 4{||VL(8*)|lco +€c Vet } <
A < s712r. For any £ > 2, the solution sequence {3(“%)}, satisfies
(£,k) / (6k) _ g+ 1/2
1B Mo < s, I8 B*[l2 < C1s'?X  and

(C.40)
|BR) — B*|l1 < Cas),

where C1,Cy > 0 are constants depending only on the localized sparse eigenval-
ues.

Proof of Lemma C.8. We prove the theorem by the method of induction on
(¢, k). Throughout, C' denotes a constant independent of (n,d, s) and may take
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different values at each appearance. For the first subproblem, directly apply—
ing Proposition 4.1 and Lemma 5.4 in [16] we obtain that 1BV — 8|y <
Cris'2x <7, |BW =8| < CrylsA and BY) is (s+5')-sparse, where s’ < Cs.
It follows that 30 = B(l) falls in a localized sparse set.

To apply the method of induction, first we assume that for any k, 8(2%) falls
in a localized sparse set such that (C.40) holds. We then use Lemma E.13 in
[16] to show that B(2#+1) also falls in a localized sparse set. To this end, we

need to verify two conditions. The first one, ||)\E5?Hmin > \/2 is guaranteed by

Claim (B.3) in the proof of Proposition 2.2, when ~ is such that p'(y) = 1/2
and |&| < Cys for some Cy > 1. For the second condition, it suffices to show

(BN AD) —w(B*, AM) < (1 + )k tsA,

where ( = k*/k,. Using the mean value theorem, there exists some convex
combination of 3(>%) and 3*, say 3, such that

\p(ﬁ(ik)’ )\(1)) — (B, )\(1))
=L(B*) — £(8%) + {IAM 0 BER ||y — AW 0 g1}

< <Vﬁ(ﬂ*)”@(2vk) — I@*> + %(ﬂ(lk) _ I@*)TV2£(B)(I@(2,/€) _ ﬂ*)
FIAD 0 (829 - g)]s

* * 1 * * *
< VLB oollB®H = B[l1 + 5118 = 8713 + ABAY — 87[ls
2
< %ﬁ;*—ls)\z—f— 02 *hy2sA2 + Ok tsA? < (1 + QO kptsa2
With above preparations, it follows from Lemma E.13 in [16] with slight modi-
fication that ||ﬁgc’k+l)||o < s’ and hence ||3ZF+D]||, < Cys + 5.

Next, we show that ||[3ZF+D — 8%, < n;lsl/Q)\. Again, by Lemma C.4,
¢(2 Jk+
\11(16(2,k+1)’ )\(1)) _ Q(/@(Z,k)7 A(l)) ||ﬁ (2,k+1) _ (2,k)||2.

This implies that {¥(32F) A1) @ (8*, )\(1))};@1 is a non-increasing sequence.
By induction, it follows that

BB, AL) —w (3, AD) < w(BEDAD) — w87, A1)  (1+ Or A%

Combining this with Lemma C.7 gives the desired bounds on ||32*+1) — g*||,
and |8+ — g7,

Finally, by an argument similar to that in the proof of Lemma 5.4 in [16], we
can derive the stated results for all £ > 3. |

For € > 0, let 3 be an e-optimal solution to the program ming{L(B) + ||A o

Bll1}. The following lemma provides conditions under which 3 falls in an ¢;-
cone.
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Lemma C.9. Let £ C [d] be a subset satisfying S C &, and assume A >
Moo VA{IVL(B*)||co + €} and ||Age]||min > A/2. Then, any e-optimal solution

3 satisfies the cone constraint

Moo + VLB )lloo + €
[Age]lmin = VLB oo —

(B - 8l < 18— B¢l <5l1(B— Bl

Proof of Lemma C.9. For any £ € 8H,§||1, let u = V,C(B)—i—/\oﬁ. By the convex-

ity 0f~£(-), (Vﬁ(@) — VL:(B*),B —~ﬁ*> > 0. This, together with the inequality
(VL(B) +A0&,B—P7) < [lullllB — 871, implies

0 < [lullllB = B*[l1 — (VL(B), B~ B*) — (Ao &, B - B). (C.41)

I II

For I and II, note that I > —|VL(8)||s|l3 — B]/1, and

= (Xog&B—B")=(Ao&)e,(B—B)e) +{(Ao&)e, (B - B)e)
> [ Xeellminll (B — B)eelli — [ Xelloll(B — B)ell1-

Substituting the above bounds into (C.41) and taking the infimum over £ €
9)18|1 yields

0 < —[IXecllmin = {IVLB")lloc +wr (BB — B )eclln
+{IAelloo + VLB oo +wr(B)HI(B = B e,

or equivalently,

_— Ao + VLB oo + waB) 5
/6 - ﬁ c|l1 S = ﬁ - ,6 1-
I el S el — (VLB | + x| |

This proves the stated result. O

C.5.2. Proof of the theorem

Restricting our attention to the ¢-th subproblem, we write o) = p&F) for
simplicity. Define the subset L = {aB + (1 — a)8%~1 : 0 < a < 1}. Due to
local majorization, we have

¥(BH, )

(k)
< min {ﬁ(ﬂ(’“‘”) VLB, 8- B 4 C 8 - gD 4+ Ao ﬂ||1}

BeL

(k)
< min {E(ﬂ) + 18- BEVI3+ X0 ﬁh} :
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where we used the convexity of £(-) in the second inequality. Since U(3, \) =
L(B) + || o B]1 is minimized at 3, by convexity we have

(k)
w8, <in {083 + % 18- 508

k o~
———B“”ﬁ%. (C.42)

Next, we bound the right-hand side of (C.42). By Lemma C.8,
1B% Desllo < &, 1B%7Y = B7lla S sV*A S and [|B%7Y = B2 S sA.
Similarly, it can be shown the the optimum ,@ satisfies the same properties.
Hence,
BY Bep +B(r) and [B® —Bllo < |&|+ 2" < Cos + 2.

By the first-order optimality condition, there exists some 5 € 8||,§||1 such that

Vﬁ(a)—i—/\og: 0. Moreover, define D, (81, 82) = L(B1)—L(B2)—(VL(B:2), B1—
B2). Using Definition 3.1, Lemma C.6, and the convexity of £(-) and ¢;-norm,
we obtain that

(AR N) —W(B,N)
> (VL(B) + Ao &85 = B) + De(B*, B) > —[|8* ) - B3,
where k_ = k_(Cys + 2s',7, 7). Plugging this bound into (C.42) yields
(8™, X)

*

Following the proof of Lemma C.3, it can be similarly shown that ¢(*) < ~,k
under Condition 3.2. Consequently,

™. x) W3, _( _
we® N - wBn < (1-

k
){Mﬂ%m—w@Am
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where ¢ = K* /K.
By an argument similar to that in the proof of Lemma C.3, we can show
that, for £ > 2,

war-1 (BER) < K* (1 + 7,)(|BEH — gEF=D |,

Further, using Lemma C.4 to bound [|B3¢*) — @8(“+=1)|, from above and noting
that ¢(®) > k., we obtain

wae-n (B1)
< (14 7"\ 2/ ){B(BER=D, AED) — W(BER, AU-D)}

<(1+ vu)\/2<m*{\1/(ﬁ(&k—1>, AU=D)) — (B0, A=)}

k—1
<(1+ %)\/QC%* (1 - 471 C) {T(BE0), X(E=1)) — J(BO, A1)}

CK/* 1 k—1 1 k—1

where the last step applies Lemmas C.4 and C.8.

To make the right-hand side of the above inequality smaller than ¢;, we need
k to be sufficiently large that & > C;log(Cys'/?)\/e;), where C1,Cy > 0 are
constants depending only on localized sparse eigenvalues and ~y,,. This completes
the proof. O
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