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Abstract

A burning fusion plasma has a large inwards flux of fuel and outwards flux of ash. Existing impurity
transport theories do not account for a steady-state environment of such large fluxes. In this paper,
we extend classical transport theory to account for a background of such fluxes. In a mainly two-ion
species magnetized plasma, with oppositely directed density gradients maintained by oppositely directed
sources of the two species, trace impurity ions are shown to align with the larger mass ions. This
unexpected behavior is derived analytically and simulated numerically using the MITNS (Multiple-Ion
Transport Numerical Solver) code. The result suggests a potential advantage of edge-fueled p-B11 fusion
in extracting high-Z impurities, and possible applications in plasma-based separation methods.
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1. Introduction

Cross-field transport of multiple ion species is
a complex and important phenomenon in plasma
science [1–6]. Its applications range widely and in-
clude controlled fusion devices, such as tokamaks
[7–13], stellarators [14–17], and magnetized iner-
tial fusion devices, such as MagLIF [18–20]. Fur-
thermore, non-fusion devices such as plasma mass
filters [21–33] and non-neutral particle traps [34–
39] also utilize cross-field transport predictions in
separating plasma components.

In classical magnetized plasma transport the-
ory [1–3], on the fast ion-ion transport time-scale,
and, when all gradients are in the x̂ direction, per-
pendicular to the magnetic field, B, in the ẑ di-
rection, with ŷ an ignorable direction, as in the
schematic in Fig. 1, the ion species in the plasma
will arrange themselves according to:

n1/Za
a ∝ n1/Zb

b , (1)

where ni and Zi are the density and charge state
of ion species i in (a, b), and where we do not con-
sider the effects of electron transport, which is on
relatively longer time-scales than ion-ion transport
time-scale. This relation can be generalized in the
presence of a species-dependent external potential
Φi [40, 41]:(

nae
Φa/T

)1/Za ∝ (nbeΦb/T
)1/Zb . (2)
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Incidentally, this generalization also shows how the
centrifugal forces in rotating plasma can be used
to exclude impurities, including ash in the case
of nuclear fusion from the plasma core, even as
essential ions are retained [40, 41].

Eq. (2) assumes that the ions relax to a flux-
free steady state. However, in plasma experiments
and applications, we are often examining a driven
steady state. For example, in a fusion reactor,
fuel is fed into the system at the edges, and there
is an ash flux from the core. It is important to un-
derstand whether these fluxes affect the impurity
accumulation [42–45].

In this paper, we derive the density profiles in
the presence of a steady-state particle flux. We
confirm our analytic results numerically using the
MITNS code [46], in three scenarios: in the pres-
ence of two ion sources and sinks and no external
potential, Sec. 2.1; in the presence of a non-zero ex-
ternal potential, Sec. 2.2; as well as in the presence
of a trace impurity but without an external poten-
tial, Sec. 2.3. In doing so, we find that the presence
of steady-state particle flows can substantially al-
ter the behavior of Eqs. (1) and (2). For example,
in the case of two counter-flowing bulk ion species,
we show that a trace third species’ density gradi-
ent aligns with that of the larger mass background
ion species.

This key result reveals an advantage of edge-
fueled pB-11 fusion over DT fusion since the impu-
rities will be extracted as they try to align with the
high-mass Boron fuel that flows in from the edge.
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Our results also inform on the transport dynam-
ics in plasma-based mass filtering methods. These
applications are discussed in Sec. 3.

2. Method

To examine the driven steady state, we use
models of classical transport throughout this pa-
per. These models are valid only when the plasma
is sufficiently quiescent. Turbulent transport may
dominate in regimes where significant fluctuations
are excited, and factors such as density and tem-
perature gradients can become important [47]. Thus,
the governing classical transport equations for con-
tinuity and momentum [46, 48] are modified by
including a particle source term si for species i as
follows:

∂ni
∂t

+∇ · (nivi) = si (3)

∂

∂t
(minivi) +∇pi +∇ · (πi +minivivi)

= Zieni(E+vi ×B) +mini
∑
s

νis(vs − vi)

+ fth,i +minig +misiv
src
i , (4)

where v is the ion fluid velocity; pi is the scalar
pressure; πi is the viscosity tensor; e is the ele-
mentary charge; Zi is the ion charge state; E is
the electric field; B is the magnetic field; mi is the
ion mass; νis is the collision frequency of species i
with species s; g(t, x) is the gravitational acceler-
ation; fth,i is the cross-field thermal force density
on species i [46] defined as:

fth,a =
∑
b

3

2

naνab
Ωa

1

1 + (maTa/mbTb)

×
(
b̂×∇Ta −

Za
Zb

ma

mb

Tb
Ta
b̂×∇Tb

)
, (5)

where the characteristic proton gyrofrequency is
Ωa

.
= eB0/mp for proton mass mp. The sys-

tem constitutes a slab of magnetized plasma with
boundaries on the x-axis, B in the ẑ direction, and
all gradients along x̂ as shown in Fig. 1. In the clas-
sical transport model, we do not consider electron
transport since electron flux is much slower than
ion flux, and we assume that, in a steady state,
we can control the overall density of the electrons.
In non-classical regimes where turbulence domi-
nates, electron flux is significant, therefore classi-
cal transport theory is not appropriate.

To derive the flux for any two species a and b
with constant sources and sinks, define the flux of
species a as Γa = navax̂. Define Γab to be the con-
tribution to the flux due to collisions with species
b. The source term and the flux are related by the
continuity equation, Eq. (3), as: ∂Γab/∂x = si.

Figure 1: This schematic shows the basic geometry used in
this paper.

When the time derivative vanishes; from the as-
sumption of classical transport the momentum ad-
vection and viscosity are neglected; and the fric-
tional force is only in the direction of the gradients,
it follows directly from Eq. (4) that [40]:

Γab = − ν̃ab
Ωa

T

B
nanb

× (
1

Za

n
′

a

na
+

1

Za

Φ
′

a

T
− 1

Zb

n
′

b

nb
− 1

Zb

Φ
′

b

T
), (6)

where the primes denote a partial derivative with
respect to x; Φi is the external potential for ion
species i; and νab

.
= ν̃abnb. Note, when Γab van-

ishes, the density relation is the known result in
Eq. (1). We, however, maintain a finite flux term.
Let ζ = Za/Zb and rearrange terms to get:

[nan
−ζ
b e[Φa−ζΦb]/T ]

′

=
−ZaeΩaBΓab

T ν̃ab
n−ζ−1
b e[Φa−ζΦb]/T . (7)

The above expression is a differential equation de-
scribing the generalization of the pinch to finite
flux. In subsequent sections, we examine several
specific cases to understand its implications.

2.1. Case 1: Two sources and no potential

In our first case, two source are added at either
boundary (see Fig. 1) with no potential acting on
the system, so we set Φ = 0, and integrate Eq. (7)
to get the following:

nan
−ζ
b −na0n

−ζ
b0

= −Z
2
ae

2B2

maT ν̃ab

x∫
x0

Γabn
−ζ−1
b dx, (8)
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Figure 2: Contour density plot of hydrogen and helium-4
over 10, 000 gyroperiods. The hydrogen source is on the
left (with relative density n0 = 0.7), corresponding to the
highest density, and the sink is on the right. The helium-
4 source is on the right (n1 = 0.3) with the sink on the
left. Without a potential acting on the system, the density
distribution remains aligned with the respective sources and
sinks.

were x0 is a reference point, and na0 , nb0 are ion
densities at x0. Then solving for the density of
species a, we have:

na = nζb

(
na0n

−ζ
b0
− Z2

ae
2B2

maT ν̃ab

x∫
x0

Γabn
−ζ−1
b dx

)
.

(9)
This key result is a generalization of Eq. (1) for
two species in the presence of a finite steady-state
flux. We seek to both verify it and to explore its
implication.

We verify this result numerically in MITNS by
including source and sink terms in the code. Our
setup mirrors that of the original MITNS code
publication [46]: the plasma slab geometry is as in
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Figure 3: A comparison between MITNS-simulated and
analytically predicted densities for source ion species hydro-
gen and helium-4 at equilibrium with source factor 0.001,
and arbitrary units. Since our sources are volumetric, we
do not expect perfect agreement at the boundaries.

Fig. 1 with boundaries on the x-axis. The sources
are added with a specified source rate at either
boundary of the slab and a sink at the opposite
boundary. We define the source function as:

si =
Si
Li

(
e
− x
Li − e−

L−x
Li

)
, (10)

where Si = −(Zi/Zs)Ss, Li is the source scale
length, L is the total length of the system, and
x is an arbitrary position along the x-axis. The
shape of the source function is exponential, which
allows sources to be treated volumetrically, and
will mimic boundary sources’ behavior so long as
Li � L. In other words, if Li/L is small, the ana-
lytic and simulated solutions are equivalent in the
interior region of the plasma slab, since the local-
ized volumetric sources fix the total particle fluxes
in steady state. The codes’ initial conditions are
such that the sources are added at zero velocity,
and temperature evolution is turned off so that T
is treated as a fixed quantity for all species.

As an example, Fig. 2 shows a MITNS simu-
lation with no potential, 70% hydrogen and 30%
helium-4, 128-cell grid and a system size of 20
proton gyroradii. The error tolerance is set to
10−14, with initial conditions such that the plasma
β = 10−3, and the ratio of the proton-proton col-
lision frequency to the proton gyrofrequency is set
to 0.05. The total running time for the system is
set to 10, 000 proton gyroperiods. Hydrogen ions
are added at the left boundary (x = 0), and he-
lium ions are added at the right boundary (x =
20). These parameters are used for all simulations
henceforth unless stated otherwise.
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Figure 4: Contour density plot of hydrogen (relative den-
sity n0 = 0.7) and helium-4 (n1 = 0.3) as in the no po-
tential case. The t is set to 25, 000 gyroperiods, and a
potential with a maximum of 10% of the product of the gy-
rofrequency and the proton thermal velocity ramp up time
is 100 gyroperiods.

As expected, the two ion species densities show
a gradient consistent with the side at which they
are added; thus, hydrogen density is highest near
the left boundary, and helium-4 density is highest
at the right boundary.

Fig. 3 shows that our simulations are in good
agreement with the analytically predicted densi-
ties in Eq. (9) of species a and b at equilibrium.

2.2. Case 2: Non-zero potential

In real world applications and experiments, an
external potential in the form of a centrifugal or a
gravitational force may be acting on the system.
We derive and simulate this scenario here. From
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Figure 5: The density of the hydrogen and helium-4
species, with arbitrary units, computed from the predicted
result of Eq. (11) and plotted against the simulated result,
with source factor 0.003, and 10% maximum potential. We
expect the results to agree away from the boundaries.

Eq. (7), the density of species a is:

na = nζbe
−[Φa−ζΦb]/T

(
na0n

−ζ
b0
e[Φa0−ζΦb0 ]/T

− Z2e2B2

maT ν̃ab

x∫
x0

Γabn
−ζ−1
b e[Φa−ζΦb]/T dx

)
, (11)

where Φa0 and Φb0 are the potentials for species a
and b at x0. This is a finite-flux generalization of
Eq. (2). We then choose a potential Φ(t, x) defined
as:

Φ(t, x)

T
= −migoL

πT
tanh4(

t

tramp
) cos(

πx

L
). (12)

Note that, at t � tramp, tanh4( t
tramp

) → 1. This

analytic result predicts a similar density profile as
in the no potential case: the bulk species gradient
is in the direction of the particle source despite
the non-zero potential. We simulate the resulting
densities in Fig. 4, which agree with the predicted
densities in Eq. (11) as verified in Fig. 5.

2.3. Case 3: Two sources with a trace impurity

A fascinating case for controlled and magneto-
inertial fusion is a plasma that contains a trace im-
purity. Both DT and pB-11 fusion produce energy
by emitting charged particles, and in both cases,
the fusion efficiency is sensitive to impurities com-
ing from the reactor’s wall material. Studying the
impurity dynamics can help expel such impurities,
thus increasing the fusion rate. In this section, we
consider this scenario by examining a trace species
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Figure 6: Contour density plot of deuterium (relative
density 0.5), tritium (0.49999), and carbon-12 (10−5) over
10, 000 gyroperiods, and no potential. The sources are on
either side of the slab, with deuterium on the left and tri-
tium on the right. The sinks are on the opposite sides, re-
spectively. Carbon-12 is a trace impurity distributed uni-
formly throughout the system at t = 0. As the system
approaches equilibrium, the trace shifts toward the higher
mass bulk ion species, tritium, on the right.
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Figure 7: The density of trace carbon-12 (nc) in arbitrary
units with background ion sources, deuterium and tritium,
computed from the predicted result using Eq. (27) against
the simulated result.

behavior in a background cross-field flow of two ion
species.

Consider a system containing two ion species
a and b, a third trace species c with no potential,
and a constant temperature. For a slab geometry,
all gradients are in the x̂ direction with B in the
ẑ direction. To determine the density profile of
the trace species, we need an equilibrium relation.
At equilibrium, there is no flux of trace species
through the system. Therefore, there should be
no net force acting on the trace species in the drift
direction. The only force acting in that direction is
the friction force, where the friction force density
is Ris for an arbitrary ion species i and s. We refer
to the bulk species as species a and b, and a third
species as c. Hence, the equilibrium condition from
energy conservation [3] is:

Rca + Rcb = 0, (13)

where:

Rca = mcncνca(va − vc)

Rcb = mcncνcb(vb − vc).
(14)

We can compute v, the drift velocity in the ŷ di-
rection, as:

vi =
E× b̂
B
− ∇pi × b̂
miniΩi

=
E× b̂
B
− ∇pi × b̂

mini

(
ZieB
mi

) . (15)

Combining Eqs. (13) and (15) we have:

mcncνca

(
∇pc
ncZcB

− ∇pa
naZaB

)
+mcncνcb

(
∇pc
ncZcB

− ∇pb
nbZbB

)
= 0. (16)
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Then cancelling B and mcnc terms and substitut-
ing νca ∝ Ccana and νcb ∝ Ccbnb:

Ccana

(
n′c
ncZc

− n′a
naZa

)
+ Ccbnb

(
n′c
ncZc

− n′b
nbZb

)
= 0 (17)

(log nc)
′ =

(
Cca
Za

n′a +
Ccb
Zb

n′b

)
× Zc

(naCca + nbCcb)
, (18)

where the collisionalities Cca, Ccb are defined as:

Cca = Z2
cZ

2
a

√
ma

ma +mc

√
1

mc
(19)

Ccb = Z2
cZ

2
b

√
mb

mb +mc

√
1

mc
. (20)

Solving for nc in Eq. (18) and integrating we arrive
at the general result for the density of the trace
species c:

nc = nc0e
∫ x
x0

(
Cca
Za

n′a+
Ccb
Zb

n′b

)
Zc

(naCca+nbCcb)
dx
. (21)

We can solve Eq. (21) analytically in the special
case where we take the electron density to be flat.
Invoke charge quasineutrality, expressed in Eq. (22),
which follows from qaΓab + qbΓba = 0, so that
Zana +Zbnb is not changed by that collisional in-
teraction, to express Eq. (18) in terms of na, and
integrate:

naZa + nbZb = K (22)

n′aZa + n′bZb = 0. (23)

Here K is a constant. Then Eq. (18) becomes:

n′c
nc

=

[
Cca
Za

n′a +
Ccb
Zb

(
−n′a

Za
Zb

)]
× Zc

naCca +
(
K−naZa

Zb

)
Ccb

(24)

n′c
nc

= n′aZa

(
Cca
Z2
a

− Ccb
Z2
b

)
× Zc

naCca +
(
K−naZa

Zb

)
Ccb

. (25)

Then substitute Cca and Ccb, and express in terms
of reduced mass, µac = mamc/(ma +mc), and
simplify:

n′c
nc

=
ZaZc

(√
µca −

√
µcb
)
n′a

naZa
(
Za
√
µca − Zb

√
µcb
)

+KZb
√
µcb

.

(26)

Then integrating, we obtain:

nc
nc0

=

(
naZ

2
a
√
µca + nbZ

2
b

√
µcb

na0Z
2
a
√
µca + nb0Z

2
b

√
µcb

) Zc(
√
µca−

√
µcb)

Za
√
µca−Zb

√
µcb

(27)
Let:

C0
.
=

(√
2e4 log Λ

12π3/2ε20

)(
n0

m
1/2
p T

3/2
0 Ωp0

)
, (28)

where logΛ is the Coulomb logarithm. To find n′c
we solve for n′a in Eq. (7) as follows:

(
nan

−ZaZb
b

)′
= −

Z2
ae

2B2Γabn
−ZaZb −1

b

maTC0Cab
(29)

n′a = − B2Γab

maTC0ZaZbe2
√

mb
ma(ma+mb)

× 1

na
Za
Zb

+ nb
Zb
Za

. (30)

Then substitute this result for n′a in Eq. (26), and
use the following definitions:

µr =
µbc
µac

(31)

ζ−1 =
Zb
Za
. (32)

Finally, we arrive at the expression:

n′c
nc

=

(
B2ZcΓab

TC0Z3
a
√
µab

)
×

(√
µr − 1

)(
na + nbζ−2√µr

)(
na + nbζ−2

) , (33)

where we have three free parameters: ζ, µr and na
(since nb is constrained by Eq. (22) given na). This
expression is a key result. It describes how the
trace species density gradient responds to other
system parameters. In our setup, the sign of the
right-hand-side of Eq. (33) depends only on the(√
µr − 1

)
term. Therefore, we conclude that n′c >

0 if and only if mb > ma. In other words, the
trace species tends to lump with the more massive
bulk species irrespective of bulk species density or
charge.

We can simulate this scenario in MITNS for
various ion species by adding a third ion species
which is spatially uniform at t = 0 and setting the
trace density relative to the two bulk species. In
Fig. 6 we use deuterium and tritium as the fuel
species and Carbon-12 as the trace impurity, but
similar simulations can be performed for the pB-11
fusion case. Our simulations of the density gradi-
ents agree with the analytic results in Eq (33), as
shown in Fig. 7.
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This surprising result is a consequence of the
interplay of collisionality, the diamagnetic drift,
and the density gradient of the bulk ion species
in Eq. (25). Highly charged ions collide a factor
Z2 more (Eqs. (19), (20)), however, their diamag-
netic drift per unit density gradient is slower by
1/Z, Eq. (15), while the density gradient itself also
scales inversely with Z based on the quasineutral-
ity of the plasma, see Eq. (22). As predicted by
Eq. (33), Fig. 8 demonstrates that as the relative
mass of species b increases with respect to species
a, the gradient of the trace density increases. The
figure also shows that we find the same result using
MITNS.

The extent and consequences of our findings
depend on the species of ions present in the plasma
device. For example, the impurities present in a
fusion reaction would follow a different path within
the reactor depending on the fuel. In the DT case,
where the fuel is at the reactor’s edges, the impuri-
ties would collect with the relatively more massive
helium at the core. However, in the pB-11 case,
the impurities will follow the boron ions to the
edge of the reactor.

A caveat to be considered is that, since the
mass dependence in Eq. (33) is relatively weak, the
Coulomb logarithm, which appears in the C0 term,
Eq. (28), may become important for low relative
mass ratios of the background ion species. This
is because Eq. (28) is an approximation that the
Coulomb logarithm is the same for each species,
though, in reality, a slightly different Coulomb log-
arithm enters each collision frequency. For mixed
ion-ion collisions, the logarithm can be estimated

as:

λic = λci = 23− ln

[
ZiZc(µi + µc)

µcTc + µcTi

×
(
niZ

2
i

Ti
+
ncZc

2

Tc

)1/2
]
, (34)

where µ is the ratio of the ion mass to proton mass
for ions i and trace impurity c. For our case, the
temperature is constant, and the trace species den-
sity nc is negligible. So the expression becomes:

λic = 23− ln

[
Zi

2Zc

(
ni
T 3
i

)1/2
]
, (35)

where T is the temperature in eV and ni is in
cm−3. However, this term can be safely ignored

when
∣∣∣ln(Zi2n1/2

i T
−3/2
i

)∣∣∣ � 23. Otherwise, it

may have a significant impact on the outcome.

3. Discussion

This work is the first generalization of classical
impurity transport results, Eq. (1) and (2), to con-
sider equilibria with steady-state particle fluxes.
Unlike Eqs. (1) and (2), the finite-flux behavior de-
pends on how many species are included, whereas
Eqs. (1) and (2) must only be satisfied pairwise
by all species in the plasma, no matter how many
there are. Thus, we present several particular cases
to understand and predict the behavior of impuri-
ties in a variety of situations. We demonstrate that
the trace impurity density gradient in multi-ion-
species plasmas tends to align with the more mas-
sive background species, which can be a significant
consideration in real-world experiments and appli-
cations. For example, in a plasma-based mass sep-
aration centrifuge, trace species will separate from
the lower-mass ions and will be pushed out with
the heavier ions [49, 50]. Moreover, in controlled
fusion, impurities can result from the plasma’s in-
teraction with the walls of the reactor, hence de-
creasing the temperature of the plasma and erod-
ing the efficiency of the reactor.

Our results suggest that the high-mass-impurity
alignment is beneficial in pB-11 fusion, as impu-
rities are naturally expelled, but harmful in DT
fusion, as they follow the helium to the core of
the reactor. Furthermore, a high mass disparity
between the background species will increase the
trace ion density gradient but will not change its
direction. A higher trace charge relative to the
background species will also amplify this effect.
Thus, the magnitude of the effect will be higher
in the pB-11 fusion case than in DT fusion.

These results can be tested in magnetized plas-
ma with a steady-state cross-field flow. A possi-
ble experiment setup would involve following the

7



density evolution of a trace ion species in a mass
separating device or a magnetically confined lin-
ear plasma device. Another possibility is feeding
a trace amount of carbon-12 into a steady cross-
field flow of D and T fuel. This might be done in
a magnetized Z-pinch geometry.
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