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Abstract

Recently, Chen, Li and Zhang established conditions characterizing asymptotic identifiability
of latent factors in confirmatory factor analysis. We give an elementary proof showing that a
similar characterization holds non-asymptotically, and prove a related result for identifiability
of factor loadings.

1 Introduction

We consider the problem of recovering a low-rank factorization of a large matrix M . We assume
that M = ΘAT , where Θ and A each have K columns for a known value of K much smaller than
either dimension of M . We think of the rows of M as labeling members of a population, and
the columns of M as labeling attributes. Following the language of factor analysis, we describe
the columns of Θ as “latent factors”, and the columns of A as “factor loadings”. For general
background on factor analysis, we refer the reader to [2, 4, 12], and references contained therein.

The factorization M = ΘAT is not unique since for any K-by-K invertible matrix B, M =
(ΘB)(AB−T )T . In confirmatory factor analysis we are given additional “side information” that
specifies the support of each column of A. More precisely, we have a binary matrix Q of the
same dimensions as A, where Qjk = 0 implies Ajk = 0. Q is referred to as a “design matrix”.
The question then arises as to what conditions on Q are enough to ensure uniqueness of M ’s
factorization, up to a rescaling of the columns of Θ and A.

The recent paper [6] provides necessary and sufficient conditions on the matrix Q under which
individual columns of Θ (the latent factors) are asymptotically determined up to rescaling, or
identifiable, under certain assumptions on Θ and A. In this note, we show that a similar
characterization applies as well in a non-asymptotic setting. We also provide an elementary
proof of a similar characterization of the identifiability of A’s columns (the factor loadings), a
question which has also attracted interest [15, 13, 1, 16, 5].

The remainder of this note is structured as follows. In Section 2, we describe the precise
model and terminology we will be using throughout. In Section 3, we state and prove the main
results, namely characterizing when the columns of Θ and A are identifiable within our model.
In Section 4, we compare our results to those in [6].

2 Definitions and model description

For positive integers K, N and J , let Θ1, . . . ,ΘK be vectors in RN and let A1, . . . , AK be vectors
in RJ ; and define the matrices Θ = [Θ1, . . . ,ΘK ] ∈ RN×K and A = [A1, . . . , AK ] ∈ RJ×K .
Define the N × J matrix M = ΘAT . Additionally, let Q ∈ {0, 1}J×K be a binary matrix with
columns Q1, . . . , QK .

Remark 2.1. The main results of this paper, namely Theorems 3.1 and 3.2, do not depend
on the precise values of N and J (so long as both are sufficiently big), and apply equally well
in the doubly-asymptotic setting where Θ and A both have infinitely many rows; that is, we
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may view Θ1, . . . ,ΘK and A1, . . . , AK as functions on Z+, the set of positive integers. This
is a common assumption in work on factor analysis, and appears in the work [6] on which
the present work is based. Doubly-asymptotic models for related problems also appear in, for
example, [3], [17], [8], [11], [9], [14], [7], [10], to give only a partial list. This setting provides a
formalization of the “high-dimensional, large-sample” regime where the number of parameters
(in our setting, J) is comparable to the number of observations (in our setting, N). Because
certain random quantities converge to deterministic limits as N and J grow, this asymptotic
model often provides a convenient framework for analyzing statistical phenomena.

Definition 2.1. For a subset S ⊂ {1, . . . ,K}, we define R(S) ⊂ Z+ to be the set of indices
j ∈ Z+ such that Qk(j) = 1 whenever k ∈ S, and Qk(j) = 0 whenever k /∈ S.

We introduce some additional notation. For a vector x ∈ RI and a subset R ⊂ {1, . . . , I},
we will denote by x(R) the restriction of x to R. If in addition S ⊂ {1, . . . ,K} and B is a I×K
matrix, we will denote by B[R,S] the submatrix of B with rows from R and columns from S.
We will also use colon notation to denote ranges of indices; for example, x(1 : n) denotes the
subvector consisting of the first n entries of x; B[:,S] denotes the submatrix of B with column
indices in S; and so forth.

We now describe our assumptions on Θ, A and Q.

Model Assumptions

1. The columns of Θ are linearly independent.

2. If S ⊂ {1, . . . ,K} and R(S) is non-empty, then the columns of the submatrix A[R(S),S]

are linearly independent.

3. For any k = 1, . . . ,K, Ak(j) = 0 whenever Qk(j) = 0.

4. There is a constant C > 0 such that

sup
1≤k≤K

i≥1

|Θk(i)| < C, sup
1≤k≤K

j≥1

|Ak(j)| < C. (1)

With the model described, we now define identifiability of the latent factors and factor
loadings.

Definition 2.2. The latent factor Θk is identifiable if for any decomposition M = Θ̃ÃT satis-
fying assumptions 1 – 4, Θk and Θ̃k are linearly dependent (that is, one is a scalar multiple of

the other). Similarly, the factor loading Ak is identifiable if for any decomposition M = Θ̃ÃT

satisfying assumptions 1 – 4, Ak and Ãk are linearly dependent.

Remark 2.2. [6] defines identifiability of Θk to mean that the angle between Θk(1 : N) and

Θ̃k(1 : N) converges to 0 as N →∞, which is a weaker notion than the one we employ. We will
compare the two definitions in Section 4.2.

Remark 2.3. Assumptions analogous to 1 and 2 are found in [6]. In Section 4.1, we will show
that assumptions 1 and 2 are weaker than those found in [6].

Remark 2.4. Assumption 4 is slightly different than the boundedness assumption from [6].
Because we assume the supremum is strictly less than C, sufficiently small perturbations are
permitted without violating the bound. This simplifies some of the analysis without changing
the essential properties of the model.

Before stating the main results, we introduce the key concept of masking, defined as follows.

Definition 2.3. We say k′ masks k if supp(Qk′) ⊂ supp(Qk).
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3 Main results

We provide necessary and sufficient conditions on the design matrix Q which characterize when
the latent factors Θk and the factor loadings Ak are identifiable. Theorem 3.1 addresses iden-
tifiability of Θk; the identifiability condition is similar to the one in [6], but makes sense in a
non-asymptotic setting; and the proof of Theorem 3.1 amounts to a tightening of the proof of
Proposition 8 in [6]. Theorem 3.2 characterizes identifiability of Ak, and appears to be new.

Theorem 3.1. For each k, Θk is identifiable if and only if k does not mask any k′ 6= k, or
equivalently if

{k} =
⋂

S⊂{1,...,K}
k∈S

R(S) non-empty

S. (2)

Theorem 3.2. Suppose supp(Qk) is non-empty for all k. Then for each k, Ak is identifiable if
and only if no k′ 6= k masks k.

Remark 3.1. The identifiability conditions in Theorems 3.1 and 3.2 may be efficiently checked
for any given design matrix Q, simply by verifying that supp(Qk) does not lie entirely within
supp(Qk′) when k′ 6= k.

Remark 3.2. Clearly, if all Θk are identifiable – that is, the entire matrix Θ is identifiable –
then so too is the entire matrix A; and vice versa. Theorems 3.1 and 3.2 together provide more
granular information on the relationship between Θ and A. Specifically, if Θk is not identifiable,
Theorem 3.1 states that there must be some k′ 6= k that is masked by k. Theorem 3.2, in turn,
tells us that Ak′ is not identifiable. That is, knowing which column of Θ is not identifiable
automatically tells us what which column of A is not identifiable. The same reasoning applies
in reverse as well: knowing which column of A is not identifiable automatically tells us what
which column of Θ is not identifiable.

3.1 Technical lemmas

Lemma 3.3. Suppose supp(Qk′) is not empty. If k′ masks k 6= k′, then Ak and Ak′ are linearly
independent.

Proof. Take any index j ∈ supp(Qk′), and let S = {k′′ : Qk′′(j) = 1}; then j is contained
in R(S), and k, k′ ∈ S. From assumption 2 A[R(S),S] has linearly independent columns; in
particular Ak(R(S)) and Ak′(R(S)) are independent, and hence so too are Ak′ and Ak.

Lemma 3.4. Suppose k′ masks k 6= k′, and let ε ∈ R. Then Ã = [A1, . . . , Ak−1, Ak +
εAk′ , Ak+1, . . . , AK ] satisfies assumptions 2 and 3.

Proof. Assumption 3 is immediate, since the support of Ak +εAk′ is still contained in supp(Qk),
because supp(Ak′) ⊂ supp(Ak).

We now show that assumption 2 holds. Without loss of generality, take k = K and k′ = 1;
so 1 masks K. Take any subset S ⊂ {1, . . . ,K}, with R(S) non-empty. We will show that the

columns of Ã[R(S),S] are linearly independent. This follows immediately from assumption 2 for
A if K /∈ S; so assume K ∈ S.

First suppose 1 ∈ S. From assumption 2 the vectors Ak(R(S)), k ∈ S, are linearly indepen-
dent. Since 1 and K are in S, linear independence is preserved after replacing AK(R(S)) with
AK(R(S)) + εA1(R(S)).

Next, suppose 1 /∈ S. Then by definition supp(Q1) is disjoint from R(S), so A1(j) = 0 for
j ∈ R(S). Consequently, AK(R(S)) = AK(R(S)) + εA1(R(S)), and since Ak(R(S)), k ∈ S, are
linearly independent, the same is true after replacing AK(R(S)) by AK(R(S))+εA1(R(S)).

3



Lemma 3.5. Suppose k does not mask any k′ 6= k. Then

{k} =
⋂

S⊂{1,...,K}
k∈S

R(S) non-empty

S. (3)

Proof. Because k does not mask any other k′, there must exist some subset S ⊂ {1, . . . ,K}
containing k with R(S) non-empty. Indeed, supp(Qk) must be non-empty, since otherwise k
would mask every k′. But each j ∈ supp(Qk) is contained inR(S), where S = {k′′ : Qk′′(j) = 1};
and k ∈ S. Consequently, the right side of (3) is non-empty, and obviously contains k.

To show the reverse inclusion, take any k′ 6= k. Since k does not mask k′, supp(Qk) \
supp(Qk′) is non-empty. Each j ∈ supp(Qk) \ supp(Qk′) is contained in R(S), where S = {k′′ :
Qk′′(j) = 1} contains k but not k′, implying that k′ is not contained in the right side of (3).

The converse to Lemma 3.5 is also true:

Lemma 3.6. Suppose (3) holds. Then k does not mask any k′ 6= k.

Proof. Without loss of generality, suppose k = K. If supp(QK) were empty (i.e. QK(j) = 0
for all j), then for any S ⊂ {1, . . . ,K} containing K, R(S) ⊂ supp(QK) would also be empty,
and the right side of (3) would be empty; a contradiction. Consequently, supp(QK) must be
non-empty.

For contradiction, suppose without loss of generality that K masks 1; then supp(QK) \
supp(Q1) is empty. If S ⊂ {1, . . . ,K} contains K but not 1, then R(S) ⊂ supp(QK)\supp(Q1),
so R(S) is also empty and S is not included in the right side of (3). Therefore, the only S
included on the right side of (3) contain both K and 1. But then 1 is also in the intersection, a
contradiction.

3.2 Proof of Theorem 3.1

First, suppose, without loss of generality, that K masks 1. We write:

M = Θ1A
T
1 + Θ2A

T
2 + · · ·+ ΘKA

T
K = Θ1(A1 + εAK)T + Θ2A

T
2 + · · ·+ (ΘK − εΘ1)AT

K , (4)

where ε is sufficiently small so as to not violate assumption 4. From Lemma 3.4, assumptions
2 and 3 and are still satisfied by A1 + εAK , A2, . . . , AK . Assumption 1 still holds if we replace
ΘK by ΘK − εΘ1. Since assumption 1 implies ΘK − εΘ1 and ΘK are linearly independent, ΘK

is not identifiable.
For the other direction, assume that component K does not mask any other component

k 6= K. Suppose M = Θ̃ÃT is another factorization of M satisfying the model assumptions 1 –
4. We will show that ΘK and Θ̃K are linearly dependent.

Observe that supp(QK) is non-empty, since otherwise it would mask every k. Each j ∈
supp(QK) is contained in R(S), where S = {k : Qk(j) = 1}. Then if k /∈ S and j ∈
R(S), we must have Ak(j) = 0. Consequently, if j ∈ R(S), Mj(i) =

∑K
k=1 Θk(i)Ak(j) =∑

k∈S Θk(i)Ak(j), and so we may write

M[:,R(S)] = Θ[:,S](A[R(S),S])
T . (5)

By assumption 2, A[R(S),S] has linearly independent columns, and since Θ has linearly inde-
pendent columns, the column space of M[:,R(S)] has dimension |S|. Consequently, if we define
VS ≡ span{Mj : j ∈ R(S)}, then VS = span{Θk : k ∈ S} and dim(VS) = |S|.

Because the Θk are linearly independent and VS = span{Θk : k ∈ S}, we have VS ∩ VS′ =
VS∩S′ . Consequently

ΘK ∈ VSK
=

⋂
S⊂{1,...,K}

K∈S
R(S) non-empty

VS (6)
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where SK is the intersection of all sets S with K ∈ S and R(S) non-empty. But because K
does not mask any k 6= K, Lemma 3.5 implies that SK = {K}, and so VSK

= span{ΘK}. But

the exact same argument with Θ̃ and Ã in place of Θ and A also shows VSK
= span{Θ̃K}.

Consequently, ΘK and Θ̃K are linearly dependent.

3.3 Proof of Theorem 3.2

First, let us suppose without loss of generality that k = K is masked by k′ = 1. We write

M = Θ1A
T
1 + Θ2A

T
2 + · · ·+ ΘKA

T
K = (Θ1 − εΘK)AT

1 + Θ2A
T
2 + · · ·+ ΘK(AK + εA1)T , (7)

where ε is sufficiently small so as to not violate assumption 4. From Lemma 3.4, assumptions
2 and 3 and are still satisfied by A1, A2, . . . , AK + εA1. Assumption 1 still holds if we replace
Θ1 by Θ1− εΘK . From Lemma 3.3, AK + εA1 and AK are linearly independent. Consequently,
AK is not identifiable.

For the other implication, suppose M = Θ̃ÃT is another factorization within the same model,
and that ÃK and AK are linearly independent. Let RK = supp(QK)c be the set of roots of

QK ; then AK and ÃK are both zero on RK .
Since the column space of Ã is contained in the column space of A, ÃK is in the span of

A1, . . . , AK . Therefore, there are coefficients c1, . . . , cK−1, not all zero, so that

K−1∑
k=1

ckAk(RK) = 0. (8)

Suppose, without loss of generality, that c1 6= 0. We will show that 1 masks K. Suppose not;
then supp(Q1)∩RK = supp(Q1) \ supp(QK) is non-empty. Take any j ∈ supp(Q1)∩RK ; then
j is contained in R(S), where S = {k : Qk(j) = 1}. Since K /∈ S, R(S) ⊂ RK . Furthermore, if
k /∈ S and j′ ∈ R(S) then Ak(j′) = 0. Hence from (8)∑

k∈S

ckAk(R(S)) = 0. (9)

But by assumption 2, the columns of A[R(S),S] are linearly independent; so we must have ck = 0
for all k ∈ S. Since 1 ∈ S, this contradicts that c1 6= 0.

4 Discussion

We conclude with a discussion comparing our work to [6]. In this section, we will treat Θk and
Ak as functions on Z+, rather than finite-length vectors, since this is the setting used in [6]. As
noted in Remark 2.1, Theorems 3.1 and 3.2 are valid in this doubly-asymptotic model.

To aid the discussion, it is convenient to define the following notion.

Definition 4.1. A subset ∆ ⊂ Z+ is negligible if

lim
N→∞

|∆ ∩ {1, . . . , N}|
N

= 0. (10)

In other words, ∆ is negligible if the fraction of entries it contains from {1, . . . , N} vanishes
as N grows.

Remark 4.1. Any finite subset of Z+ is negligible. Furthermore, the definition of negligible
depends crucially on the ordering of Z+. Indeed, if ∆ is any infinite subset of Z+, we can
always reorder Z+ so that |∆ ∩ {1, . . . , N}|/N converges to a positive number, by interlacing
the elements of ∆ and Z+ \∆. Similarly, we can reorder Z+ so that arbitrarily large gaps occur
between the elements of ∆, making ∆ negligible under that ordering.
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4.1 Assumptions 1 and 2

In [6], assumption 1 is replaced by the assumption that the limsup of the minimum singular
values of the matrices Θ[1:N,1:K]/

√
N is positive as N → ∞; an analogous assumption is made

in place of assumption 2. The assumptions in [6] imply assumptions 1 and 2. Indeed, suppose
B = [B1, . . . , BK ], where each Bk is a bounded function on Z+; and suppose that

lim sup
n→∞

σmin(B[1:n,1:K])√
n

> 0, (11)

where σmin denotes the smallest singular value. Then B1, . . . , BK are linearly independent, since
for sufficiently large n the minimum singular value of B[1:n,1:K] must be positive.

It is not difficult to see that the converse statement is false; that is, assumptions 1 and 2 do
not imply the corresponding assumptions from [6]. For example, we may take supp(B1) to be the
positive even integers, and supp(B2) to be the positive odd integers; and define B1(2i) = 1/2i
and B2(2i − 1) = 1/(2i− 1). Then B1 and B2 are linearly independent. Take any large n and
m < n. Define Tn = {1, . . . ,m} and Rn = {m + 1, . . . , n}, and partition B(n) ≡ B[1:n,1:2]/

√
n

into B(n)(Tn) and B(n)(Rn). Then the squared Frobenius norm of B(n) may be bounded above:

‖B(n)‖2F = ‖B(n)(Tn)‖2F + ‖B(n)(Rn)‖2F ≤
2m

n
+

1

m2

2(n−m)

n
. (12)

Choosing m = O(
√
n) shows that the norm of B(n) converges to 0 as n→∞, and so condition

(11) is violated.

4.2 Identifiability

As noted in Remark 2.2, [6] employs a weaker notion of identifiability of Θk than the one we use

in the present work. In particular, the definition from [6] permits Θk and Θ̃k to differ (modulo
a global rescaling) on negligible subsets of Z+.

As noted in Remark 4.1, any finite set is negligible, and any infinite subset may be made
negligible or non-negligible by reordering Z+. Consequently, the definition of identifiability
employed in [6] depends on the ordering of Z+. By contrast, the stronger notion of identifiability
of Θk employed in the present work does not depend on a specified ordering.

4.3 Condition (2)

Condition (2) from Theorem 3.1 may be easily verified for any specified matrix Q. A similar
condition appears in Theorem 3.1 from [6], which we may state as follows:

{k} =
⋂

S⊂{1,...,K}
k∈S

R(S) non-negligible

S. (13)

The right side of (13) is the intersection of all subsets S ⊂ {1, . . . ,K} containing k where R(S)
are non-negligible; by contrast, condition (2) from Theorem 3.1 is the intersection of all such
S with R(S) that are non-empty. While the latter condition may be verified for finite-sized
matrices M , the condition that R(S) is non-negligible is an asymptotic condition, which is not
determinable for a finite sized matrix. Furthermore, as noted in Remark 4.1, it depends on the
ordering of the indices in Z+. While conceptually similar to (13), the condition (2) given in
Theorem 3.1 is more suitable in practical settings as it is well-defined non-asymptotically.
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