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Abstract

Accurate detection of signal components is a frequently-encountered challenge in statistical applications with low signal-
to-noise ratio. This problem is particularly challenging in settings with heteroscedastic noise. In certain signal-plus-noise
models of data, such as the classical spiked covariance model and its variants, there are closed formulas for the spectral
signal detection threshold (the largest sample eigenvalue attributable solely to noise) for isotropic noise in the limit of
infinitely large data matrices. However, more general noise models currently lack provably fast and accurate methods for
numerically evaluating the threshold.

In this work, we introduce a rapid algorithm for evaluating the spectral signal detection threshold in the limit of infinitely
large data matrices. We consider noise matrices with a separable variance profile (whose variance matrix is rank one), as
these arise often in applications. The solution is based on nested applications of Newton’s method. We also devise a new
algorithm for evaluating the Stieltjes transform of the spectral distribution at real values exceeding the threshold. The
Stieltjes transform on this domain is known to be a key quantity in parameter estimation for spectral denoising methods.
The correctness of both algorithms is proven from a detailed analysis of the master equations characterizing the Stieltjes
transform, and their performance is demonstrated in numerical experiments.

1 Introduction

Random matrix theory is an increasingly popular tool for deriving methods in statistical signal processing applications.
Recent applications include signal denoising [41], [18], [29], [33], [31], covariance estimation [16], [31], filter correction in
signal and image processing [4], [14], multiple-input multiple-output (MIMO) wireless communication [8], [5], and factor
analysis [15], [13], to name just a few.

Part of the appeal of random matrix theory is that for many classes of random matrices, certain random quantities
of statistical significance converge to well-defined limits as the matrix size grows infinitely large. By way of introduction,
we illustrate this phenemonon in the spiked covariance model, introduced by Johnstone in [24]. Here, the user observes
1 iid random vectors Yi,...,Y; in R of the form Y; = X; + ¢;, where X; (the signal component) is a random vector
with covariance ¥ of rank r < min(k,!) and eigenvalues ¢; > --- > ¢, > 0, and ¢; (the noise component) is a zero mean
Gaussian vector with covariance I. Typically, the user wishes to estimate quantities related to the signal covariance X,
such as its rank, eigenvectors, and eigenvalues, from the signal-plus-noise observations Yi,...,Y.

It is well-known that when k and [ are both large, there emerge simple relationships between the sample covariance
=1 2221 (Y; -Y)(Y;-Y)" (where Y = 2 23:1 Y; denotes the sample mean) and the signal covariance 3. For example,

the largest r eigenvalues of > converge almost surely to the following limits as k,l — oo and k/l — v > 0:

AJ__{(@H)(H]J_), i >y

o 2 . (1)
(14 7)% if 4 < V.

Furthermore, the inner products (u;, ) between the top r eigenvectors ui,...,u, of 3 and the top r eigenvectors
i, ...,u, of ¥ converge almost surely to the following limits:
S it j—mand !
Cim = P ifj=man ]>\ﬁ' )
0, otherwise

Proofs of these relationships may be found in the seminal work [38], while extensions to more general noise models can be
found in [3]. These relationships have been used to devise estimators of X, as in the work [16], as well as to predict the
signal vectors X1, ..., X; themselves, as in [41], [18], [29], [30].
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Of particular significance for the present work is the value (1 + \ﬁ)z This is the limiting value of the operator norm
of the sample covariance 7 23:1 ejel of the noise component alone as k,! — oo and k/l — v; see [19]. More generally, for
any sequence of random noise matrices whose operator norms have an almost sure asymptotic limit as the dimensions grow
to infinity, we refer to that limiting value as the spectral signal detection threshold, or SSDT for short. As is apparent for
white noise from the formula (1), observed eigenvalues exceeding the SSDT may be attributed to the signal component,
and used to extract information about the signal. Eigenvalues below the SSDT are not as useful for recovering information
on the signal (though see Remark 4 below). In typical applications of the spiked covariance model and its generalizations
to signal denoising, only the eigenvalues of 3 exceeding the SSDT are used for denoising [18], [16], [30], [33], [14], [31], [4].
For this reason, evaluation of the SSDT is a critical task in statistical signal processing.

While the SSDT and related quantities, such as the relations between the eigenvalues of 3 and f], have simple formulas
in the case of white noise, more general noise models pose greater challenges. In this paper, we study a fairly broad family
of noise matrices, namely those with a separable variance profile: every entry of the noise matrix has a potentially different
variance, but the matrix of all the variances is rank one. This type of random matrix arises naturally in a number of
applications, such as signal denoising with variable-strength heteroscedastic noise and the Kronecker model of multiple-
input multiple-output transmission. We show that even when there are not closed formulas for the quantities of interest
in this model, they may nevertheless be evaluated rapidly and to machine precision via provably correct algorithms.

1.1 This paper’s contributions

This paper introduces fast, scalable, and numerically stable algorithms for two related problems arising in statistical signal
processing applications. The first is to evaluate the spectral signal detection threshold (SSDT) for noise matrices with a
separable variance profile. As explained above, the SSDT is the asymptotic value of the operator norm of a random matrix
representing the noise component in a signal-plus-noise observation model as the dimensions of the matrix grow to infinity.

The second problem we address is evaluating the Stieltjes transform (also known as the Cauchy-Stieltjes transform)
of a certain probability measure associated with the noise matrix, known as the limiting spectral distribution (LSD). The
Stieltjes transform is a function of central interest in random matrix theory and its applications; we recall its precise
definition in Section 2.1. As we will review in Section 2.3, the Stieltjes transform, evaluated at real values exceeding the
SSDT, may be used to estimate certain model parameters and perform signal denoising. Like the SSDT itself, in isotropic
noise the Stieltjes transform has a closed form, while more general variance profiles pose greater challenges which we
address in the current paper.

The algorithms we present scale linearly with the number of problem parameters, and are provably accurate to machine
precision. The solution and analysis of each problem makes use of the master equations characterizing the Stieltjes
transform, which will be reviewed in Section 2.2. Through a detailed analysis, presented in Section 3, we prove that
the desired values may be computed by the use of Newton’s root-finding algorithm. For the SSDT, several intermediate
quantities used in each iteration of Newton’s method are themselves computable by Newton’s method, as we will show.
Consequently, all parameters we compute are either available analytically, or can be provably computed to full precision
by a rapidly converging iterative scheme. For matrices of size p-by-n, the asymptotic costs of the algorithms scale like
O(p +n).

1.2 Relation to prior work

The signal-plus-noise matrix models of the kind we consider have been previously studied in the statistical literature, in
works such as [24], [3], [33], [14], [31], [18], [38], [30], [16], [22], [20], [49], [21]. Estimating the number of signal terms in such
principal components analysis and factor models is a well-studied problem in statistics and statistical signal processing
applications [15], [13], [6], [23], [25], [37], [26]. Detection in the low SNR regime constitutes a distinct though conceptually
relevant class of problems in signal processing [44], [46], [47], [48]. Noise matrices with separable variance profiles have also
been studied in the context of the Kronecker product model for MIMO wireless communication [8], [5] and factor analysis
with applications to economics [35]. We also note that such random matrices are a special case of “algebraic” random
matrices, introduced in [40].

The solution to both of the problems we study rests on a known characterization of the Stieltjes transform of the LSD
as the solution to a set of certain non-linear equations; these have appeared in [39] and [9]. We present a new, detailed
analysis of these equations. As a consequence of our analysis, we show that evaluating the Stieltjes transform may be done
by a straightforward application of Newton’s root-finding algorithm, whereas the SSDT is computable by several nested
applications of Newton’s agorithm, appropriately initialized.

Previous works have considered the problem of evaluating the LSD, its Stieltjes transform, and the boundary of its
support, for different classes of random noise matrices. The paper [12] proposes a scheme for evaluating the Stieltjes
transform at complex values outside the support of the LSD; this method is based on a non-linear equation satisfied by
the Stieltjes transform [42], [43], [32]. The method in [7] is devoted to extending the approach to mixture models. The
papers [27], [28] are concerned with solving the inverse problem of recovering the population distribution from the observed



spectrum; this problem is also taken up in [17]. The paper [15] contains a method for finding the boundary of a certain
family of LSDs based on root-finding, although the use of Newton’s method is not employed or analyzed. To the best of
our knowledge, the problem of evaluating the SSDT and Stieltjes transform for random matrices with a separable variance
profile has not been addressed in prior work; and for special cases that have been studied, such as in [15], the prior work
does not contain fast algorithms with the guarantees presented here.

1.3 Outline

The remainder of the paper is outlined as follows. In Section 2, we precisely state the problems we solve in this paper, and
review the mathematical and numerical material that we will be using. In Section 3, we derive the core mathematical theory
on which our algorithms rest, namely a detailed analysis of the master equations characterizing the Stieltjes transform of
the LSD. In Section 4, we provide explicit descriptions of the numerical algorithms for finding the SSDT and evaluating
the Stieltjes transform. In Section 5, we present the results of several illustrative numerical experiments demonstrating
the performance of our algorithms.

2 Preliminaries

2.1 Setting and problem formulation

We suppose we have a k-by-l random matrix of the form N = A1/2GB1/2, where G is a random matrix with iid entries of
mean zero and variance [~!, and A and B are positive-definite matrices of sizes k-by-k and I-by-1, respectively. We define
the empirical spectral distribution (ESD) py to be the distribution of eigenvalues A1, ..., A of the matrix NNT:

dux(t) =

el i

k
Z dx, (1)- ®3)

As is typical in high-dimensional problems, we work in the asymptotic regime where k and [ both grow to infinity. More
precisely, we suppose that [ = [(k) grows with k, and that the limit

. k

7= @
is well-defined, positive, and finite. Furthermore, as k& and [ grow, we suppose that the eigenvalue spectra of A and B have
well-defined asymptotic distributions v and v, respectively (in terms of weak convergence), with compact support. Under
suitable conditions on A and B, the sequence of measures pj, will almost surely converge weakly to a compactly supported
measure u, called the limiting spectral distribution (LSD). We also denote by p the limiting spectral distribution of the
eigenvalues of NTN.

We define the spectral signal detection threshold (SSDT) as follows:

A" = argmax{\ > 0: p([X, 00)) > 0}. (5)

This is the right endpoint of the LSD p’s support, or equivalently the asymptotic operator norm of the matrix NN7T. As
we will explain in Section 2.3, in a signal-plus-noise model Y = X 4+ N where X is a low-rank signal matrix, eigenvalues
exceeding \* are attributable to the signal X.

Next, we define the Stieltjes transform of u:

which has derivative equal to
Similarly, the Stieltjes transform of p is given by

with derivative equal to



We call s(A) the associated Stieltjes transform of p. The functions s and s are defined for all complex A outside the
supports of p and u, respectively. However, as we will explain in Section 2.3, in the present work we are only interested in
evaluating s()), s(\), and their derivatives for real A > A*.

In this paper, we consider the setting where v and v are discrete distributions of the form

P
dv = Z Wiba, (10)
=1

and
n
dZ:Zﬂ'j(Sbj. (11)
j=1
Here, a1,...,ap and b1, ..., b, are positive numbers, and the weights w; and 7; satisfy >0 w; = Z?:l m; =1, w; >0,

and 7; > 0. For example, if k/2 eigenvalues of A are 1, and the remaining k/2 are equal to 2, then p =2, a1 =1, a2 = 2,
and w1 = w2 = 1/2.
With this background and notation, we can concisely state the two problems we solve in this paper:

Problem 1. Given ay,...,a, with corresponding weights w1, ...,wp; and b1, ..., b, with corresponding weights m1,. .., 7y;
evaluate the SSDT \*.

Problem 2. Given ay,...,a, with corresponding weights w1, ...,wp; and b1, ..., b, with corresponding weights m1,. .., 7y;
and a value A > \*; evaluate s()), s'()), s(\), and s'(X).

Algorithms solving Problems 1 and 2 to machine precision, with asymptotic cost O(p 4+ n), are presented in Section 4.
Remark 1. In the problem statements, the parameters p, n, ai,...,ap, and b1, ...,by are user-supplied inputs. In many
statistical applications, these parameters are assumed to be known, as in the works [15], [31], [12], [22], [20], [21].

Remark 2. The assumption that dv and dv are discrete measures is quite common in the literature on random matriz
theory and its applications [15], [31], [12], [22], [20], [21]. It is likely that the methods in the present work can be generalized
to more general measures, so long as certain linear functionals of the measures can be efficiently computed (e.g. by numerical
quadrature). Pursuing this in detail lies outside the scope of the current work, however.

2.2 Properties of the Stieltjes transform

The Stieltjes and associated Stieltjes transforms of the LSD p are defined by equations (6) and (8), respectively. We
refer the reader to the standard references [1], [45] for a detailed treatment of Stieltjes transforms of probability measures,
particularly random spectral measures.

Lemma 1. The Stieltjes transforms s(\) and s(\) satisfy the following relations:

-1
s() = ys(N) + = (12)
and
1 1 1
s(A) = —s(A +<*—1)7. 13
() =2+ (£ -1)3 (13)
Lemma 2. The derivatives s'(\) and s'()\) satisfy the following relations:
1_
S0 =78’ + =5 (14)
and
‘() = Ly _) L
S()\)_Wﬁ()\)+(1 7>)\2. (15)

Lemma 2 follows from Lemma 1, which in turn follows immediately from the relation:

du(t) = vdu(t) + (1 — v)do(?). (16)

Remark 3. Lemmas 1 and 2 show that s(\) and s'()\) may be easily evaluated once s(\) and s'(\) are computed.



The next result is central to our subsequent analysis.

Theorem 1. The Stieltjes transform s(\) for the LSD satisfies the following master equations:

(V) = /]R mdy(a), (17)

where

Gle) = / b ) (18)

r 1+ vbe
and e(\) is a function that satisfies the equation

a

e\ = /R et ] (19)

For a proof of Theorem 1, see, for instance, the paper [39]. The paper [9] presents a slightly modified form of these
equations, with a detailed analysis showing that e()) is smooth for real A outside the support of pu.
We assume that v and v are discrete measures of the form

P
dv = Zwiéai, (20)
i=1
and

dZ:Zﬂ'j(Sbj, (21)
j=1

where >0 w; = Z;:I m; =1, w; > 0, and 7; > 0. The master equations therefore become:

P
Ws

where e(\) is a function satisfying

a;W;

‘N =2 TG =

i=1

(23)
and the function G is defined by:

N~ b
Gle) = ; 14 ~vbje’ (24)

We note that in the case where B = I,, (the singly-weighted case), the master equations take on a simpler form; see,
for instance, [43], [42].

2.3 Spiked models and the D-transform
In a spiked matrix model, we observe a signal-plus-noise matrix Y of the form
Y =X+N, (25)

where X = 37 _ O um vy, is a rank r < min{k, [} signal matrix, and N is a noise matrix. The D-transform is defined as
follows:

D(X) = As(A)s(A), (26)

where s()\) and s(\) are, respectively, the Stieltjes transform and associated Stieltjes transform of the LSD of NN7. The
D-transform was introduced in [3], though as a function of v/X rather than \.
Denoting by Ai,..., A\, the top r eigenvalues of YY7, and wy,...,0,, ¥1,...,V, the corresponding left and right

singular vectors of Y, respectively, it is shown in [3] that the D-transform defines a mapping between A1, ..., A, and the
eigenvalues 62, ..., 602 of the signal matrix XX7, which holds almost surely in the limit k,! — oo:
1
2 _ .
O = M 50w 27)



This is satisfied for sufficiently large eigenvalues 62, of XX namely those for which 6%, > 1/D()\*). Phrased differently,
an observed eigenvalue Ap of YY7T satisfying A > A* may be attributed to the presence of signal.

Furthermore, the asymptotic cosines (U, Um) and (v, Vi), 1 < m < r, can also be evaluated using the Stieltjes
transform. It is shown that, almost surely,

. ~ 2
Jlim G, ) = <555 @
and
i o y2 = $QAm)DAm)
el [V, )l = =250 S (29)

Consequently, evaluating s(\,,) and s’'(\,,) provides a method for estimating the angles between the population singular
vectors Um, V., and the observed singular vectors ., V,,. These relationships have been employed to derive optimal
methods of singular value shrinkage [33].

Remark 4. While eigenvalues of YYT exceeding the SSDT \* indicate the presence of signal, the converse statement —
if all eigenvalues are less than A\, then there is no signal — is subtler. For example, the work [36] studies the detection
of signals in white noise and shows that the joint distribution of all eigenvalues of YYT changes even when the signal
eigenvalues do mot exceed the SSDT. However, the resulting statistical test does not accurately distinguish between the
presence or absence of signal with overwhelming probability. Regardless, in tasks such as covariance and signal estimation
in the spiked model, only those eigenvalues exceeding the SSDT are typically used for covariance estimation and signal

denoising [18], [16], [30], [35], [14], [31], [4].

Remark 5. Separable variance profiles arise naturally when the columns of Y are independent random vectors in RP of
the form

Y, = X; +b)2AYG;, 1< j<n, (30)

where the X; are signal vectors constrained to an r-dimensional subspace of RP; A is a positive definite matriz; and
b1,...,bn are specified weights. In this model, each signal vector X; is observed in the presence of heteroscedastic noise
(with covariance A) of variable strength b;. The noise matriz alone is distributed like N = AY2GBY2, where B =
diag(by, . ..,bn). Models like these are considered in, for example, [30], [11]. When A = 1,, this model is considered in
[22], [20], [21]; when B =1, this model is considered in [49], [31].

Proposition 1. For A\ > X", D()\) is decreasing and convez.

Proof. Write D(X) = ¢(X\)p(X), where ¢(A) = VAs(A) and (X)) = VAs(A). Using D'(A) = o(\)¢'(A) + ¢’ (A)p(A) and
D"(A) = oW " (X) + " (N)e(A) + 20" (N)¢'(A), and p(A) < 0 and p(A) < 0 for A > A*, it is enough to show that ()
¢(A) are increasing and concave. But this follows immediately from the identities

d VA 1 X+t

@ _ ! 1
DX 2N (31)
and
d® VA 16X 43X -2
P CR S Sl I CTZT P VR (32)
and the definitions (6) and (8) of s(\) and s()). O

2.4 Newton’s root-finding algorithm

Newton’s method is a classical technique for finding the roots of a function of one real variable. We briefly review the
method here; the reader may consult any standard reference on optimization or numerical analysis, such as [34], [10], for
additional details. We are given a smooth function f(z), where = € [a,b], and we suppose f(a) < 0 and f(b) > 0. We
also suppose that f'(z) > 0 and f”(z) < 0 for all x € (a, b); that is, f is a strictly increasing and concave. Our goal is to
compute z*, the unique root of f in (a,b).

To find z*, Newton’s method initializes a < xg < z*, and defines a sequence of updates recursively as follows: given an
estimate xy, the next value xy11 is defined by

f(zk)
fzk)

T4+l = Tk — (33)



Geometrically, xx+1 is the root of the line tangent to the graph of f at the point (xx, f(zx)). Because f is concave, it is
easy to see that zp < xr41 < z™.

Because each zy, is obtained from a linear approximation to f, the errors decay quadratically in the vicinity of *; that
is

|41 — 2| < Clag — 2| (34)

when |z — x| is sufficiently small.

Remark 6. Quadratic convergence is what makes Newton’s method an especially attractive algorithm when it is applicable
— that is, when both f(x) and f'(x) may be accurately evaluated, and f exhibits the conditions specified above. In practical
terms, quadratic convergence means that the number of accurately computed digits of ™ approximately doubles after each
iteration of the algorithm, until machine precision is reached.

3 Mathematical apparatus

In this section, we analyze the master equations (22) — (24). Our results will provide the necessary tools to devise algorithms
for computing the SSDT A\* and evaluating s(\) and s’(\) for A > X\*. We define

a" = 112%)(17 a;, (35)
and
b" = oax bj. (36)
We define the function F(), e) by:
£ a;iw;
F(\e) = e—;m. (37)

Then for each A > \*, e(\) satisfies F/(A\,e(\)) = 0. When we treat A as a fixed parameter and e as a variable, we will use
the notation Fy(e) = F(\,e).

3.1 Range and monotonicity of e(\) when \ > \*

We first state a result on the range of e(\) for A > A\*. The function G(e) approaches 0 as e — oo, and grows to +oo as
e — (—=1/vb*)", and is strictly decreasing on the interval

JE{e:e>7_b1}. (38)

For any A > 0, we define the interval I by
A
I = eGJ:G(e)<a—* . (39)

Proposition 2. When A > X", e()) is contained in the interval Iy N (—o0,0).
We will develop the proof in several steps.

Lemma 3. Let € > 0. Then the function G(e())) is bounded for all X > \* + €.

Proof. We show that the range of e(\) cannot approach any of the singularities of G, which lie at the values —1/(vb;).
Define

H(\) = 8N (40)

Then from (22)



and consequently

1+ As()) = Z —+ ZM (;; Z % — Gle(\)e(N). (42)
)

Since As() is bounded for A > A" + ¢, this tells us that G(e())) must stay bounded so long as e(X) is bounded away from
0; in particular, e(\) cannot be made arbitrarily close to any of the singularities —1/(yb;). O

Corollary 1. e(A) — 07 as A — oco.

Proof. Because G(e(X)) is bounded for large A, the result follows from (23). O
Corollary 2. For any A > \*, e(\) € J; that is,
-1
A . 43
o > (13)
Proof. This follows from the continuity of e(A) for A > A", and the facts that it never passes through —1/(yb;) and
approaches 0 at large A. O

Corollary 3. For all A > X", G(e(\)) > 0 and e(\) < 0.

Proof. The positivity of G(e())) follows immediately from Corollary 2. The negativity of e(A) then follows from (42), and

the fact that 1+ As(\) < 0. O
Lemma 4. For all A > \*,
Gle\) _ 1
—. 44
A < a* (44)
Proof. We have G(e(\)) # A ai, from (22). Suppose for some A > \*, we had
Gle(V) _ 1
—_— > — 4
A = a; ( 5)

The inequality must then remain true for all sufficiently large A, since G(e(\))/A is continuous and does not pass through
1/a;. However, the left side converges to 0 as A — oo, since G(e(\)) is bounded for large A; a contradiction. This completes
the proof. O

We have shown that for all A > A*, e(\) lies in the interval defined by the inequalities

A -1
< — .
G(e) < g e> g e<0 (46)
This completes the proof of Proposition 2.
Next we prove that e()) is increasing:
Proposition 3. The function e(\) is increasing for A > \*.
Proof. We have:
azwl
F)( . 4
(OrF) g e =<0 (47)
Since F(A,e(A)) = 0, we have:
0
0= 31 {F (e} = (AF) (A e(V) + €/ (N (@F)(A, e(N), (48)

and so

¢ (\)(8F)(\ Z e ““”2 Sy O (49)
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Consequently, €'()\) can never be 0. Furthermore,

(B F)(\€) = 1+ G (e(\)) Z (W) w; (50)

which converges to 1 as A — oo (note that e(\) stays bounded away from singularities of G(e) and also G’ (e), which have
the same singularities). So €’(A\) > 0 for sufficiently large A, and hence, since it is continuous and cannot pass through 0,
€' (A\) >0 for all A > \*. O



3.2 Behavior of F)(e)

In this section we characterize the behavior of Fi(e) = F(\,e) (viewed as a function of e) on the interval I. Specifically,
we show the following. For any A > 0, F)(e) is a strictly convex function that approaches +oo as e approaches either end
of In. Furthermore, when A > A\*, the minimum value of Fj(e) is less than zero, and F)(0) > 0; consequently, there are
exactly two roots of F(e), both contained in the interval Iy N (—oo,0). We show that e()) is always equal to the largest
root, namely the one at which Fj(e) > 0.

Lemma 5. For A\ > 0, the function Fx(e) is strictly convex on Ix; that is, (02.F)(\,e) > 0.

Proof. We have:

(@F)(Ae) =14 G'(e(N) Y ((m(eg‘m) wi (51)

and

P

(O2F)(Ne)=G"(e) ) (#) wi —2G'(e)’

i=1

P

> (aG(‘zH)Sw (52)

1=

Now whenever e € I, we have e > —1/4b* > —1/4b; for all 1 < j < n, and G(e) < A\/a® < A/a; for all 1 < i < p;
consequently,

11 —92 2 J .
G"(e) = 2v ; Tiabe) ™ >0 (53)
and
P . 3

7 i . 4
Z(iaiG(e)—)\) wi <0 (54)

i=1
Consequently, (2. F)(),e) > 0 for all e € I, i.e. the function F)(e) is convex. O

Lemma 6. The function Fy(e) diverges to +00 as e — +o0o and as e approaches the left endpoint of I from the right.
Proof. This is immediate from the definition of F(),e). O
Lemma 7. For each A > X*, F(X,0) > 0.

Proof. We have:
P

F(\0) = — ; % (55)

Since G(e(N)) < A a; and G(e) is decreasing on Iy, and e(\) < 0, we also have G(0) < G(e(A\)) < A/a;; consequently,
F(),0) > 0. O

Proposition 4. For A > X*, (0.F)(X,e(XA)) > 0.
Proof. This follows from (49) and e'(\) > 0. O

We have shown that F(e) has two roots in the interval I N (—oo,0) whenever A > A\*. Proposition 4 identifies e(\) as
the root that is closest to zero, or equivalently, the root where the derivative of F) is positive. This characterization will
be used in Section 4.2 to devise the algorithm for computing e()), and consequently s(X).



3.3 The minimum of F)(e)
We will let ¢(A\) denote the minimum of Fi(e) on Jy; that is, () is the unique value on Jy that satisfies

(0 F)(A, t(N)) = 0. (56)
We define the function Q(\) for A > 0 by:
Q) = F(At(X)). (57)
For any A > 0, we define the function Ry (e) for e € I by:
Ry(e) = (0. F)(\ e) = Fx(e). (58)

Note that by definition, Rx(t()\)) = 0 for all A = 0.
We will show that @ is decreasing and convex and R) is increasing and concave.

Lemma 8. Q(\) is a decreasing function of X > 0.

Proof. The derivative of Q may be computed as follows:

Q'(N) = W {F(\t(N)}
= (O3 F) (A t(N) + (0 F) (A, t(N)E' (V)
= (OAF) (A 1(N))
=~ 2 @)~ (%)
which is negative. O

Proposition 5. Q(\) is a convex function of A > 0.
Proof. We first compute the derivative of ¢(\). We have
= (0 F)(A, t(N)). (60)
Differentiating with respect to A, we find
0= (B F)At(N)) + (D2 F) (A t(A)E (), (61)
and so

PO
YN = <G POt

20 (¢ aZw;
( ( )) Z’L 1 (a;G(t(N))=N)3

- " P aw; P aw; ’ (62)
G (H(N) Xt @eaon—wz — 2670 Xl Geaon e
Now the second derivative of @) is given by
u ai( az t(A )t/()‘) Dwi
=2 Z @O0y - (63)

We will show that Q”(\) > 0 for all A. In fact, we will show the stronger result that each summand is positive, or
equivalently, recalling that a* = maxi<i<p a4,

a" G (t(A)t' () < 1. (64)
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To prove this, we observe that

’ 2 P a?wi £
a*G (O () = —2G ()" X et
u.?wi a?wi
G"(t(N) i1 meaon—nz — 26" (EN)* X meaon =
2 a?wi a*
B —2G"(((N)” X7 ranon s e
a adw; a; G(E(A)—A adw;
G"(t(N) 2o (@GN —N)3 éi)) =267 (H(N)? X (@GN =)
2 a?wi a*
- —2G ()" X Grewon—n® o
- adw; " i - /
Ly ey (G () HEEA= g (1(n)2)
P ajwi a*
_ Zi:l (A =a;GE(N))3 a; 65
- asw- G// . _ ( )
P fwi (1 _ GrQ) aiGtON) A) '
i=1 (A—a;G(t(N\)))> 2G7(t(\))? a;
To show that this is less than 1, it is enough to show that
a”* G"(t(N) a:G((N)) — A G"(t(\) A
Z L1 = -1 _ -
o STy @ L= 2aoyz \ Gt =) (66)
or equivalently
73 G”(t()\)) A Q;
1< pry + 22 \ar ~ ;G(t(k)) ) (67)
We will show that this inequality holds for any value of a; between 0 and a*. If a; = a™, then the right side becomes
G"(t(\)) A
14 W i G(t(N\) ), (68)
and since the term
G"(t(\ A
st (2 - 6w (69)

is positive (because G is convex, t(A) € Jy, and a*G(e) < X on Jy), the desired inequality is satisfied.
On the other hand, if a; = 0, the right hand side becomes

G"(t\) A _ G"(t(N)G()
W EN)E e~ 2G (N (70)

where the inequality holds since ¢(A) € Jx, and a*G(e) < A for all e € Jx. By the Cauchy-Schwarz inequality,
n b 2 n Iy 3/2 b 1/2
G/ )| = J R J J .
o3 () o () ()
n - 1/2 n
- = 14 vbje ’ = 1+ vbje’

_ GG
e s (71)

> 1. (72)

1/2

or in other words,

This gives the desired result. O

Proposition 6. For all A > 0, Rx(e) is an increasing and concave function of e € Ix.
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Proof. The first derivative of R is:
Ri\(e) = (92.F)(Xe), (73)
which as we’'ve seen is positive. The second derivative of R) is

R/):(e) :(ageeF)()V 6)

—G®(e) il (CLG(‘;)_A)QW —6G"(e)G'(e) il ((LC;(C;)_A)S(‘J

4
10 \3 a;
— iy 4
+6G (e) ;(aiG(e)_A) w (74)
which is always negative, since G (e) < 0, G”(e) > 0, G'(e) < 0, and a;G(e) < X for all e € I and 1 < i < p. O

4 Algorithms

In this section, we describe the algorithms for computing the SSDT A\* and for evaluating the Stieltjes transform s(\) and
its derivative s’(\) at values A > A\*. By Lemmas 1 and 2, s(\) and s'(A\) may be easily found from s(\) and s’(\).

4.1 Computation of the boundary \*

In this section, we derive an algorithm for the computation of \*. First, we observe that when A\ > \*, then as we have
shown there are real roots of Fi(e) to the left and to the right of ¢(\); in particular, F'(X,£(\)) < 0. On the other hand, if
A < A*, the function F(e) cannot have a real root, since that would imply that the Stieltjes transform is real inside the
support of u. Consequently, F/(\, ¢(A\)) > 0. It follows that the SSDT A" is the value at which F(A,¢(\)) = 0; that is, \*,
is the unique root of @ on (0, c0).

From Lemma 8 and Proposition 5, Q()) is decreasing and convex. With an efficient procedure for evaluating Q()) and
Q’(\), we can therefore use Newton’s algorithm to find its root if we initialize the algorithm to the left of the root. In
Section 4.1.2, we detail how to evaluate Q(\) and Q'()\). As a preliminary step, we will need to compute the left endpoint
of I; we do this in 4.1.1. The resulting algorithm for evaluating A\* is summarized in Algorithm 3.

Algorithm 1 Computation of the left endpoint of I.

A .

Input: Precision € > 0; parameter A > 0
Initialize: e > —1/(yb*)

Bisection: e < (e — 1/(7b*))/2, until Tx(e) > 0
Newton: e < e — Th(e)/T5(e), until |Th(e)| < €
Output: e} =e

Algorithm 2 Evaluation of t(A\), Q()\) and Q'(\).

Input: Precision € > 0; parameter A > 0

Endpoint: Compute e} using Algorithm 1

Initialize: e > e}

Bisection: e + (e +€})/2, until Ry(e) <0

Newton: e +— e — Ry(e)/R)\(e), until |[Ry(e)| < e
Output: t(A) = e, Q(A) = F(\e), Q' (A) = (OrF)(\ e)

4.1.1 Computation of the left endpoint of I, A > 0

We recall the definition of the interval Iy:

A:{eeJ:G(e)<aé}, (75)
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Algorithm 3 Evaluation of \*.

Input: Precision € > 0

Initialize: A >0

Bisection: A < /2, until Q(\) <0

Newton: A < A —Q(\)/Q'(N\), until |Q(N\)| < e
Output: \* =\

where J is the interval J = {e:e > —1/(7b")}. Let us denote by e} the left endpoint of I. Since G(e) is a decreasing
function of e on J, e is the unique root of

Txa(e) = G(e) — = (76)

on J. Since T) is a decreasing, convex function of e on J, we may find its root using Newton’s algorithm, initialized to
the left of the root. Such an initial value eg can be found by starting with any value e in J, and performing bisection with
—1/(~b"), the left endpoint of J, until we arrive at a value where Th(ep) > 0. Newton’s algorithm is then performed with
initial value ep. We summarize the procedure in Algorithm 1.

4.1.2 Evaluation of t()\), Q()\), and Q'(\)

Next, we show how to evaluate the functions t()), Q(\), and Q'()\). ¢(A) is defined as the root of Rx(e) on I,. Since
Rx(e) is an increasing, concave function, we may find its root using the Newton algorithm initialized to the left of the root,
i.e. the region where Rx(e) < 0. Such an initial value may be found by taking a starting point e to the right of e}, and
performing bisection on e and e} until we arrive at a value eg with Rx(eg) < 0. We can then perform Newton’s algorithm
on Ry, initialized at ep. The procedure is summarized in Algorithm 2.

4.2 Evaluation of s(\) and s'(\), A > \*

In this section, we present an algorithm for evaluating the Stieltjes transform s()\) of p, and its derivative s’()\), when
A > X\*. This immediately provides a method for evaluating s(\) and s'()), and the D-transform D()) defined in Section
2.3.

As we showed in Section 3.2, the function F)(e) is convex on I and has two roots, both of which are negative. The
root closest to 0, i.e. the rightmost root, is e(A). Since F»(0) > 0 and Fi(e) is convex, this tells us that Newton’s method,
initialized at ep = 0, will converge to e(A). For brevity, we introduce the function W (A, e) defined by:

p

W\ e) = ; aG(U;ﬁ (77)
With this notation, we have:
s(\) = WA, e(\) (78)
and
§'(N) = (O W)(A, e(N) + (B W)(A, e(\)e (A). (79)

Note that from (48), we can evaluate e'(\):

1y — —(OAF) (A e(N)
N = a0

The method for evaluating s(A\) and s'()) is summarized in Algorithm 4.

Algorithm 4 Evaluation of s(A) and s'()\).

1:
2:

Input: Precision € > 0; parameter A > \*
Initialize: e =0

3: Newton: e <— e — Fy(e)/Fj}(e), until [F)(e)| < e
4: Output: s(A) =W (A e), s'(A) = (W) (A, e) — (W) (N, e)(OrF) (A, e) /(0 F) (A, e)
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5 Numerical results

In this section, we report on several experiments illustrating the behavior of the algorithms from Section 4. For the
timings reported in Sections 5.2 and 5.5, we used an implementation written in MATLAB 2019b and run on a Dell
Precision 5540 with 62.5 GB of RAM and an Intel Core i9 CPU. The MATLAB code is available at the following URL:
https://github.com/wleeb/MPBoundary.

5.1 Convergence

Algorithms 1 — 4 are all versions of the Newton root-finding method. In this section, we illustrate the quadratic convergence
of these methods, as predicted from the theory reviewed in Section 2.4. In each experiment, we used parameters p = 512,
n = 1024, and v = 1/2. We generated the values a1,...,a, and b1, ..., b, randomly from a Unif(0, 1) distribution, and
assigned random probabilities w; and m; by drawing values from Unif(0, 1) and normalizing to sum to 1. For experiments
in which a value X is specified, we also choose it at random.

In Tables 1 — 4, the first column displays the iteration number m, starting from the initial value and going until the root
has been reached. The second column displays the function value at the m'" iterate; the algorithm terminates when the
function reaches machine precision e. We work in double precision, so € ~ 107!¢. The third column displays the relative
error in the root itself, defined by:

T — X

err(Tm, ) = (81)

x

Table 1 shows the results for Algorithm 1, which computes the left endpoint e} of I,. Table 2 shows the results for
Algorithm 2, which evaluates ¢(\). Table 3 shows the results for Algorithm 3, which computes the boundary A\*. Table 4
shows the results for Algorithm 4, which evaluates e()).

Remark 7. For each algorithm, we observe quadratic convergence close to the root, as expected. That is, on each iteration
close to termination the number of correct digits roughly doubles, and the size of the objective roughly squares, until machine
precision is reached.

5.2 Scalability

In the next experiment, we compute timings for the computation of A* and the evaluation of s(\). For increasing values
of n, we set p = n/2 (v = 1/2). We generated the values ai,...,ap and b1, ..., b, randomly from a Unif(1,2) distribution,
and assigned them random probabilities w; and 7; by drawing values from Unif(0, 1) and normalizing to sum to 1.

For each n, we then record the time in seconds required to compute A\*, and the time in seconds required to compute
s(A) on a grid of 100 equispaced values of A between A* + 1 and A\* 4 10. The reported timings are averaged over five runs
of the experiment, and are displayed in Table 5. It is apparent that the running times scale approximately linearly with
n, as we would expect. In addition to linearly scaling with n, the magnitudes of the timings are quite encouraging; for
example, it takes only about 4 seconds to compute A* when n is over two million and p is over one million.

5.3 Finite sample accuracy for \*

The master equations (22) — (24) from which we compute A" are asymptotic and deterministic, holding almost surely
in the limit as k,I — oo. In this experiment, we assess the finite sample accuracy of estimating the SSDT A\* from the
operator norm of the random matrix NN7. We consider how the estimate improves as k and | grow. We use a model
where p = n = 2, and both v and v have point masses at 2 and 3, each with weight 1/2; and set v = 1/2. We generate
matrices of size k-by-l, where k grows and | = k/v = 2k.

For each value of k, we draw such a k-by-I random matrix N and compute the operator norm of NNT. We compare this
to the value of \* computed using Algorithm 3. In Table 6, we show the mean absolute error, averaged over M = 40000

runs for each value of k. More precisely, if 5\; is the operator norm of NN from trial j = 1,..., M, we record
M 3
1 A" — Xj|
bsolut =— — 82
mean absolute error = - jg_l e (82)

We also record the average bias, defined as

" .
AT =\
mean bias = % E TJ (83)

j=1

In Figure 1, we plot the log error against log, (k). The plot demonstrates a linear dependence. The slope of the line is
estimated to be approximately —0.68.
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Remark 8. In [24], it is shown that for white noise the expected fluctations of the top eigenvalue of NNT are of the order
k=273, which implies the log-log plot would have a slope of —2/3. The observed slope of approximately —0.68 is a close
match to this value.

Remark 9. For all values of k, the bias is positive. In other words, the estimated values 5\}; tend to underestimate \*.

5.4 Finite sample accuracy of spiked model parameters

In this experiment, we test the finite sample accuracy of parameter estimation in the spiked random matrix model. We
consider k-by-I random matrices of the form Y = X + N, where X = fuv? is a rank 1 “signal” matrix with uniformly
random singular vectors u and v, and N = AY2GB"/? is a random Gaussian noise matrix with separable variance profile.
We will denote by A

As we reviewed in Section 2.3, the top eigenvalue of YY7 converges almost surely to a value X satisfying 6% = 1/D()\),
in the limit k/l — ~. Furthermore, if @1 and v are the top singular vectors of Y, then the absolute inner products |(u, a)|
and |(v, V)| converge almost surely to ¢ = s(Am)D(Am)/D'(Am) and ¢ = s(Am)D(Am)/D’(Am), respectively. We remind
the reader that we define the D-transform by D(X) = As(\)s(A).

We test the accuracy of these formulas for finite and increasing values of k and [. Using Algorithm 4 for evaluating
s(\) and s’()\), we can easily evaluate D()\). Proposition 1 shows that for a specified parameter §, Newton’s root-finding
algorithm may be used to solve for the asymptotic A\ = 1/D~!(#?). The asymptotic values c and ¢ are then evaluated from
their respective formulas.

We compare these asymptotic values to the top eigenvalue of NN7 and the cosines between the singular vectors of X
and Y, for randomly generated data. We again use a model where p = n = 2, and both v and v have point masses at
2 and 3, each with weight 1/2; and set v = 1/2. We generate matrices of size k-by-l, where k grows and | = k/vy = 2k.
We generate a signal matrix X = fuv? where u and v are uniformly random unit vectors in R* and R!, respectively; and

1/D(A*) + 20, ensuring a detectable signal.

For each value of k, we draw such a k-by-l random matrix Y = X + N and compute the operator norm of YYT. We
compare this to the asymptotic value of \. We also compare the values |(u, @)| and |[(v, V)| to ¢ and ¢, respectively. In Table
7, we show the mean absolute errors of these estimates, averaged over M = 40000 runs for each value of k. More precisely,
if 5\j is the operator norm of YY7 from trial j = 1,..., M, and &; and ¢; are the left and right cosines, respectively, we
record the mean absolute errors:

A=Al >\| M le—¢; Mle—¢,

In Figure 2, we plot the log errors against log, (k). The plots all demonstrate a linear dependence. The slope of each
line is estimated to be approximately —0.50.

Remark 10. In [3], it is shown that the expected fluctations of the top eigenvalue of YY7T are of the order k=2, which
implies the log-log plot would have a slope of —1/2. In [2], it is shown that in the case of white noise the expected fluctations
of the cosines are also of order k:fl/Z, also leading to a slope of —1/2. Our observed slopes closely match these values.

5.5 One-sided weights

While Algorithm 3 computes the SSDT for an arbitrary separable variance profile, a special case of this problem that arises
in certain applications is when B = I,,; that is, the variance profile has one-sided weights. In [15], it is shown that the
SSDT may be evaluated by finding the minimizer v* of the function

p
—1 a;W;

A= L T

(85)
on the interval (—1/a*,0), and then setting A« = z(v"). The minimizer v* is the unique root of the monotonic function

2 VZ aier (86)

1+az

on the interval (—1/a*,0).

When viable, this approach has obvious advantages over Algorithm 3, namely that it finds the root of a function which
can be evaluated in closed form rather than by nested applications of Newton’s method. Properly applied, it should be
substantially faster than Algorithm 3. However, the paper [15] does not analyze the behavior of the function (86), beyond
observing that it is monotonic.
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We compare the method from [15] for evaluating A, based on the minimizer of z(v) to Algorithm 3. To find the root of
2'(v), we employ bisection until the error is approximately square root of machine epsilon, and then use Newton’s method
to achieve full accuracy. In our experiment, we set v = 1/2, and for each value of p we generate the a;’s uniformly randomly
on [0,1] and take uniform weights w; = 1/p. For each value of p, we solve the problem using each method for 10 runs, and
average the timings of all the runs; the timings are presented in Table 8.

The results of the experiment are extremely encouraging. They suggest that for one-sided weights, working with the
function (86) yields a substantially faster computation of the SSDT than the general master equations (22) — (24). However,
a more detailed analysis of the function (86) must be carried out to justify such an approach and show that a fast algorithm
is viable for general a; and w;; this is beyond the scope of the current work.

6 Conclusion

We have introduced an algorithm for rapidly computing the spectral signal detection threshold A* in signal-plus-noise
random matrix models. We have considered a class of random noise matrices with separable variance structure, which
arise often in applications. Our algorithm is based on an implicit characterization of A\* derived from the master equations
for the Stieltjes transform s(X). Several nested applications of Newton’s method are applied to evaluate A\* and auxiliary
parameters. Fast algorithms are also introduced to evaluate s(\) and s’()\), the Stieltjes transform and its derivative, at
real values A > \*. We have demonstrated the rapid convergence of these methods and their linear scaling in numerical
tests. We have also shown the effects of random fluctations for increasing values of p and n.
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Table 1: Error after each iterate in evaluation of ej.

m | Tha(em) | err(em,e})
1 2.08e-01 4.26e-02
2 4.34e-02 1.11e-02
3 | 2.55e-03 6.90e-04
4 | 9.66e-06 2.63e-06
5 1.40e-10 3.80e-11
6 | -2.75e-16 -1.23e-16

Table 2: Error after each iterate in evaluation of ¢(\).

m | Rx(em) | err(em,t(X))
1 | -3.77e-01 3.71e-02
2 | -6.89¢-02 8.34e-03
3 | -3.40e-03 4.34e-04
4 | -9.24e-06 1.18e-06
5 | -6.84e-11 8.73e-12
6 | -5.55e-15 7.85e-16

Table 3: Error after each iterate in evaluation of \*.

m | QA\m) | err(Am, A¥)
1 | 1.25e4+00 | -3.10e-01
2 3.10e-01 -1.03e-01
3 3.12e-02 -1.15e-02
4 3.92e-04 -1.46e-04
5 6.34e-08 -2.37e-08
6 2.00e-15 -2.11e-16

Table 4: Error after each iterate in evaluation of e(\).

m | Fx(em) | err(em,e(N))
1 | 4.71e-01 -1.00e+00
2 | 8.86e-03 -1.93e-02
3 | 6.42¢-06 -1.40e-05
4 | 3.43e-12 -7.50e-12
5 | 4.44e-16 -1.10e-15

Table 5: Timings in seconds for evaluating A* and s(A) at 100 values of A.

log,(n)

Timing, A\,

Timing, s(\)

18
19
20
21
22
23
24

4.30e-01
8.67e-01
1.89e+00
3.95e+-00
8.41e+00
1.70e+01

3.43e+4-01

1.93e-01
4.27e-01
1.66e+00
4.20e+-00
1.02e+01
2.09e+01
4.19e+01
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Table 6: Errors and bias in estimating \*.

log,(k) | Error Bias

8.73e-02 | 7.72e-02
5.41e-02 | 4.75e-02
3.39e-02 | 2.93e-02
2.12e-02 | 1.82e-02
1.32e-02 | 1.13e-02
8.20e-03 | 6.97e-03
5.12¢-03 | 4.32¢-03
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Table 7: Errors in estimating A, ¢, and c.

log, (k) | sing. val. | left cos. | right cos.
5 7.68e-02 | 1.80e-02 | 2.26e-02
6 5.43e-02 | 1.27e-02 | 1.59e-02
7 3.85e-02 | 9.10e-03 | 1.13e-02
8
9

2.74e-02 | 6.38e-03 | 7.98e-03
1.92e-02 | 4.53e-03 | 5.61e-03
0 1.36e-02 | 3.20e-03 | 3.99e-03
1 9.58e-03 | 2.25e-03 | 2.81e-03

Table 8: Timings in seconds of Algorithm 3 and the solution via minimizing z(v).

logy(p) | Alg. 3 | Min. z(v)
18 2.67e-01 2.38e-02
19 5.29e-01 | 4.63e-02
20 1.14e+4-00 | 1.30e-01
21 2.43e+00 | 3.20e-01
22 5.37e+00 | 6.94e-01
23 1.09e+01 | 1.38e+4-00
24 2.18e+01 | 2.73e+00
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Figure 1: Log errors for estimating A*.
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Figure 2: Log errors for estimating A, ¢, and c.
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