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Abstract—Computerized systems and software, which al-
low optimizing and planning the processes of production, 
storage, transportation, sale, and distribution of goods, have 
emerged in the industry. Scheduling systems, in particular, 
are designed to control and optimize the manufacturing pro-
cess. This tool can have a significant effect on the productivity 
of the industry because it reduces the time and cost through 
well-defined optimization algorithms. Recently, the applica-
bility of blockchain technology has been demonstrated in 
scheduling systems to add decentralization, traceability, au-
ditability, and verifiability of the immutable information that 
this technology provides. This is a novel contribution that 
provides scheduling systems with an additional layer of secu-
rity. With the latest version of Hyperledger Fabric, the ap-
propriate levels of permission and policies for access to in-
formation can be established with significant levels of privacy 
and security, which prevent malicious actors from trying to 
cheat or abuse the system. Different alternatives exist to man-
age all processes associated with the operation of a blockchain 
network, and among them, providers of blockchain as a ser-
vice have emerged. Chainstack stands out for its simplicity 
and scalability features to deploy and operate a blockchain 
network. Our goal in this work is to create a solution for se-
cure storage of and access to task-scheduling scheme on the 
consortium blockchain and inter-planetary file system as a 
proof of concept to demonstrate its potential and usability. 

Keywords—Blockchain, task scheduling, inter-planetary file 
system (IPFS), blockchain as a service (BaaS), Hyperledger 
Fabric, chaincode, DApps 

I. INTRODUCTION 

A significant effort has been made to optimize process-
es in scheduling systems. However, in terms of privacy and 
security, members must transfer their data and trust the 
security that system administrators implement in the sys-
tem. In a traditional scheduling system, the tasks and exe-
cution times are generated by optimization algorithms. 
These tasks are stored in a centralized database where us-
ers consult, implement, and execute the tasks according to 
their role within the system [1]. The centralization of the 
information can be observed not only in the storage of the 
information but also in the validation of the algorithms and 
verification of the scheduled task execution. 

As noted by Huang et al. [2], programming scheduling 
can be optimized by including the benefits of a blockchain 
network, such as the adequate handling of data. In general, 
the information is openly available to all authorized mem-
bers of the network in a blockchain-type decentralized 
storage system, so that data are provided that promote ad-
ditional confidence [3]. Blockchain technology can also 
provide a scheduling system with fault tolerance and an 
immutable history of the data due to blockchain’s decen-
tralized nature, cryptographic algorithms, and consensus 
methods. A malicious agent of a blockchain network must 
control a majority domain of the nodes to make modifica-
tions to the data stored in the blocks of the chain, which is 
infeasible for hackers and adversaries. 

The consensus method can also be used to verify the 
validity of the system’s scheduling algorithms and inner 
business logic. Before the information is added to the 
blocks, a data verifiability algorithm is run so that the sys-
tem behaves in the way it was planned and not in a differ-
ent way or with malicious intent. In this paper, we propose 
a solution for secure storage of and access to a task-
scheduling scheme that uses a permissioned blockchain 
based on the Hyperledger Fabric v2 framework integrated 
with the inter-planetary file system (IPFS) service through 
Pinata and deploys on Chainstack with a web client based 
on Vue.js. 

The preceding sections of the paper are arranged as fol-
lows. Section 2 reviews the related studies on blockchain 
technology and IPFS. Section 3 presents the Hyperledger 
Fabric blockchain technology and the motivation for using 
it on task scheduling. Section 4 introduces the blockchain 
as a service (BaaS), and the IPFS is explained in Section 5. 
Section 6 presents the proposed solution for the study. Fi-
nally, the paper is concluded in Section 7. 

II. RELATED WORK 

The health sector generates a massive amount of elec-
tronic data. The mismanagement of the data or the absence 
of tools that allow their secure storage is a fertile area for 
study. Sun et al. [4] devised an innovative encryption sys-
tem to efficiently and securely store electronic medical 
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data. They used an attribute-based encryption system com-
bining blockchain technology and IPFS storage, which 
prevents access by intruders to vulnerable information and 
provides tamper-proof evidence in case of a medical dis-
pute. 

Document sharing and version management are other 
areas in which both blockchain and IPFS have provided 
tools for elaborate solutions or accurate improvements to 
the accomplishment of these tasks. Taking advantage of the 
benefits of these technologies, Nizamuddin et al. [5] pro-
posed a solution that allows sharing documents and manag-
ing versions in a reliable, secure, and decentralized way, 
for which they used Ethereum’s smart contracts and IPFS. 
The proposal they made automates the necessary interac-
tions involving several participants, who are developers 
and quality assurance testers. The system is fully decentral-
ized and was subjected to tests and demonstrated that the 
developed smart contract is resistant to commonly known 
attacks. 

In the process of publishing scientific articles and peer 
reviews, the traditional method can be slow, centralized, 
and prone to unfairness; within this area, Tenorio-Forn s et 
al. [6] proposed an IPFS and blockchain-based decentral-
ized publication system. In their work, they created a dis-
tributed system to determine the reputation of the reviewer 
and designed an open-access infrastructure, guaranteeing a 
transparent governance process. They also used a survey to 
assess problems and propose solutions and possible adop-
tions and created a working version that serves as a proof 
of concept. 

As a result of the review of these studies, we observe 
that blockchain technology and distributed systems are 
much more than theory and are effectively being well-
implemented, tested, and used. They offer concrete solu-
tions at the business level. Based on this experience, we 
propose using these technologies along with task schedul-
ing to design a solution for secure storage of and access to 
task-scheduling schemes on blockchain and IPFS. 

III. HYPERLEDGER FABRIC BLOCKCHAIN TECH-
NOLOGY 

Hyperledger Fabric is an open-source platform for the 
consortium blockchain started by the Linux Foundation. 
The objective is to support enterprise-grade blockchain 
applications beyond cryptocurrencies. In Hyperledger Fab-
ric, transactions are conducted by users with known identi-
ties and defined permissions and access to data. It offers its 
participating organizations the ability to choose the desired 
consensus mechanism and membership service providers. 
Unlike most public blockchains, a new block of the Fabric 
network can be added without the possibility of future 
forking if a significant fraction of all validators confirm the 
content within the block. Moreover, the Fabric network is a 
private network where private transactions within a group 
of selected participants can be achieved. It also provides a 
high level of security and auditability due to the design of 
the system. Altering the information in the blockchain is 
computationally infeasible. 

A. Evolution of Different Versions of Hyperledger Fabric 

Since the first version of Hyperledger Fabric released 
in mid-2017, several updates have been made that have 
introduced changes in the security level. Issues reported by 
the community have been resolved, and vulnerabilities 
have been overcome in a process of continuous improve-
ment. In addition, larger changes have been made that in-
volve a) important modifications at the architecture level, b) 
the scalability, and c) the security of this blockchain. We 
evaluate the main versions of Hyperledger Fabric from 
version 1.0 to the current version (2.1), which is the one we 
used in this work. 

Version 1.0 of Hyperledger Fabric adapted the new ex-
ecute-order-validate as its default architecture and added 
the option of CouchDB to its World State database [7]. 
Execute-order-validate ensures the finality of the system, 
and the CouchDB increases the performance of the state 
database in some circumstances. However, this version of 
Hyperledger Fabric does not support any Byzantine fault-
tolerant based ordering service, which leads to a limitation 
in its system’s fault-tolerance capability [8]. There also 
exist the risk of a nondeterministic transaction occurs due 
to a read-write conflict. The functionality of peer nodes, 
data maintenance, and consensus services of the block-
chain were separated in later versions of Fabric [9]. Unlike 
the previous versions of Fabric, version 1.1 takes ad-
vantage of vCPUs and achieves parallel processing for 
committing peers [10]. Starting from version 1.2 of Hy-
perledger Fabric, the network can be integrated with the 
Kafka consensus algorithm, which is based on permis-
sioned voting and offers production-level functionalities. 
Although this method provides crash fault tolerance, it also 
causes intimidating administrative overhead. Hyperledger 
Fabric version 1.3 introduced a high-level application pro-
gramming interface (API) to conduct smart contract im-
plementations and key-level endorsement policies that can 
simulate different endorsement policies for different varia-
bles [11]. 

The progress made in Hyperledger Fabric 1.4 includes 
several mechanisms for obtaining system performance 
metrics. In this sense, the level of detail of the system logs 
is also increased so that the administrator can be aware of 
the state of the network. At the user-interface level, person-
alized notifications are sent regarding the expiration of the 
certificate, and known issues are solved at the chaincode 
and login level in the web client. Authors who have used 
Hyperledger Fabric for the elaboration of their projects 
along with the version numbers are shown in Table 1. 

TABLE I. HYPERLEDGER FABRIC VERSIONS USED IN RECENT 
RESEARCH 

Fabric 
v1.0.x 

Fabric 
v1.1.x 

Fabric 
v1.2.x 

Fabric 
v1.3.x 

Fabric 
v1.4.x 

[10], [12], 
[13], [14] 

[15], [8], 
[16] 

[17], [7], 
[18], [19], 

[20] 

[11], [21] [22] 

B. Hyperledger Fabric v2 

Significant and novel changes have been introduced 
since beta version 2.0, emphasizing greater decentraliza-
tion and modularity with important changes at the level of 
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data security and privacy [23]. Starting with this version, a 
new decentralized governance scheme is available through 
the use of smart contracts. This is accomplished through a 
novel life cycle of the chaincode, which makes it possible 
to reach an agreement on the parameters used by the 
chaincode prior to interaction with the blockchain [24]. 

The developers put a significant extra effort on privacy 
for this new version. From now on, the way to share pri-
vate data can be done singularly by an organization or di-
rectly to the regulator or auditor of each organization and 
not necessarily to the entire collection of members. Simi-
larly, the way to verify the authenticity of private data is 
through the chaincode API, comparing the hash of the in-
formation provided by the user. The raft-based consensus is 
now natively supported by Hyperledger Fabric v2.0, and 
the Kafka-based consensus implemented in the previous 
versions of Fabric was deprecated in Hyperledger Fabric 
v2.0. However, since version 2.0, the user can migrate 
from the Kafka consensus to the raft consensus method 
[25]. 

C. Performance Evaluation on Most Recent Versions of 
Hyperledger Fabric 

We compared the performance of the three major re-
leases of Hyperledger Fabric (v1.4, v2.0, and v2.1). The 
original data for each version of Fabric came from [26], 
which collected by running Hyperledger Caliper, a perfor-
mance benchmarking tool, against the blockchain network. 
Even though the Hyperledger Fabric supports both 
LevelDB and CouchDB, the comparison only considers the 
performance with LevelDB because Chainstack, the plat-
form used in our implementation, currently only supports 
LevelDB in the production environment. We recognize that 
deviations may be caused by subtle differences in the Cali-
per versions used to test different versions of Fabric and by 
the slight differences in hardware when testing versions 1.4 
and 2.x. Nevertheless, the graph still grants some insight 
into this study. Figure 1 reveals that Fabric version 1.4 is 
more stable than Fabric version 2.0 and 2.1 in terms of 
throughput (TPS) performance under different asset sizes. 
However, versions 2.0 and 2.1 outperform 1.4, exhibiting 
superior maximum throughput speed when extracting and 
returning a single asset from the World State database, as 
illustrated in Figure 1(a). However, as for the performance 
of inserting an asset into the World State database, version 
1.4 exhibits greater overall throughput than versions 2.0 
and 2.1, as displayed in Figure 1(b).  

Compared to the previous versions of Hyperledger Fab-
ric, version 2.0 has introduced higher levels of security and 
protection for user data [23]. This is why this version 
seems adequate for the development of a task-scheduling 
system. It is of interest to a network that uses sensitive data 
to maintain the security of the user data and the tasks that 
are planned. Furthermore, a blockchain-based system ap-
plied to this environment guarantees that the tasks and 
planned schemes are not modified by the personal interests 
of the users, thus promoting confidence in the rest of the 
network that the information processed is in the collective 
interest and adheres to the planning agreed by consensus. 
At the time of writing this paper, Hyperledger Fabric ver-

sion 2.0 and 2.1 has not been used in any research paper as 
far as we investigated.  

 
(a) Performance evaluation of the get-asset operation by different versions 

of Fabric. 

 
(b) Performance evaluation of the create-asset operation by different 

versions of Fabric. 
Figure 1. Effect of the size of assets and the release version of Fabric on 

the throughput of transactions using LevelDB. 

IV. BLOCKCHAIN AS A SERVICE 

Implementing a blockchain from scratch involves man-
aging a series of elements that are not intuitive at first 
glance. The nodes that interact with each other, must be 
synchronized at the network level, handle the validations 
of consensus methods, the web client with which the user 
interacts with the system, and more. If a system adminis-
trator aims to control all of this, he or she can be over-
whelmed by the complexity of services that interact to 
keep the network working. In this sense, BaaS providers 
have emerged, which allow the business to use predefined 
solutions to create, build, and host the necessary compo-
nents in the cloud for the operation of a blockchain [27]. 
The service administrator contracts the services of the pro-
vider, which allows the administrator to take advantage of 
the necessary resources, such as managing the identity of 
the users, adding privacy elements, and escalating user 
privileges, along with security for the storage of infor-
mation in the cloud. 

Moreover, these BaaSs provide a set of tools to reduce 
the development time of distributed applications and facili-
tate the tasks of preparing the blockchain environment so 
that the application can run. For the administrator of a 
blockchain, it is also important to know in real time the 
performance, state of the network, and costs associated 
with the services purchased and to manage the storage and 
processing capacity. Therefore, BaaS also includes differ-
ent tools for monitoring and controlling the system with 
early alerts to notify the administrator of the system status. 
An example is depicted in Figure 2. In the following sec-
tions, we evaluate various providers and present a succinct 
comparison of their benefits and why we chose Chainstack 
to simulate the use case. 

0.0

200.0

400.0

600.0

800.0

1000.0

0 20000 40000 60000 80000

TP
S

Asset Size(Bytes)

V1.4.0

V2.0.0

V2.1.0

0.0

100.0

200.0

300.0

400.0

0 20000 40000 60000 80000

TP
S

Asset Size(Bytes)

V1.4.0

V2.0.0

V2.1.0

155

Authorized licensed use limited to: Univ of Texas at Dallas. Downloaded on October 10,2021 at 11:36:42 UTC from IEEE Xplore.  Restrictions apply. 



 

A. Blockchain as a Service Supports Hyperledger Fabric 

Among the available services that support Hyperledger 
Fabric we have mainly IBM Blockchain Platform, Amazon 
Managed Blockchain, and Chainstack Managed Block-
chain. The IBM Blockchain Platform deserves special 
mention since it worked with the Linux Foundation to cre-
ate the first version of Hyperledger Fabric [28]. In this 
sense, it is a platform that offers greater maturity, more 
complete documentation, and greater use-case exploration 
[12]. The IBM Blockchain Platform also offers its users the 
choice of the deployment environment, such as multi-cloud, 
hybrid, or on-premises deployment. Moreover, it currently 
supports Hyperledger Fabric up to version 1.4 [29]. 

In contrast, Amazon Managed Blockchain offers the in-
tegration of the network with Amazon’s services, Amazon 
Web Services [30], to obtain an operational application. 
Businesses that generally choose Amazon Managed Block-
chain to develop and deploy their blockchain application 
do so because they have already used other services from 
AWS, which can integrate the data stored in the ledger and 
extract the analyses. This service also promise to offer a 
template for the Ethereum public blockchain platform in 
the future, not just for the Fabric platform, and supports the 
current versions of Fabric up to 1.2 [12]. In addition, with 
AWS, a free tier may be used with limited capacity for the 
development process. Moreover, Cloud9, a cloud-based 
integrated development environment, allows developers to 
write, run, and debug code for blockchain applications with 
only a browser. The user has access to the monitoring tool 
at all times to control the cost of storage and processing 
[30]. 

 
Figure 2. Hyperledger Explorer integration with the Chainstack-managed 

Hyperledger Fabric v2 blockchain. 

B. Chainstack 

We highlight Chainstack, a newly emerged BaaS, as 
our choice to display the product of this work. After an 
exhaustive evaluation of the previous options, we observed 
that Chainstack has a series of benefits that are better 
adapted to our use case. In the first instance, Chainstack 
supports the latest version of Hyperledger Fabric v2.1. The 
current features of the membership service provider com-
ponent are in line with the latest version of Hyperledger 
Fabric in terms of privacy and handling user data [31]. Ac-

cording to the experience and collection in the research 
that is referenced in this work, Chainstack has a more in-
tuitive service and greater flexibility when orchestrating 
the services associated with Hyperledger Fabric [32]. Table 
2 compares the BaaSs that support the Hyperledger Fabric 
protocol. In addition, Chainstack has done tremendous 
work to support consortium blockchain projects; thus, its 
platform offers greater advantages that are adapted to our 
particular case given that our interest is focused on the 
benefits provided by version 2.x of Hyperledger Fabric. 
TABLE II. FEATURE COMPARISON FOR BLOCKCHAIN AS A SER-
VICE (BAASS) SUPPORTING THE HYPERLEDGER FABRIC PRO-

TOCOL[30],[31],[33]  

 
Amazon 
Managed 

Blockchain 

IBM 
Blockchain Chainstack 

Currently support 
Hyperledger Fabric 
version 

1.2 1.4 2.1 

Provide choices of 
framework (Public or 
Consortium) 

   

Provide choices of 
deploy environment 
(Hybrid or Cloud) 

   

Integration with existing 
cloud services    
Provide provisioning 
automation    
Provide network 
configuration 
Automation 

   

Has compatible VS Code 
blockchain extension     
Can develop using just a 
browser/online IDE    

 

V. INTER-PLANETARY FILE SYSTEM 

The IPFS is a decentralized, verifiable, blockchain-
compatible storage system. Most business solution applica-
tion areas that use the blockchain may require the use of 
attachments to support transactions, for example, invoices, 
property contracts, delivery notes, images, videos, or phys-
ical endorsements of certificates. In these cases, the in-
teroperability between the IPFS protocol and Hyperledger 
Fabric is used to store a hash with which the digitized doc-
ument is associated, whether it is an image, PDF, txt, Word, 
or any other type of file. This is necessary because, within 
a blockchain, storing data is expensive. Therefore, the IPFS 
service allows what is stored in the transaction within a 
blockchain to be just a hash that points to the file stored in 
the IPFS. The cryptographic method that IPFS uses is 
compatible with Hyperledger Fabric and ensures that the 
file remains unchanged because it is associated with a 
unique digital mark [34]. 

A. Basics of Inter-planetary File System (IPFS) and IPFS 
Gateway 

Unlike the way the Internet works by addressing the 
content location through a URL, IPFS works with a proto-
col that allows direct access to content using a content 
identifier based on a cryptographic hash, which guarantees 
the inalterability of the data stored. In addition, IPFS works 
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in a decentralized manner. When a document or file is up-
loaded to IPFS, each node on this network can access this 
content. This allows the content search to be faster and 
access to the content to be more resilient. Being shared in 
different nodes that set up the IPFS network, it does not 
rely on a single server or database [35], which eliminates 
the risk of a single point of failure. Moreover, services 
called IPFS gateways allow web users to upload and re-
trieve data on the IPFS network without installing and run-
ning the IPFS node on their machines. The IPFS gateways 
also allow developers of the blockchain applications to use 
the IPFS services in the backend with ease. Unlike other 
services, our preferred IPFS gateway service Pinata allows 
store diverse types of data, which increases the potential 
use cases of our blockchain solution. 

B. Inter-planetary File System and Blockchain 

In the blockchain, all information about the transactions 
that occur in the network must be stored in all nodes and 
must be validated using the consensus method; thus, it is 
not computationally practical to transmit and store large 
amounts of information and is often avoided by the devel-
opers and designers of blockchain systems, which signifi-
cantly limits blockchain capabilities. In this context, when 
we store information in IPFS, we call this storage of in-
formation off-chain, and the information that is directly 
stored in the blockchain is on-chain. If we know the hash 
of content in IPFS, we can access the content; however, it 
is difficult to link the content to a person or entity. 

Based on this principle, Kumar et al. [36] designed off-
chain distributed storage for medical patient data where the 
hash of the documents is stored on a consortium block-
chain, thus preserving the integrity of the data and privacy 
of the patients. The protection of information by maintain-
ing the integrity of the data was studied by Agyekum et al. 
[37], where the IPFS and blockchain were combined to 
produce an architecture focused on protecting the integrity 
of copyright and data security. Hoffman et al. [38] defined 
a decentralized application that includes a reliable payment 
system, a decentralized reporting method, and a guarantee 
of the immutability of the data transmitted by storing the 
bug reports in IPFS and handling the rest of the transac-
tions in the Ethereum blockchain. The integration of IPFS 
can dramatically reduce the asset size of a single transac-
tion on-chain because it only stores the hash of the content. 
Moreover, the smaller the asset size, the better the perfor-
mance is in terms of the throughput of a Hyperledger Fab-
ric blockchain, as illustrated in Figure 2. 

Finally, taking into account the successful experiences 
of the studied architectures, we decided to integrate the 
decentralized off-chain storage IPFS, in particular through 
Pinata, together with the Hyperledger Fabric v2 Block-
chain to produce a robust system in terms of security, in-
tegrity and the availability of data for a satellite task 
scheduling and planning scheme management system. 

VI. EXPERIMENT SIMULATION 

In this section, we present a blockchain-based permis-
sioned and distributed satellite task-scheduling scheme 
management system that uses a consortium blockchain, 

based on the Hyperledger Fabric v2 framework with raft 
consensus. This development uses the BaaS provided by 
Chainstack to host blockchain peers and expedite the net-
work formation. It also integrates with the IPFS service 
through Pinata, an IPFS gateway, to handle off-chain stor-
age and Vue.js for the web client. The main objective of 
this experiment is to provide security and tamper resistance 
to the task-scheduling scheme of satellite observation and 
verify the feasibility of combining the Hyperledger Fabric 
v2 blockchain framework with IPFS. The flow of the sys-
tem is presented in Figure 3. 

 
Figure 3. System flow. 

 
(a) Insert operation.                        (b) Query operation. 

Figure 4. The application process for an insert and query operation using 
the blockchain application. 

A. Setup 

A typical peer node on Chainstack has 1.3 vCPU and 
2 GB of RAM initially allocated that can be either running 
on the cloud or in a hybrid environment. In our case, we 
selected the Google Cloud platform in Singapore to host 
our single raft-based orderer and peer nodes. Resource 
allocation is elastic; thus, the nodes can be scaled dynami-
cally. For the Fabric protocol, official Docker images that 
run Alpine Linux were used. Currently in production, 
Chainstack supports LevelDB out of the box. Meanwhile, 
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CouchDB is in the testing phase and will ready to be re-
leased later. In addition, the node.js application we used to 
communicate with the Fabric blockchain network was de-
veloped on an Ubuntu 16.04 LTS operating system with 
4 GB of RAM. The detailed development environment 
prerequisites are listed in Table 3. 

TABLE III. DEVELOPMENT ENVIRONMENT PREREQUISITE 
Software Prerequisites Version 

Ubuntu Linux 16.04 LTS 
Docker 18.09.1 

Docker Compose 1.24.1 
Node.js 8.15.0 
axios 0.19.2 
npm 6.4.1 

Pinata 1.1.8 
Fabric  2.1.0 

B. Flow of the Application 

The scheduling algorithms are used to generate outputs 
based on various inputs in the planning system. The output 
is a set of predetermined task-scheduling/planning schemes 
for satellite observation. This set of tasks are stored in the 
decentralized storage IPFS, where a unique hash is gener-
ated for the scheme. Then, a transaction in the blockchain 
is generated, and this hash and its associated task-planning 
scheme number are written into a block. This is accom-
plished through a blockchain application and chaincode 
without the need to host an IPFS full node. The next step is 
adjusting the input of the scheduling algorithms to produce 
different task-planning schemes until a final planning 
scheme is determined. This process is performed by the 
designated personnel. Once the planning scheme is written 
in a transaction on-chain, it guarantees the immutable ex-
istence of such a planned scheme, and every chang-
es/modification happens to this scheme beyond this point. 
The benefit of this is preventing a malicious user with a 
particular interest from manipulating the system for their 
benefit. Figure 4 reveals the steps for our decentralized 
application (DApps) to perform a typical insert or query 
operation. 

VII. CONCLUSION 

Blockchain technology has evolved in recent years and 
is increasingly applied to a broader range of businesses and 
systems where traditional technology required an addition-
al boost in the areas of data privacy, security, availability, 
and confidentiality. Hyperledger Fabric, in its latest version, 
has had a significant improvement in terms of security and 
privacy of user data. On the other hand, the combination of 
the blockchain application and IPFS technology adds an 
additional layer of decentralization, availability, anonymity, 
and immutability to the data within and allows storing di-
verse types of data off-chain. 

In this paper, we developed a decentralized, and per-
missible blockchain-based application for storing and ac-
cessing satellite task-scheduling schemes as a proof of 
concept, which is supported by the Hyperledger Fabric v2 
framework and IPFS off-chain storage. This system has 
been deployed in Chainstack, and the web interface was 
created using Vue.js. To further study the benefits of BaaS, 

the features of the popular BaaS that support Hyperledger 
Fabric were explored and compared. The results indicate 
that Chainstack has a series of benefits that are better 
adapted to our use case, such as support for the latest ver-
sion of Hyperledger Fabric, intuitive and easy network 
formation and node setup, and the capability of producing 
a stable and production-ready blockchain application, 
which are vital to our implementation. 

Moreover, IPFS was introduced into the consortium 
blockchain application to offload on-chain storage, which 
reduced the asset size of the transaction and increased the 
transaction throughputs of the network. Additionally, the 
performance of the major versions of Fabric under differ-
ent asset sizes was analyzed and compared, and the results 
indicate that the smaller the asset size, the greater the per-
formance of the throughput. and by integrating IPFS with 
Hyperledger Fabric, the size of the asset in a single trans-
action can be controlled and minimized. 

At the time of writing this paper, the latest version of 
Hyperledger Caliper is v0.3.0, which does not fully support 
Hyperledger Fabric v2.1.1 [39]. In future work, Hy-
perledger Caliper will be used to test and assess the per-
formance of our blockchain-based system when Hy-
perledger Fabric v2 support is fully implemented in Hy-
perledger Caliper. 
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