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ABSTRACT 

Intelligent virtual agents have been developed to study, assess and 

teach a variety of human interpersonal skills. Here we examine the 

impact of an agent’s perspective-taking sophistication on human 

negotiators. Good perspective-takers can discover creative solu-

tions that benefit both parties, but many have difficulty with this 

skill. In particular, novices focus on explicit goal-statements (e.g., 

“I want apples more than bananas”) but discount goal-relevant in-

formation implicit in the opponent’s offers. Many human-agent ne-

gotiation agents similarly ignore implicit information. We exam-

ined the influence of implicit information on human negotiators by 

independently enhancing agents in two ways: do agents communi-

cate implicit information and do they attend to implicit information 

communicated by users. We find that communicating implicit in-

formation seems to confuse user’s perspective-taking ability, yet 

paradoxically, helps lead them to better outcomes. In contrast, an 

agent that attends to user’s implicit communications shows better 

perspective-taking but fails to translate this into better outcomes. 

These results emphasize the challenges associated with implicit in-

formation. We discuss how these results impact the design of ne-

gotiation agents for applications, analysis and pedagogy. 
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1 Introduction 

Intelligent virtual agents have been developed to study [1-3], assess 
[4] and teach a variety of interpersonal skills [5]. One important 

skill that has received considerable interest is negotiation. Negoti-
ation serves as a challenge problem for the IVA community [6] – it 
engages a wide range of mental processes including theory-of-
mind, deception and emotion – but it also holds considerable prac-
tical importance. Inexpert negotiation skills can lead to lower sala-
ries [7] and increased political and social conflict [8, 9]. 

A core principle of negotiation is perspective-taking, or what is 
sometimes called opponent modeling [10, 11]. By better under-
standing the goals of one’s opponent, it is often possible to discover 
creative solutions that benefit both parties. Perspective taking is en-
hanced when parties share information [12]. For example, if one 
side states they prefer apples and another side state they prefer ba-
nanas, parties can realize they hold different goals. But understand-
ing these differences is not enough. Parties must further realize 
these goals are complementary and that solutions exist that benefit 
both sides. For example, joint benefits are maximized if one side 
takes all the apples and the other takes all the bananas. Thus, effec-
tive negotiation requires (1) accurately modeling one’s opponent 
and (2) using these models to propose good solutions. 

There are many sources of information relevant to perspective-tak-
ing. Within the negotiation literature, a distinction is often made 
between explicit information and implicit information. Explicit in-
formation is generally defined as verbal statements that directly 
communicate a party’s goals, such as “I like apples more than ba-
nanas” [13]. However, other aspects of an opponent’s behavior can 
indirectly reveal their goals. For example, expressions of anger can 
convey a negotiator has high aspirations [14]. In this paper, we fo-
cus on the information revealed by a negotiator’s pattern of offers. 
For example, if a negotiator keeps all the apples and offers bananas, 
this suggests that bananas hold less value to them.  

Studies of human negotiations suggest they have difficulty with in-
formation exchange in general [12] and implicit information in par-
ticular, although this may reflect a “low context” bias of Western 
culture [15]. Agents that negotiate with humans often hold a similar 
bias. For example, IAGO [16] is a popular framework for building 
agents that negotiate with people and has been used to create doz-
ens of agents as part of the Automated Negotiation Agents Compe-
titions [17]. By default, IAGO fails to attend to implicit information 
when modeling the goals of human negotiators. Further, it mini-
mizes the implicit information communicated through its offers. In-
terestingly, much of the research on “rational” agents that negotiate 
with other agents has shown the opposite bias: such algorithms typ-
ically only communicate and attend to implicit information, as ex-
plicit statements are viewed as “cheap talk” [18].  

In this paper, we extend IAGO’s sophistication with two abilities 
related to implicit information. First, we extend IAGO’s opponent-
modeling algorithm to attend to implicit information. Second, we 
extend IAGO’s offer-generation mechanism to manipulate the 
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transparency of its offers (i.e., how clearly do the offers reveal the 
agent’s goals). Research on rational agents suggests that outcomes 
should be improved by both enhancements: (1) humans should be 
able to form better models of agents when more information is pro-
vided (2) agents should form better models of humans by attending 
to more information, and (3) this improved perspective taking 
should translate into better negotiated outcomes. Research on ac-
tual human behavior suggests a more equivocal outcome and that 
users may ignore or become confused by implicit information.  

We examine these issues through an experiment that independently 
manipulates each capability. The results highlight the limited utility 
of rational model in predicting human outcomes. As suggested by 
psychological findings, we find that communicating implicit infor-
mation seems to confuse user’s perspective-taking ability, yet par-
adoxically, this information helps lead them to better outcomes 
(though they were less unsatisfied with these gains). In contrast, 
agents that attend to user’s implicit communications show better 
perspective-taking as predicted by rational models, but this im-
proved accuracy fails to translate into better user outcomes. These 
results emphasize the problems associated with implicit infor-
mation. We discuss how these results impact the design of negoti-
ation agents for applications, negotiation theory and pedagogy. 

2 Background and Research Questions 

Multi-issue bargaining: Negotiation can take many forms. We re-
strict ourselves to a standard abstraction used to study and teach 
negotiation (referred to as a multi-issue bargaining task with linear 
additive goals [19]). Here, a pair of negotiators must find a com-
promise across a range of issues. For example, Figure 1 illustrates 
a four-issue salary negotiation involving salary, bonus, stocks and 
vacation. Each issue, i, has a discrete number of levels (10 in Figure 
1). Players bid by specifying a level for each issue (this defines an 
outcome space, denoted Ω, of all possible outcomes). In Figure 1, 
there are 104 possible outcomes. The utility of an outcome for a 
player is expressed by a linear utility function. Each player assigns 
a private numeric goal-weight, wi, to each issue. The utility of an 
outcome, u(ω) depends on the level, li, assigned to each issue:  

𝑢𝑢(𝜔𝜔) = �𝑤𝑤𝑖𝑖 ∙ 𝑙𝑙𝑖𝑖𝑛𝑛
𝑖𝑖=1  

The nature of the negotiation changes dramatically depending on 
the issue-weights for each player. If both parties have the same 
weights, the negotiation is a zero-sum (oft called a “fixed-pie” ne-
gotiation). When opponents hold different goals, there are opportu-
nities to create value for both sides by making tradeoffs across is-
sues (e.g. offering more stocks in exchange for less vacation days). 
As these weights are typically private, perspective-taking may be 
required to realize these opportunities. 

Unfortunately, human negotiators often fail to realize these oppor-
tunities. Negotiators are often poor at perspective taking. They of-
ten hold a “fixed-pie bias” [20], meaning they assume the negotia-
tion is zero-sum. They also fail to exchange information or miss 
what information has been shared. Even when they understand their 
opponent’s perspective they may fail to exploit this this understand-
ing. For example, they may fail to appreciate the importance of 
making tradeoffs to realize win-win solution. 

Several measures have been developed to quantify these errors in 
perspective taking and value-creation. In this article, we used Ken-
dall’s rank correlation coefficient as a measure of perspective-tak-
ing accuracy and joint points as a measure of value creation. These 
will be detailed in the experimental section below. 

IAGO Extensions: The AI community has developed a number of 
algorithms to play the multi-issue bargaining task, either with other 
agents (e.g., [18]) or with humans [21-23]. In this paper, we explore 
extensions to the popular IAGO framework [16], and specifically 
the “Pinocchio” agent that is provided by default [24]. Human play-
ers can exchange information with this agent. For example, they 
can reveal the pairwise ranking of their priorities (I like X more 
than Y) or request the same (Do you like X more than Y?). Pinoc-
chio implements perspective-taking based on this information (it 
develops a model of the human opponent from these explicit pref-
erence statements). The more truthful information an opponent re-
veals, the more accurate these models will be. 

Pinocchio plays in a human-like way, which means it implements 
common biases found in inexperienced negotiators. It holds a fixed-
pie bias (it assumes zero-sum unless its opponent reveals infor-
mation that contradicts this assumption). Like many human play-
ers, it only attends to explicit information (it ignores information in 
the pattern of its opponent’s offers). It is a lazy information ex-
changer: it does not actively reveal its goals but honestly responds 
when asked. Finally, like many human players, it tries to be fair 
[25]. It makes fair and efficient offers given its current understand-
ing of the opponent’s interests. These design choices make it ideal 
for examining a human player’s skill in creating value with novice 
opponents (e.g., they fail to create value unless they actively engage 
in information exchange and perspective taking [24]).  

We extend IAGO’s sophistication to utilize implicit information in 
two ways. First, we extend its opponent modeling methods to attend 
to implicit as well as explicit information. Specifically, we incor-
porate an opponent modeling method by Nazari that has been 
shown to more accurately model human goals [11]. Second, we ex-
tend its offer-generation method to implicitly convey the agent’s 
goals. By default, Pinocchio makes fair offers that maximize joint 
outcomes (given its current beliefs about the human’s goals). How-
ever, in a sufficiently complex negotiation, many offers satisfy this 
property. A maximally uninformative offer would be the offer from 
this set that reveals the least information about the agent’s goals 
(e.g., a bid that offered the same level on each issue would reveal 

 
Figure 1: A salary negotiation implemented in IAGO 
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no information about what the agent wants). A maximally informa-
tive offer would be the offer from this set that conveys the most 
information (e.g., If the agent values salary the most and vacation 
the least, an informative bid would offer the greatest concessions 
on vacation and the least concessions on salary). Note that this ex-
tension does not alter the value of offers from the agent’s perspec-
tive, but can alter their value to the human opponent if the agent has 
incorrectly modeled the human’s goals (this may have complex im-
plications for value creation, which we study below). 

Impact of implicit information on perspective taking: How 
might the use of implicit preference information impact perspec-
tive-taking ability? From a rational information theory perspective, 
more (truthful) information should be better. The IAGO agent 
should develop more accurate models of the human to the extent it 
attends to implicit information. The human should develop more 
accurate models of the agent to the extent the agent provides this 
information. But will these findings hold in practice? 

Will the human be more accurate? Some research suggests that 
novice human negotiators will fail to appreciate or even become 
confused by implicit information. For example, Adair and col-
leagues studied cross-cultural contexts where negotiators differed 
in their use of implicit information [15]. Low-context cultures [26], 
like those studied in this paper, emphasize direct information ex-
change, whereas high-context cultures utilize indirect information. 
When these cultures mix, perspective taking and joint outcomes 
suffer. This effect seems driven by dynamic patterns of information 
exchange: exchange of direct information promotes accuracy but 
accuracy falls when direct information leads to indirect responses. 
In a sense, the sophisticated version of IAGO simulates this cultural 
mis-match and could undermine perspective taking.  

However, other research suggests that human perspective taking is 
enhanced by interacting with agents with sophisticated perspective-
taking skills. For example, Yoshida and colleagues found that peo-
ple could recognize the degree of recursive reasoning performed by 
a computer opponent in a version of the Stag Hunt game and ad-
justed their behavior accordingly [27]. In the realm of negotiation, 
de Weerd and colleagues showed that participants that played Col-
ored Trails [28] – a testbed to study multi-issue negotiations – ex-
hibited more second-order theory of mind reasoning when they 
played with cognitively sophisticated agents [29]. Similarly, Ste-
vens and colleagues showed that students that practiced with an 
ACT-R agent possessing theory-of-mind were able to achieve bet-
ter outcomes in a single-issue negotiation task [30]. These conflict-
ing perspectives lead to the following research questions: 

• Is human accuracy enhanced when agents provide implicit infor-
mation about their goals? 

• Is human accuracy enhanced when agents that attend to implicit 
information? (as this may stimulate human-perspective taking) 

• How do these mechanisms interact to shape human accuracy? 

Will the agent be more accurate? Prior research suggests that agent 
perspective-taking is enhanced by attending to the information im-
plicit in the human’s pattern of offers. Nazari and colleagues exam-
ined the accuracy of different opponent modeling techniques at pre-
dicting human goals in human-human negotiations and found the 
most accurate models utilized both implicit and explicit infor-
mation [11]. However, these models adopted a third-party perspec-
tive (they analyzed traces from completed negotiations). Would re-
sults be different if the models were used to alter agent behavior 

during the negotiation? Negotiations are a back-and-forth between 
parties and the information provided emerges from this complex 
dynamic. Could early mistakes cause downstream confusion? For 
example, research on implicit opponent models has found that these 
techniques are sometimes confused as opponents offers might re-
flect a compromise between what they want and what they think 
their opponent wants (consider the fable The Gift of the Magi) [31]. 
This leads to the following research questions: 

• Will agent accuracy increase when agents provide implicit infor-
mation?  

• Will agent accuracy increase when agents attend to implicit in-
formation? 

• How do these mechanisms interact to shape agent accuracy? 

Impact of implicit information on value creation: Despite the 
emphasis given to opponent-modeling in negotiation research, ac-
curate models are neither necessary nor sufficient to discover win-
win solutions. Generally speaking, better perspective taking should 
translate into higher joint gains. However, accurate models can be 
insufficient for a number of reasons. Even if both parties hold ac-
curate models, they may fail to understand how to use this infor-
mation effectively. In particular, they may fail to understand the 
importance of making tradeoffs to realize the win-win potential. If 
only one party holds an accurate model, the inaccurate party may 
view win-win offers with suspicion and reject them (see [32]).  

In contrast, some research suggests that parties can create value 
even in the absence of good perspective taking [33, 34]. For exam-
ple, Pruitt’s trial-and-error heuristic suggests if negotiators take 
turns making “logrolling offers” (these are offers in which a nego-
tiator claims more of what they want and concedes what they don’t 
want [35]), simply focusing on what is “on the table” rather than 
guessing what their opponent might want, it is possible to effec-
tively create value. Note that IAGO’s informative offers, by defini-
tion, involve logrolling (the agent keeps more of what it wants and 
offers what it wants least). Thus, an agent that uses implicit com-
munication could improve joint outcomes though this mechanism. 
This leads to the following research questions: 

• Will joint gains rise when agents provide implicit information? 

• Will joint gains rise when agents attend to implicit information? 

• How do these mechanisms interact to shape joint gains? 

• How do these mechanisms influence satisfaction in the outcome? 

2 Experimental Design 

280 participants were recruited for a 2x2 experimental approved by 
our institution’s ethics board. Participants engaged in a salary ne-
gotiation with a computer agent. We independently manipulated 
the two enhancements to IAGO related to implicit information: (1) 
the agent either inferred opponent models from the participant’s ex-
plicit statements alone (unsophisticated perspective-taking) or from 
both their statements and pattern of offers (sophisticated perspec-
tive-taking); and (2) the agent either communicated its goals using 
explicit statements alone (unsophisticated communication) or using 
both explicit statements and offer behavior (sophisticated commu-
nication). Participants were randomly assigned across the four re-
sulting conditions. All participants were English speakers from the 
U.S. were recruited via Amazon Mechanical Turk. Of the 280, 48 
were removed for failing to pass the attention check questions, 
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leaving 232 participants (63.9% male; mean age = 38.7). Do to con-
fusion on how to return to the survey software after the negotiation, 
an additional 42 participants failed to complete some or all the post 
negotiation survey. Thus, analysis of participant accuracy involves 
a reduced sample of 190 participants. 

2.1 Negotiation Task 

Participants engaged in a 4-issue salary negotiation (salary, bo-
nuses, stock options and vacation days). They assumed the role of 
an employee seeking a position at a large technology company and 
the agent assumed the role of an HR manager. For each issue, par-
ticipants and the agent had to agree upon one of ten levels. For ex-
ample, they could negotiate a salary between $70,000-$160,000 in 
$10K increments (see Figure 1). Each party received points based 
on the level they negotiated for each issue (see Table 1). For exam-
ple, if participants negotiated a salary of $90,000 (l=3), they would 
receive 15 points. The total number of points they received was 
summed across the four issues. Neither the agent nor the participant 
knew the other’s preference. In addition to these goals, participants 
were told they would receive only six points (their BATNA) if they 
failed to reach an agreement within the seven minutes allotted.  

Table 1: Participant and Agent’s Payoff Matrix 

 Salary Bonuses Stocks Vacation  

Agent 5*(10-l) 1*(10-l) 2*(10-l) 3*(10-l) 

Human 5*l 3*l 2*l 1*l 

Although salary and stock options are zero-sum issues, the task af-
fords opportunity to find win-win solutions. Value can be created 
by trading off between bonuses and vacation days. The joint value 
of the final deal is maximized if the participant claims more bo-
nuses and fewer vacation days. Thus, there is potential to “grow the 
pie” if participants correctly understand the other side’s perspective 
(i.e., accurately model their opponent’s goals). 

To motivate performance, participants received a fixed participa-
tion fee (approximating the US Federal minimum wage) plus an 
incentive based on performance: they received lottery tickets pro-
portional to the points they earned in the negotiation, and these 
were entered into a $100 USD lottery. When presented the instruc-
tions, participants where quizzed on several aspects of the system 
and attention checks were used to filter inattentive participants.  

2.2 Intelligent Agent Behavior 

All agents were developed using the IAGO agent framework. The 
interface, seen in Figure 1, has a simple virtual character that can 
convey facial expressions. A text box summarizes the history of the 
negotiation. Participants can communicate with the agent via 
menus. These allow the participant to ask questions about what the 
agent wants, offer information about what they want, and exchange 
offers. Participants can also convey emojis and send some canned 
messages (e.g., “This is my final offer. Take it or leave it”). IAGO 
provides libraries for many of the core functions required to nego-
tiate, such as techniques for opponent modeling and offer genera-
tion. To create the experimental factors we modified the default 
“Pinocchio” agent (see [24] for details of this agent).  

2.2.1 Agent Perspective-Taking Sophistication: To manipulate 
perspective-taking sophistication we replaced the default modeling 
behavior of Pinocchio with a set of “frequency models” proposed 

by Nazari [36]. Frequency models are a heuristic method for learn-
ing what an opponent wants by counting the frequency of certain 
events, such as how often someone makes a concession on an issue 
or how often they explicitly assert a preference for that issue (see 
an overview in [19]). These models estimate a weight for each is-
sue, which can be used to infer the relative importance of each is-
sue. Nazari proposed a hybrid model that models implicit and ex-
plicit information separately and averages the resulting weights to 
combine this information. For implicit information, the model ex-
amines offer concession. If an issue (i) is claimed in an offer (k), 
(𝑙𝑙𝑘𝑘 ) indicates how much of that issue was claimed for a negotiator 
and how much level was assigned to their opponent (𝑙𝑙′𝑘𝑘 ). To cal-

culate the weight for each item, the implicit model computes a ratio 
of the items claimed for self, divided by items given to opponent.  𝑤𝑤𝑖𝑖 =  

𝑙𝑙𝑘𝑘𝑙𝑙′𝑘𝑘 

The explicit model estimates weights from the explicit preference 
statements by counting how often a positive or negative statement 
is made about an item. For example, "I like gold more than spices" 
is a positive statement about gold whereas "I like gold less than 
bananas" is a negative statement towards gold. The weight for each 
item i is computed as follows:  𝑤𝑤𝑖𝑖  =  |𝑃𝑃𝑖𝑖  |  −  |𝑁𝑁𝑖𝑖  |  

where Pi is a count of all positive statements made about an item 

and 𝑁𝑁𝑖𝑖 is a set of all negative statements made about an item.  

We made one change to align these models with IAGO’s fixed-pie 
assumption. When weights are equal between two issues (meaning 
the model is indifferent on their ranking), we assume the ranking is 
consistent with the agent’s own goals (e.g., if the agent prefers 
stocks to vacation and the model returns equal weight for these is-
sues, the agent assumes the human prefers stocks to vacation).  

Sophisticated-modeling agents used the combined model, whereas 
unsophisticated agents used the explicit-statement model.  

2.2.2 Agent Implicit Communication: To manipulate how the 
agent communicates its goals, we altered the agent’s offer genera-
tion model. By default, Pinocchio tries to generate efficient and ap-
proximately fair offers. Given its current estimate of the partici-
pant’s goals (as estimated in Section 2.2.1) it calculates the Pareto 
Frontier and generates an offer claiming 60% of the total possible 
value. However, in a sufficiently complex negotiation problem 
(like the one in this study), there will be a large number of offers 
that satisfy this criterion. We introduce an additional constraint to 
manipulate communicative-sophistication. 

The agent with “unsophisticated communication” selects an offer 
from this set that minimizes how much is revealed about its issue-
weights. Specifically, it makes an offer that minimizes the variance 
in the levels across the issues under negotiation. For example, the 
offers 5,6,6,5 and 4,9,7,6 both yield the agent the same number of 
points (60% of the pie, assuming the agent has perfect knowledge 
of what the participant wants), yet the former has less variance, and 
therefore provides fewer clues about what the agent truly wants. In 
contrast, the latter offer suggests the agent cares the most about sal-
ary (issue 1), the least about bonuses (issue 2), and so forth. 
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The communicatively-sophisticated agent makes offers that maxi-
mally conveys its own interests. For example, it would concede the 
most on vacation, then stocks, then bonuses, then salary. 

2.2.3 Impact of sophistication on agent offers: Both forms of 
cognitive sophistication (opponent modeling and communicative) 
will change how the agent negotiates and this could impact out-
comes. As the agent is trying to make efficient offers, its offers 
change as it forms a better model of the opponent’s goals. For ex-
ample, as the agent learns that the human prefers bonuses to vaca-
tion, it will begin to make logrolling tradeoffs across these issues. 
In theory, this should convey to the participant that the agent is at-
tentive and responsive to their interests. If the human never explic-
itly asserts their goals, the unsophisticated agent will fail to show 
this responsiveness, yet the sophisticated agent still will, as it also 
attends to the human offers. Note also that the actual efficiency of 
offers depends on the accuracy of the opponent model so that better 
models should translate into the participant receiving better offers.  

Similarly, the communicative sophistication could impact the value 
of offers the human receives. If the agent’s opponent model is cor-
rect, offers should have equivalent value, regardless of the commu-
nication strategy (even if the levels across issues differ). But if the 
opponent model is wrong, the communication strategy will impact 
the value that the human receives. In that the human’s counteroffers 
are likely shaped by the agent’s last offer, this can have complex 
interactions on the final deal. Thus, when humans perform better 
against sophisticated agents, it is important to disentangle how 
much this improvement results from better perspective-taking on 
the part of the human or arises despite the human.  

2.3 Measures 

Perspective-taking Accuracy: To measure perspective-taking ac-
curacy, we adopt Kendall’s rank correlation coefficient, also called 
Kendall’s τ coefficient. This measures the accuracy in the relative 
ranking of issues rather than the exact weight assigned to each is-
sue. The coefficient ranges from +1, denoting the correct ranking 
to -1, denoting the reverse ranking. Rank-based measures are par-
ticularly relevant as IAGO only allows users to express rankings 
through their explicit information exchange. After a negotiation, 
players are asked to rank the importance their opponent assigns to 
each issue and this is compared with the agent’s true goals. For the 
agent, the final agent model is compared with the true human goals. 

Value Creation and Claiming: We use individual points obtained 
by each side as a measure of value claiming (how big a slice of pie 
did they grab). We use joint points (i.e., the sum of individual points 
obtained by the participant and the agent) as a measure of value 
creation (how much did the agents grow the size of the pie). Since 
the Pinocchio agent tries to be fair, individual points should mirror 
joint gains as the agent attempts to split the pie. 

Subjective Impressions: We asked several post-negotiation ques-
tions to index participant’s perceptions. Participants were askes two 
questions about perceived perspective-taking accuracy (“I clearly 
understood the HR manager’s goal” and “The HR manager took 
my interests into account when making offers”) and two questions 
about the agent’s communicative behavior (“The HR manager’s 
verbal statements seemed realistic” and “The HR manager’s se-
quence of offers seemed realistic”). Finally, they were asked if they 
were satisfied with their final offer. Items were on a 7-point Likert 
scale from “1-strongly disagree” to “7-strongly agree”. 

3 Results  

3.1 Agent Perspective-taking Accuracy 

We performed a two-way ANOVA examining how agent modeling 
accuracy was shaped by the experimental factors (see Figure 2). 
There was only a significant main effect of the sophistication of the 
opponent modeling approach (F (1,229) = 11.224, p =.001). The 
agent was more accurate when it inferred the participant’s goals 
from both their explicit statements and their pattern of offers. Ac-
curacy was reduced when the agent used sophisticated communi-
cation (i.e., attended to but the participant’s statements and their 
pattern of offers) but this was not significant (F(1,229) = .305, p = 
.581), nor was there an interaction between the factors (F(2,229) = 
.010, p = .921).  

These results reinforce Nazari’s finding that opponent modeling ac-
curacy increases by combining implicit and explicit information. 

3.2 Human Perspective-taking Accuracy 

We performed a two-way ANOVA examining how participant 
modeling accuracy was shaped by the two experimental factors (see 
Figure 3). We find that participants were confused when the agent 
provided implicit information about its goals. There was a main ef-
fect of communication type with users being less accurate with 
communicatively sophisticated agents (F(1,187) = 1.458, p = .002). 

     

              Figure 2: Agent perspective-taking accuracy (τ)  Figure 3: Participant perspective-taking accuracy (τ) 
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Participants appeared most confused when the agent used sophisti-
cated modeling, but this apparent difference was not significant 
(F(1,187) = .74, p = .785), nor were there significant interactions 
between the factors (F(2,187) = .494), p = .488).  

These results are inconsistent with the findings of Yoshida [27]. de 
Weerd [28] and Stevens [30] – that human perspective-taking can 
be enhanced through mere exposure to a sophisticated agent – but 
are consistent with the findings of Adair and colleagues that U.S. 
negotiators will be confused by implicit information [15].  

3.3 Value Creation Results 

We next used a two-way ANOVA to examine how the experi-
mental factors shaped value creation. (see Figure 4). We find a main 
effect of communication-sophistication (F(1,230) = 18.275, 
p<.001). The parties achieved greater joint points when the agent 
conveyed its goals through its pattern of offers (M=106.2, SD=8.03 
vs. M=102.26, SD=6.62). This is interesting given that humans 
showed the worst perspective-taking in this case, suggesting that 
human-accuracy was unnecessary to achieve joint gains.  

Surprisingly, given the accuracy of agent models, we fail to see a 
significant effect of modeling-sophistication on joint points 
(F(1,230) = 0.032, p=.859). We did, however, find an interaction 
between informative offers and agent modeling technique 
(F(1,230)=7.260, p=.008). As seen in Figure 4, when the agent 
made uninformative offers, more sophisticated opponent modeling 
led to a significant improvement in value creation (F(1,230)=4.090, 
p=.044 in post-hoc test). However, there was a nonsignificant trend 
that modeling hurt efficiency when the agent made informative of-
fers (F(1,230)=3.194, p=.075). Note that human users were the 
least accurate when the agent both attended to and communicated 
implicit information, perhaps undermining the pair’s ability to cre-
ate value. The greatest value creation resulted from agents that tel-
egraphed their goals through their offers, but ignored the offer in-
formation telegraphed by the human opponent.  

Overall, the results are most consistent with the view of Kelly and 
Pruitt that value can be claimed, despite poor perspective-taking, as 
long as parties utilize logrolling in their pattern of offers. 

3.4 Value Claiming 

We examined how the experimental factors impact the individual 
earnings participants receive. As Pinocchio aims for fair deals, we 
would expect participant points to closely mirror the pattern of joint 

points. And this is what we see. We observe a main effect of so-
phisticated communication (F(1,230)=7.546, p<.006) – partici-
pants obtained better deals when the agent telegraphed its interests 
through is offers (M=40.79, SD=14.77 vs. M=36.25, SD=11.29). 
We also find a trend for an interaction between informative offers 
and agent modeling technique (F(1, 230) = 3.682, p=.056) with the 
same pattern as in joint points. Using post hoc tests, we find that 
when the agent used sophisticated communication, the use of so-
phisticated modeling slightly undermined participant points. There 
was no impact of modeling when the agent only communicated 
with explicit information. 

It is possible that participants performed worse in the modeling 
condition because the agent was able to capture a disproportionate 
share of the efficiency gains. To test this, we performed a two-way 
ANOVA on the agent’s points but found no significant differences, 
ruling out this possibility. 

3.5 Subjective Impressions 

Finally, we performed two-way ANOVAs on the subjective items. 
The two items indexing perceptions of perspective taking failed to 
show a difference by condition. Participants somewhat agreed that 
they understood the agent’s goals (M=5.22, SD=1.284) and that the 
agent somewhat understood them (M=4.90, SD 1.422). The percep-
tions of agent behavior showed a significant effect of communica-
tive sophistication. The agents verbal statements were seen as less 
realistic (M=4.99, SD=1.506 vs. M=5.37, SD=1.095) when the 
agent provided implicit as well as explicit information (F(1,223) = 
8.623, p=.026). Perceptions of pattern of offers showed the same 
pattern (M=4.52, SD=1.618 v. M=5.01, S=1.378; F(1,223) = 6.149, 
p=.014). This reinforces the interpretation that participants were 
confused by implicit information. 

For satisfaction with the final outcome, there was no main effect of 
communication (F(1,223) = 2.224, p=.137) or modeling (F(1,223) 
= .009, p=.923) but there was a significant cross-over interaction 
between the two factors (F(1,223) = 5.986, p=.015). Post hoc anal-
ysis revealed this was driven by the use of implicit communication 
in the unsophisticated modeling condition. Participants were least 
satisfied with their outcome when the agent conveyed its prefer-
ences through its offers (M=4.98, SD-1.483) compared with when 
it only used explicit goal statements (M=5.65, SD=.988). Interest-
ingly, they were least satisfied with the offer that yielded them the 
most points.   

        
   Figure 4: Value creation (joint points)        Figure 5: Value claiming (participant points) 
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4. Discussion  

Overall, findings suggest that participants were worse at perspec-
tive-taking when agents communicate their goals through their pat-
tern of offers, yet paradoxically, this helped participants create 
value and obtain better deals for themselves. These findings rein-
force and integrate two existing observations from the human ne-
gotiation literature. First, novice negotiators have a difficult time 
integrating implicit and explicit information when modeling their 
opponent’s goals [13, 15]. Our findings demonstrate that the same 
effect occurs when people negotiate with computer agents. Second, 
poor perspective-takers can still create value if parties highlight 
tradeoffs through their sequence of offers [33, 34]. This tactic 
seems to work equally well in negotiations with IAGO agents. 

Although implicit communication helped participants obtain better 
outcomes, their subjective impressions raised some concerns. Par-
ticipants obtained the best outcomes when the agent communicated 
with implicit information, but paradoxically, they were the least 
satisfied with these offers. This suggest that people might reject 
such beneficial offers because of confusion about how they were 
created. This relates to the concept of procedural justice: negotia-
tors don’t simply care about outcomes but also the process and in-
tentions by which the outcome was produced [37, 38]. One poten-
tial lesson is that agents that use implicit information may benefit 
from explicitly highlighting their use of this information (e.g., “Oh, 
I see you are conceding vacation days, so does this mean you don’t 
value vacation time?). See the work of Crandall[39] for one sug-
gestion along this direction. 

Our findings further illustrate that agents are better perspective-tak-
ers when they attend to implicit information. Agents were more ac-
curate in inferring participant goals when they combined infor-
mation from both the participant’s statements and their sequence of 
offers. This reinforces but also extends the findings of Nazari and 
colleagues [11]. Nazari showed this accuracy can be achieved by 
analyzing negotiation traces after the fact. Here we show the mod-
els also work during the negotiation (where the model is used to 
inform the agent’s within-negotiation behavior). This emphasizes 
the robustness of this approach. 

Unfortunately, better agent perspective-taking did not facilitate hu-
man perspective-taking, as claimed by some recent studies [27, 29, 
30]. The different agent models had no effect on human perspec-
tive-taking ability. Enhanced perspective-taking did help create 
value, but only when the agent refrained from communicating im-
plicit information. This again reinforces the problematic nature of 
implicit information, at least for U.S. participants. 

The equivocal benefits of opponent modeling echo findings in the 
agent-agent negotiation literature. For example, despite the theoret-
ical importance of theory-of-mind reasoning, a recent meta-analy-
sis of negotiation agents showed that opponent modeling had lim-
ited ability to improve negotiation outcomes and, rather, strategies 
for generating offers had a far larger impact on outcomes [40].  

Our findings also emphasize the importance of negotiation-skills 
training as well as the potential for virtual agents to assist in skill-
development. Participants exhibited many of the same errors with 
our agents that they exhibit in human-on-human negotiations: they 
fail to take the perspective of their opponent, they are confused by 
implicit information, and the failing in perspective taking, failure 

to attend to implicit information and failure to capitalize on oppor-
tunities for value creation. This reinforces the potential benefits of 
using agents to teach negotiation skills [41, 42].  

Several limitations qualify these findings. Participants engaged in 
a single negotiation and were under some time pressure (they had 
seven minutes to complete the task). This could have imposed cog-
nitive load and the inclusion of implicit information may have 
simply been too taxing. Perhaps repeated interactions with the task 
could lead to a different pattern of results. It should also be noted 
that our experiments were more nuanced than many of the above-
mentioned studies. Prior studies tend to compare sophisticated 
agents with agent with zero theory-of-mind capability. Here, all 
agents had some perspective taking ability but they differed by de-
gree. Perhaps cognitive sophistication transference would emerge 
with a blunter manipulation. Of course, the results may depend on 
some idiosyncrasy of the negotiation task or agent behavior. Thus, 
these findings need to be replicated on other domains and with other 
agent architectures. 
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