Proceedings of the Thirtieth International Joint Conference on Artificial Intelligence (IJCAI-21)

Multi-version Tensor Completion for Time-delayed Spatio-temporal Data

Cheng Qian'*, Nikos Kargas®>*, Cao Xiao', Luias Glass', Nicholas Sidiropoulos® and Jimeng
Sun
1Analytics Center of Excellence, IQVIA
*Department of Electrical and Computer Engineering, University of Minnesota Twin Cities
3Department of Electrical and Computer Engineering, University of Virginia
“Department of Computer Science, University of Illinois Urbana-Champaign
{alextoqc,danicaxiao,jimeng.sun } @ gmail.com, karga005 @umn.edu, lucas.Glass @iqvia.com,
nikos @virginia.edu

Abstract

Real-world spatio-temporal data is often incom-
plete or inaccurate due to various data loading de-
lays. For example, a location-disease-time ten-
sor of case counts can have multiple delayed up-
dates of recent temporal slices for some location-
s or diseases. Recovering such missing or noisy
(under-reported) elements of the input tensor can
be viewed as a generalized tensor completion prob-
lem. Existing tensor completion methods usual-
ly assume that i) missing elements are randomly
distributed and ii) noise for each tensor element is
i.i.d. zero-mean. Both assumptions can be violat-
ed for spatio-temporal tensor data. We often ob-
serve multiple versions of the input tensor with dif-
ferent under-reporting noise levels. The amount of
noise can be time- or location-dependent as more
updates are progressively introduced to the tensor.
We model such dynamic data as a multi-version
tensor with an extra tensor mode capturing the da-
ta updates. We propose a low-rank tensor model to
predict the updates over time. We demonstrate that
our method can accurately predict the ground-truth
values of many real-world tensors. We obtain up
to 27.2% lower root mean-squared-error compared
to the best baseline method. Finally, we extend our
method to track the tensor data over time, leading
to significant computational savings.

1 Introduction

Data completion is the process of estimating missing ele-
ments of an N-dimensional array using the observed ele-
ments and some presumed structural properties of the da-
ta, such as non-negativity and/or low rank. In many real-
world spatio-temporal data, missing values are often due to
delays or failures in the data acquisition or reporting process.
Low-rank tensor factorization and completion is a popular ap-
proach to data denoising and completion, with application-
s ranging from image restoration [Liu ef al., 2012; Xu and
Yin, 2013] to healthcare data completion [Acar et al., 2011;
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Wang et al., 20151, recommendation systems [Almutairi er
al., 2017; Song et al., 2017], and link prediction [Lacroix
et al., 2018]. Low-rank tensor factorization models have
also been proposed for analyzing and making prediction-
s based on spatio-temporal data [Bahadori er al., 2014,
Araujo et al., 2017; Kargas er al., 2021].

Existing methods usually assume that missing elements are
randomly distributed, and the noise for each tensor elemen-
tis zero-mean i.i.d. (independent and identically distributed).
However, in many real-world tensor data, such as medical
claims data and public health reporting data, both assump-
tions are violated. For example, insurance claim processing
centers receive daily data from third-party providers, where
there is often a time lag between data generation and data
loading. There are time delays when hospitals report COVID
case counts to the government. Such data can be modeled
as multiple input tensors with different time-dependent noise
levels, where more recent data are more unreliable due to the
data acquisition delays. Periodically, updates on tensor ele-
ments arrive to produce a new version of the tensor. Over
time, we observe multiple versions of the underlying tensor.
To model such multi-version tensors, we have to deal with the
following challenges.

e Atypical noise model: In our context, the main source of
noise is under-reporting. Thus noise is non-positive and
negatively correlated in the update mode (if one update is
unusually large, the next is likely to be smaller). Under-
reporting also exhibits predictable patterns (e.g., holidays
and weekends).

e Devising efficient schemes for incremental updates: As
data updates arrive incrementally over time for both new
and historical tensor slices, it is challenging to update the
tensor factorization efficiently. Existing works [Sun et al.,
2006; Zhou et al., 2016] in dynamic tensor factorization
assume that the historical data slices remain unchanged,
and only new slices are added.

To address these challenges, we propose a Multi-version Ten-
sor Completion (MTC) framework. Our key contributions are
as follows:

e Multi-version tensor model: Instead of modeling the d-
ifferent versions of the data tensor per se, we introduce an
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extra tensor mode capturing the data updates across multi-
ple versions of the data tensor. This allows us to explicitly
model the update dynamics in latent space.

e Online factorization: We propose a low-rank tensor mod-
el to accurately track the updates over time. To estimate the
tensor values at any given time point, we perform marginal-
ization over the extra tensor mode. We show how we can
extend our approach to track the tensor data over time,
leading to significant computational savings.

e We compare MTC against several tensor and time series
baselines on multiple real-world spatio-temporal datasets.
We observe that MTC can accurately predict the ground-
truth values of many real-world tensors and achieve up to
27.2% lower root mean-squared-error than the best base-
line method.

e Finally, we extend our method to track the tensor data over
time, leading to significant computational savings.

2 Related Work

CANDECOMP/PARAFAC decomposition (CPD) [Harsh-
man, 1970] and Tucker decomposition [Tucker, 1966] have
been used for imputing missing data for image restora-
tion [Liu et al, 2012; Xu and Yin, 2013], grade predic-
tion [Almutairi et al., 2017], link prediction [Lacroix et al.,
2018], and healthcare data completion [Acar et al., 2011;
Wang et al., 2015]. Under certain low-rank assumption-
s, it is possible to recover the missing entries [Yuan and
Zhang, 2016]. Tensor models have also been used for joint
tracking and imputation [Sun et al., 2006; Sun et al., 2008;
Nion and Sidiropoulos, 2009; Mardani et al., 2015; Song et
al., 2017] which enables dynamic tensor factorization with
streaming data via multi-linear decomposition. Recently,
several nonlinear tensor factorization models have been pro-
posed. NeuralCP [Liu et al., 2018] employs two neural net-
works where the first one predicts the entry value and the sec-
ond one estimates the noise variance. COSTCO [Liu et al.,
2019] is a convolutional tensor framework that models the
nonlinear relationship using the local embedding features ex-
tracted by two convolutional layers. SPIDER [Fang et al.,
2020] is a probabilistic deep tensor factorization method suit-
able for streaming data.

These methods assume that past slices remain unchanged
and the noise in the tensor elements is i.i.d. zero-mean. These
assumptions are not appropriate for modeling noise due to
under-reporting, as explained earlier, which motivates our
Multi-version Tensor Completion (MTC) framework.

3 Problem Statement

Given a spatio-temporal tensor of I locations and .J features
over time, we first introduce two time concepts:

Generation date (GD) is the time when data items are gen-
erated.

Loading date (LD) is when we receive the data items. On an
LD ¢, we can receive data items related to multiple locations
and signals that have been generated in different GDs.
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Received data X € RI*/*KxSt

k th update
k=3/

Figure 1: The updates for the data on GD ¢.

Next, we will introduce several tensors at loading date ¢:
the observed tensor Z,, the ground-truth tensor Z,, and the
update tensor X, all up to time ¢.

On each LD ¢, we receive data updates {z;;,(t)}ses, for
location 4, feature j and GDs S; which are earlier than ¢
ie., s < tVs € S;. The total number of data that are
generated on GD s and are available on LD t is computed
by summing over all data received in the interval [s, ], i.e.,
Zijs(t) = Zi’:s xi;s(t"). Stacking all {z;;(t)} into a 3-way
tensor, yields Z, € RL*7*5 where Z,(i,j,5) = 2ijs(t).
Tensor Z, contains the aggregated number of updates which
have been received at time ¢. Because of delays in the data ac-
quisition process, data corresponding to the most recent GDs
are usually under-reported. Let Z, be the ground truth tensor
at time ¢. The signal model can then be described by

Z,=Z,+N, t=12 .., 1)

where N, € R/X/*5t denotes a noise tensor. Our goal is to
estimate the groundtruth tensor Z,. We identify three main
challenges in estimating Z,.

1. The values corresponding to the latest GDs in Z,, i.e.,
the latest frontal slabs of Z, are under-reported and thus
very noisy. We need to unveil the update patterns from
past data and correct these highly corrupted slabs.

2. The noise distribution is unknown in practice. The num-
ber of noise changes over time as more corrections to
the tensor is introduced. Also, there are patterns in the
noise. The method needs to be flexible enough so that it
can capture different noise distributions.

3. The dimension corresponding to the GDs in Z, is gradu-
ally growing as ¢ increases and more data are introduced.
Note that new updates arrive continuously. Therefore,
the method needs to be adaptive such that it cannot only
correct the under-reported numbers but also refine itself
efficiently as soon as new data are received.

To tackle these challenges, the key idea is to track the up-
date tensor. We may assume that data corresponding to a giv-
en GD is updated at most K times. This implies that at time
t we receive data for GDs (¢t — K + 1) to t. An example is
shown in Figure 1, where we assume K = 3 and X, (k) de-
notes the kth update of the data for I location and J features
generated on GD ¢. Each column in Figure 1 shows the up-
dates for the data on GD ¢. In this example, GD (¢ — 3) has
received three updates at time ¢t — 3, t — 2 and £ — 1 respective-
ly. By summing over the three updates, we have the ground
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truth values. Therefore, we have transformed the problem in-
to an equivalent 4-way tensor completion problem. The final
estimate of the target tensor Z, can be estimated by first im-
puting the missing values of X, and then marginalizing over
the third mode

N

K
t:ZXt(:,:,k,:). 2)

k=1

where X, (:,:,k,:
data from a tensor.

) is the MATLAB notation that selects

4 Multi-version Tensor Completion (MTC)

Formulation In this work, we approximate X using a low-
rank CPD model [Harshman, 1970]. For the ease of notation,
w drop the underscript t. CPD expresses tensor X as a sum
of F' rank-1 tensors,

F
X=Y"A(f)oB(.f)oC( f)oD(f), O
F=1

where A € RIXF B € R/*F C € REXF gnd D € RS*F
are the factor matrices for location, feature, loading date (LD)
and and generation date (GD), respectively. This kind of low-
rank model is intuitive in many applications: Counties in the
same state can share the same data loading schedule, and
thus they have similar loading patterns. This is also true for
updates data collected and sent through the same insurance
company. Therefore, there is a high correlation among the
data points for similar locations and features, indicating low-
rank structures in the tensor. Suppose the optimal low-rank
approximation of X is X ~ [A, B, C, D].

Recall that the received data can be split into two parts — a
fully observed tensor corresponding to GDs from 1 to (S —
K +1) and an incomplete tensor corresponding to GDs from
(S — K +2) to S. The loss function is then expressed as

F(O) = aFi1(0) +(1—a)F(0) 4)

fully observed incomplete
where
S—K+1
FO) = Y IXGnns) - [AB,Cd
s=1
s
]:2(0) = Z ||7DQS(X(:5:5:’S) - [[A’B7C7d"‘]])H%‘
s=S—K+2
where || - || is the Frobenius norm, d; denotes the s-th row
of D, Q, denotes the index set of the observed entries of
X(:, 1,1, 8), and Pq, (+) is the operation for tensor completion

by only keeping the entries from index set {25 and zero-out
the remaining entries, and & = {A, B, C,D}.

In the context of spatio-temporal analysis, we would like
to keep the latent factors interpretable. Towards this end, we
employ a graph regularizer which regularizes the latent sub-
space of locations according to its graph Laplacian L, such
that two locations are sufficiently close to each other in the
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latent subspace if they are connected in the graph and have
similar loading patterns. This regularization term is

R(A) = patr (ATLA),

where 7 is the transpose and p 4 is the regularization param-
eter. Furthermore, for the LD factor C and GD factor D,we
impose smoothness regularization, i.e.,

R(C) = p|ITCl[}, R(D) = p|TD|%.

We choose I to be a Toeplitz matrix holding (—1,2, —1) as
its principal three diagonals and zeros elsewhere. I'" promotes
smoothness on the latent factors so that data corresponding
to adjacent time points has a smooth transition in LD and GD
dimensions. Let R(0) = R(A)+R(C)+R (D). We propose
solving

min F(6) + R(6), s. 1.0 >0, (5)

where the constraint & > 0 is selected to ensure that the im-
puted values are non-negative.

Initialization Due to the special structure of the tensor
completion problem in Equation (4) we can obtain a good
initialization for our algorithm by first solving
min _F;(0), st.A>0,B>0,C>0,ds >0,
A,B,C,D

fors =1,...,5 — K + 1. This is a standard tensor factor-
ization problem which can be solved efficiently [Xu and Yin,
2013; Fu er al., 2020]. By solving the above problem we ob-
tain initial estimates of A, B, C. Then, F2(0) reduces to a
non-negative least squares problem, i.e.,

min [[Po, (vee(X(:, 1,1, 5)) = (A ©B© C)d])|3, ds > 0

fors =5 — K +2,...,5, a convex optimization problem
which can be solved optimally, where vec(-) is the vectoriza-
tion operator.

Optimization Having obtained initial estimates for
A B, C,D we turn our attention to optimization Prob-
lem (5). A common way of tackling Problem (5) is through
alternating optimization. We introduce an auxiliary variable
Y € RIXIXEXS of the same size as X and alternatively
estimate the factor matrices while imputing the missing data
leading to an expectation maximization (EM)-like approach.
Now let us express optimization problem (5) as

min 7(6,Y) +R(6)

5.1.0 > 0,Pa (Y(:,:158) = Pa, (X (5,5, 1,8), (O
Vs=S—-K+2,...,5,

where
]:(OaX) = afl(eaX) + (1 - a)]:2(97X)7
S—K+1
]:l(eaX) = Z HX(7 5 :’S) - [[A7B>Cvdsﬂ||2F7
; 1
F(0.X)= > [X(::ns) —[AB,C.d]|7
s=S—K+2



Proceedings of the Thirtieth International Joint Conference on Artificial Intelligence (IJCAI-21)

Optimization problems (5) and (6) are equivalent [Xu and
Yin, 2013]. Problem (6) can be readily handled through al-
ternating optimization. At each iteration we fix all variables
except for one. At 7-th iteration, the subproblem with respect
to A is given by

§§% F(A)+R(A). 7

To proceed, we define X(T) =Y x, W,D") = WD),
with W = diag(v/a, - ,v/a,v1—a,--- ,v/1—a). Us-

ing the mode-1 unfolding matrix unfolding [Sidiropoulos et
al., 2017] we equivalently express F(A) as

O e

= BM o C™ @ D™ and matrix Yél)) S

is the mode-1 matrix unfolding which stores the
mode-1 fibers of the tensor as its columns.
Let f(A) = F(A) + R(A) which can be approximated

by the following quadratic function locally around A™

F(A;A) = F(AD) + (Va(F(AD)), A - AD)

where HEZ)
IXJKS
R +X

(7)
LA HA_A(T)27
2 F

(€))

where (-) is the inner product, 71(47) is a parameter associated

with the step-size. The gradient Va (f(A())) is given by

VA(fAM) = (AO@ED)T - Y )HD + ALAC)
and
A — AG) L y0I(AG) Z A1) (10)

denotes an extrapolated point, v(™=1) > (is the extrapolation

weight which can be updated as [Beck and Teboulle, 2009]
1+4/4(e(m=1)241

— .

V(1) = 1(,i1) where e(®) = 0 and e() =
Now the subproblem w.r.t. A reduces to

in f(A; A" 11
min f(A; ) an
which admits a closed-form expression as

~Va(fAD) AT a2

Following the above analysis, we can easily write down the
updates for B, C, and D, i.e.,

B+t — g _ VB( f(B (T)))/’V(T) (13)
= C — Ve (f(CM)) /7e (14)
DD — DO — v (D) AT 15)

where B(T), C™ and D) have the same definition as A (7
in (10) !. Finally, the update for Y is given by

ATHD — A (D

T+

Y p, (X(T“)) 4 Po (X)), (16)

'See Supplementary 1 for the analytic expressions of the gradi-
ents in (13)-(15).
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where X7 = [ACHD), B, CH) D], Q de-

notes the index set of the observed entries of X and ¢ is the
complementary set of 2.

Summary of MTC Note that for the factor matrices, we per-
form local prox-linear approximation to update them. The
benefits of doing this are that each subproblem admits a
closed-form solution, and the algorithm is guaranteed to con-
verge [Xu and Yin, 2013].

As an example, consider the update for A. Since the o-
riginal subproblem is a least squares problem, the prox-linear
mapping is known to have a Lipschitz continuous gradient.
The smallest Lipschitz constant is the maximum eigenvalue

of (HEZ)THEZ) + AL). This is also true for the update of
B, C, D, where their respective smallest Lipschitz constants

are the largest eigenvalues of Hg)THg), (Hg)THg) +
pT'TT) and (HY)TH') + pI'TT), respectively. In the above,
H) = AC+D o Cm) @D(r),ng — ACHD) o B+

D™ and Hg) = A+) o B+ o C(7+1) | Furthermore,
the subproblem w.r.t. Y _ is also convex with closed-form

solution. It follows from [Xu and Yin, 2013](Theorem 2.8):
Proposition 1. MTC converges to a stationary point of (6).

The detailed steps of MTC are summarized in Algorithm
1 in the supplementary material. We note that MTC belongs
to a family of block coordinate descent (BCD) algorithms.
The computational bottleneck is the matricized tensor times
Khatri-Rao product (MTTKRP) in the gradient calculation,
which dominates the per-iteration complexity. This can be
alleviated by exploiting sparsity [Smith et al., 2015]. The
overall complexity per iteration of MTC is O(IJK SF).

S Adaptive Update

The MTC algorithm leverages all data to complete the miss-
ing values, but this is at the expense of high complexity. It re-
quires solving the tensor completion problem exactly at any
instant time ¢. To avoid restarting MTC, we propose an ef-
ficient forward-backward propagation based strategy to esti-
mate the missing values and update all factors simultaneously.
The resulting algorithm is termed MTC-online.

Let X;,, € ]RiXJXKXSt“ be obtained after appending

newly observed data X, +1 € R in the fourth dimen-

sion, where Sy1 = Sy + 1. In this case, some of the missing
values in X, have been completed, but new missing values are
included. Therefore, the index set €2; changes to €2, 1 and the
factor matrices should be refined accordingly. Assume that
the best low-rank approximation of the missing values is

X1~ [A41,Big1, Copr, Diga],

where the dimension of A, B4 and C; are the same
as their counterparts obtained at time ¢ while the number of
rows in D4 is now expanded to (S; + 1).

To develop a linear complexity algorithm, it is necessary to
impose a proper approximation for the new data. The choice
of such an approximation has a major effect on the perfor-
mance of the resulting algorithm. One such option is to as-
sume slow variations between data from ¢ to (¢ + 1). This
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means that the (4, j, k)-th entry in X, 41 can be well approx-
imated using the factors from the previous time step. Thus,
we have

VeC(Xt_i_l) ~ (A.f ®Bt @Ct)(Dt_;,_l(StJ,_l,Z))T. (17)

We then employ a two-step approach to refine the factor
matrices, including one forward-propagation (FP) update and
one backward-propagation (BP) update, where in each prop-
agation, only one iteration is employed to refine the factor
matrices. Specifically, in the FP step, we update the row of
the latent factor corresponding to the new GD. The associated
optimization problem is described as

min lvee(X41) — (A, @B, @ Cod)ll3,  (18)

which can be solved optimally using projected gradient de-
scent with light-weight operations. After we obtain d, we
perform the BP. We first append d to D, and then complete
all missing values via

Xt+1 =Pa; (Xt+1)+PQt+l([[At7 B, C:, [DtT’ d]T]]) (19)

t41
where 2,1 is the index set of the the missing values at time
(t41) and Qf, , is its complement. We refine all factor matrix
through one iteration of the gradient updates in (12)-(15) in a
coordinate manner.

6 Experiments

We evaluate the MTC’s performance in terms of prediction
accuracy and scalability. We use the following metrics: Root
Mean Squared Error (RMSE), Mean Absolute Error (MAE),
and R? score. To evaluate scalability, we record the CPU
running time. All methods were trained on 2.6 GHz 6-Core
Intel Core 17, 16 GB Memory, and 256 GB SSD.

6.1 Experimental Setup
Data We consider the following datasets for evaluation.

e Chicago-Crime dataset [Smith et al., 2017] includes
5,884,473 crime reports in Chicago, ranging from 2001 to
2017. We us biweekly aggregation of the reports resulting
ina 77 x32x442 x 10 tensor of density is 0.219. These are
77 locations, 32 crime categories, 442 GDs, and 10 LDs.

e COVID-19 dataset [Dong er al., 2020] summarizes the
COVID-19-19 daily reports from Johns Hopkins Univer-
sity. It records 3 categories, i.e., new cases, deaths, and
hospitalization of 51 states in the United States between
April 15, 2020, to October 31, 2020. The tensor’s size is
51 x 3 x 200 x 8, and its density is 0.616, where there are
51 states, 3 features, 200 GDs, and 8 LDs.

e Patient-Claims dataset extract patient claims data from a
proprietary claims database from 2018. Each data sample
consists of a zip code, diagnosis (i.e., disease), date of diag-
nosis (i.e., GD), and date that claims loaded to the database
(i.e., LD). We transform the zip codes to US counties and
map the diagnosis codes to 22 diseases according to the
ICD-10-CM category®. Finally, we count the claims for
a given county, disease, GD, and LD and create a 4-way
tensor. The tensor’s size is 3027 x 22 x 52 x 12 (over
41m entries) and its density is 0.534, where there are 3027
counties, 22 diseases, 52 GDs and 12 LDs.

*https://www.icd 10data.com/ICD10CM/Codes
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Evaluation Strategy We consider both static and dynam-
ic cases. We select the first S GDs from each dataset for
the static case while setting the remaining for the dynam-
ic case. Here, S is set to 421, 168, and 46 for Chicago-
Crime, COVID-19, and Patient-Claims, respectively. There-
fore, their corresponding numbers of GDs for the dynamic
case are 21, 32, and 6, respectively. In the static case, the data
corresponding to the first (S— K +1) GDs are fully observed,
and the last (K — 1) GDs have missing LDs, so the corre-
sponding true values {Z; ;5 } in Z are under-reported. Our tar-
get is to predict {Z;;, } corresponding to the last (X —1) GDs.

Baselines We compare our method against low-rank ten-
sor factorization methods, a neural network tensor comple-
tion method, and deep sequential models.

e Naive: We use the received data until ¢ to benchmark the
gap between the received data Z, and the actual data Z,.

e SDF (3-way): This is a 3-way tensor completion approach
using the Structured Data Fusion (SDF) framework in Ten-
sorlab [Vervliet et al., 2016]. We complete the missing data

of Z, and use the learned model as our estimate for Z,.

e SDF (4-way): We consider a variation of MTC for com-
parison. This is a 4-way tensor completion approach using
SDF/Tensorlab [Vervliet et al., 2016] without smoothness
and Laplacian regularization.

e COSTCO [Liu et al., 2019]: This is a convolutional neural
network-based model for tensor completion.

e Auto Regressive Integrated Moving Average (ARIMA):
We train distinct ARIMA models for different pairs of lo-
cation and attributes/signals.

e Long Short Term Memory (LSTM) network: We train L-
STM to predict the values for the subsequent GDs.

The implementation details are provided in the appendix.

6.2 Results

Table 1 summarizes the results of the static case. The
Naive method performs poorly, which indicates that the time-
delayed data differ significantly from the ultimate ground
truth. The poor performance of SDF (3-way) also verifies
such an observation. The 3-way completion approach can
complete the missing values of the latest slabs of Z, but can-
not correct the under-reported cases. MTC has consistently
lower MAE and RMSE than the other methods in the three
datasets. Note that in the Patient-Claims dataset, which is the
most challenging one, MTC performs the best, and its per-
formance is followed by the SDF (4-way) algorithm. Since
both MTC and SDF (4-way) are 4-way tensor completion ap-
proaches, the performance improvement of MTC is achieved
by the well-designed prox-linear gradient approach and the
regularization terms. We empirically observed that COSTCO
was more susceptible to overfitting and did not perform well.

Accuracy In Table 2, we calculate the RMSE, MAE, and
R? for each method in the dynamic case. The values were
averaged over all GDs in each dataset. It can be seen that the
proposed methods achieve the best RMSE and R? in the three
datasets. We observed that COSTCO could easily overfit the
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Patient-Claims Covid-19 Chicago-Crime _ e
Method RMSE MAE R? RMSE MAE R? RMSE MAE R? < 10
MTC 2204 297 0997 742 260 098 142 057 0.983 £
e —— MTC-online
Naive 11135 107.2 0.896 290.1 971 0559  4.98 1.24 0.594 £ MTC
SDF (3-way) 1149.1 146.2 0.905 2919 105.0 0.551 470 124 0.648 5 1024 — ARIMA
SDF (4-way)  278.7 31.5 0.995 101.7 31.8 0.974 1.46 055 0.981 2 — COSTCO
COSTCO 633.5 964 0.972 203.1  99.3 0.877 243  0.66  0.908 © —— SDF (4-way)
ARIMA 524.2  66.5 0.981 2832 99.8 0.780  3.63 155 0915 : : - : . . ‘
LSTM 400.6 585 0.989 3439 111.8 0.736  3.65 1.41 0.876 0 1 2 53D 4 5 6
Table 1: Performance comparison in static case. Figure 2: Complexity comparison.
Method RMSE MAE R? 1.0 1.0 9~
- - | J‘ —— Cluster 2
Patient-Claims dataset B
0.54 — Cluster1 054 1h
MTC 237.84+40.3 32.5+3.0 0.996 4 0.001 _“,,//I
MTC-online  238.5 + 37.5 322428  0.996 + 0.001 0.0 Wimprmaer? 7 0.0 e Mmoo
SDF (4-way) 253.4 4 59.5 34.6 £4.7 0.996 4 0.002 10 10
Naive 1,017.5 £69.3 99.8+6.3 0.912 +0.012 —— Cluster 3 —— Cluster 4
SDF (3-way) 1,052.8+89.1 131.0+15.3 0.90440.015 054 054
COSTCO 580.5 + 37.2 87.9+5.3 0.977 4 0.003 : :
ARIMA 553.1+31.5 74.6 £5.2 0.979 4 0.002
LSTM 692.14+232.2  98.7+31.8  0.952 4 0.039 0.0 0.0 PR S
- 1.0 \]\a“ S \\)“ \\)\ P*“Q c)eQ
Covid-19 dataset —— Cluster 5 AoF
MTC 105.4+26.7 349+82  0.983 +0.005 0.5 GD
MTC-online  112.2 4+ 23.0 35.4+6.5 0.980 4 0.009
SDF (4-way) 147.54+104.4  425+14.6  0.974 4 0.046 0.0
Naive 411.4+98.13  139.2+325 0.450 +£0.123 0y Y O e
SDF (3-way) 525.24218.6  179.0£61.2 0.39140.187 oo
COSTCO 310.04+171.0 98.7+£35.4  0.880 4 0.082 GD
ARIMA 399.24+134.7  137.0+£33.1 0.597 4 0.256
LSTM 386.4 + 96.2 129.54+19.4  0.791 + 0.065 Figure 3: Latent components in GD mode of Covid-19 dataset.
Chicago-Crime dataset
MTC 1.45 + 0.09 058+ 0.02  0.985 + 0.002 time. MTC-online is an order of magnitude faster than the
MTC-online  1.47 £0.10 0.59 £0.02  0.984 4 0.002 best baseline due to the approximate gradient updates.
SDF (4-way) 1.50 £0.11 0.56 +£0.02 0.984 + 0.003 . . .
Naive 5.46 + 0.48 1.30+0.08  0.554+0.078 Model interpretation Figure 3 shows the latent compo-
SDF (3-way) 5.124+0.46 1.30+0.07  0.626 + 0.058 nents corresponding of the GD mode in the COVID-19
COSTCO 2.63+£0.38 0.73£0.10  0.947£0.014 dataset. Figure 3 shows that Cluster 2 consisted of the states
ARIMA 3.7740.43 1.4240.07  0.893 + 0.032 . ; . . .
LSTM 4.10 &+ 0.50 1.43+ 0.07 0.848 + 0.034 h]t by COV]d-]g mn the ﬁrst wave 1n the Unlted States. The

Table 2: Performance comparison in dynamic case: (mean =+ std)
of each metric, calculated over all the GDs in each dataset.

data, so it did not perform well. ARIMA, LSTM, and SDF (3-
way) did not use the LD information, thus failing to achieve
satisfactory results. This indicated that using an additional
mode — LD can help solve the data delayed issue in spatio-
temporal tensors. In the Patient-Claims dataset, MTC-online
has a smaller MAE than MTC. In all other cases, MTC has
slightly better performance than MTC-online. However, this
is at the expense of high complexity, since MTC needs to be
restarted once new data received. This is true for the other
baselines as well. On the other hand, MTC-online updates
all factors in an inexact way with a single proximal gradient
update, resulting in very low-complexity.

Scalability Figure 2 shows the CPU running time of MTC-
online, MTC, ARIMA, and SDF (4-way) on the Patient-
Claims dataset. We did not include LSTM for comparison
because it had a much higher time complexity for training.
Figure 2 shows COSTCO and ARIMA has the highest com-
plexity — the CPU time for both methods was close to one
hour. ARIMA is slow we need to train a separate model for
each location. SDF (4-way) and MTC have similar running

Cluster-1 had about two months delay, exactly for the sec-
ond wave, including FL, CA, TX, AZ, etc. The five clusters
have similar exponential decay trend. Interestingly, Cluster 4
had the lowest loading speed, meaning that data correspond-
ing to this cluster took a longer time to be received than those
in the other components. Four out of the top five counties
in Cluster 4 were from California, where the laws on process-
ing/collecting claims data are more strict than the other states.
More results are reported in the supplement.

7 Conclusion

This paper studies the time-delayed spatio-temporal tensor
data, which corresponds to many real-world data aggregation
applications. We formulated the problem as a multi-version
tensor completion (MTC) problem by introducing an extra
mode to capture the data updates. The final estimate of the
target tensor is estimated by first imputing the missing values
and then marginalizing over the extra mode. We proposed
static and online version of MTC algorithms to tackle this
problem. The proposed methods employ a graph regulariza-
tion to reserve the location correlations in latent subspace and
smoothness. The experimental results on several real datasets
have demonstrated the advantages of the proposed methods.
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