
       Abstract— While square and square root are critical for vector 

operations, several challenges exist in their computation in the 

digital domain including power, area, and delay overheads. While 

selective computation in the analog domain is a longstanding 

alternative, tradeoffs of increased noise and reduced accuracy are 

prominent challenges. Herein, we propose a reconfigurable analog 

circuit which is capable of performing any nth-power and nth-root 

function and may be implemented within an analog or mixed-

signal field programmable array. The resulting analog block of 

Magnetic Tunnel Junctions (MTJs) along with FET-based sensing 

and amplification circuits are circuit-switched-configurable with 

terminal-level control. Herein the design is configured to rapidly 

evaluate various arithmetic operations within acceptable error 

tolerances for selected applications. When compared to a state-of-

the-art approximate digital multiplier, our design yields 97% 

reduction in transistor count and stable output within a period 

comparable to single-cycle execution. When compared to an 

alternative recently proposed analog multiplier, the proposed 

design yields improvement in error and versatility to perform 

generalized operations. 

 
       Keywords—Analog computation, reconfigurable computing, 

Field Programmable Analog Array, Magnetic Tunnel Junction 

I. INTRODUCTION 

      Square and square root are critical operations for algorithms 

in fields such as computer vision [1] and signal processing [2, 

3]. In processing vector-valued data, these applications will 

often require repeated calls to power and root functions for 

calculation of vector norms. However, these functions can 

require significant area and delay overheads in the digital 

domain, requiring 12 or more clock cycles to execute [4] and 

hundreds of logic gates [5]. As a result of these challenges, there 

has recently been renewed interest in pursuing an analog 

approach to operations such as multiplication, square, and 

square root [6, 7]. 

       Analog circuits offer reductions in area and power 

overheads at the expense of computational precision; this is an 

attractive tradeoff for error-tolerant applications [6], especially 

in applications where power and area are limited, e.g., Internet 

of Things (IoT) devices. An example of such an application in 

Compressive Sensing (CS). CS entails compression and 

transmission of a spectrally-sparse signal, and then 

reconstruction of the signal at the receiving end. Due to its 

approximate nature and suitability for IoT devices, CS is an 

ideal application for analog computation. 

      In recent years, Field Programmable Analog Arrays 

(FPAAs) have been proposed as a counterpart to traditional 

digital-only FPGAs, particularly for computations involving 

sensor interfacing and signal processing [8]. FPAAs consist of 

a set of analog components, such as field-effect transistors 

(FETs), capacitors, resistors, and diodes integrated into a 

reconfigurable fabric architecture (Fig. 1). While a lack of 

software for FPAA programmability has been a challenge, 

recent developments including the Reconfigurable Analog 

Signal Processor (RASP) and associated high-level tools have 

provided a pathway for system-level analog design [9]. 

       Analog computation can provide vast energy 

improvements, up to a 1000-fold improvement in 

computational energy efficiency [10] and thus FPAA 

technology has already been implemented in ultra-low power 

IoT sensing applications, including temperature sensors and 

heart rate alarms [11]. 

       Subsequently, simulations of a mixed-signal 

reconfigurable fabric yield 5-fold energy reduction and 26-fold 

reduction in area requirement, simply by performing vector-

matrix multiplication (VMM) operations in analog using a 

crossbar array, as opposed to performing the computations in 

the digital domain. Part of this improvement can be attributed 

to the use of spin-based devices, i.e., Magnetic Tunnel 

Junctions (MTJs), which offer near-zero standby power 
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Fig. 1: FPAA fabric comprised of active and passive analog devices such as 
NMOS/PMOS transistors, capacitors and diodes, along with spin-based 

Magnetic Tunnel Junction (MTJ) devices. 
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dissipation and area efficiency by allowing for reduced 

transistor count [12]. 

       Herein, we propose an analog circuit based on the fabric 

shown in Fig. 1 which is capable of performing generalized nth 

root and power operations. Area overhead is minimized by a) 

performing computations in the analog domain based on 

intrinsic properties of the embedded op-amps, and b) a 

reconfigurable architecture allowing for the realization of 

multiple functionalities within a single fabric. In addition, the 

use of low-barrier MTJs allow for stochastic computation 

relying on intrinsic properties of the MTJ device. 

       The remainder of the manuscript is organized as follows: 

Section II gives background and related works relating to 

analog computation circuits and spin-based devices. Section III 

introduces the proposed design. Finally, Section IV provides 

simulation results and Section V concludes the paper. 

II. BACKGROUND AND RELATED WORKS 

A. Analog Computational Circuits 

       Analog computation relies on the intrinsic device 

properties of circuit components to conduct computations. 

Analog computations tend to be approximate, but may be 

superior to digital counterparts in latency, power consumption, 

and area albeit at times subject to significant precision, noise, 

temperature, and operating voltage challenges. 

       Implementation of analog computation has taken a wide 

variety of forms within AI applications. A recent work [13] 

discusses analog computation in the context of one type of 

neural network, i.e., the multilayer perceptron (MLP). The MLP 

hardware utilizes MOSFET-based current mirrors along with 

operational transconductance amplifiers to perform vector-

matrix multiplication. Two operations are performed: 

multiplication and addition utilizing Kirchoff’s Current Law 

(KCL) in order to sum the current signals at a specific node. 

[14] proposes a generalized non-linear function synthesizer 

through Taylor series approximation. The hardware 

implementation relies on successive application of a squaring 

unit (SU) based on a class AB current mirror architecture, and 

yields a maximum error of 10% for a 5th order polynomial. 

Meanwhile, [15] shows how to construct a reliable nonlinear 

circuit to exploit nonideal properties within a cascaded array of 

analog multipliers for simulation of mathematical chaos. In 

[16], a mixed analog and digital hybrid solution is introduced 

that seeks to alleviate challenges, e.g., lack of programmability, 

associated with a fully analog nonlinear computation stack. The 

architecture developed by the authors is applied to obtain 

solutions to non-linear ordinary differential equations. In [17], 

root and power computations are implemented using time-mode 

circuits. Its hardware relies on the translinear principle, i.e., 

exponential I-V characteristics of CMOS transistors, whereby 

hardware with exponential and logarithmic outputs is cascaded 

to yield the desired result.  

       Several authors have sought automated hardware synthesis 

and optimization through the use of genetic algorithms. In [18], 

which is one of the pioneering works in this field, the authors 

present a wide variety of analog circuits produced via genetic 

algorithms, including a cube root implementation. 

Subsequently, [19] expands upon the work of [18] to synthesize 

a wider variety of evolutionary computation circuits, with 

improved output error. Meanwhile, [20] conducts iterative 

refinement on computational circuits including squaring, 

square root, and cubing circuits. From this iterative process, 

certain circuits that are created through genetic programming 

are able to be refined through the error produced from the 

previous best-of-run from the same circuit. [21] extends this 

approach to combine analog and digital computation, whereby 

analog outputs are refined digitally to improve computational 

accuracy for less error-prone applications. Finally, [22] 

explores synthesis of arbitrary functions through Puiseux series, 

using genetic algorithms to minimize error. Table I summarizes 

a selection of these works in the context of the research 

proposed herein. 

B. Spin-Based Devices 

       Spin-based devices, e.g., Magnetic Tunnel Junctions 

(MTJs), have recently been researched for applications such as 

non-volatile memory due to several advantages, including: 

near-zero standby power dissipation, high endurance, and area 

efficiency [3]. MTJs are composed of two ferromagnetic layers, 

referred to as fixed layer and free layer, separated by a thin 

oxide barrier; the magnetization orientation of the free layer 

switches direction when a bidirectional current of sufficient 

magnitude passes through the device, and thus flips the device 

from the Parallel (P) state to the Anti-Parallel (AP) state or vice-

versa. Based on the device properties, a low resistance is 

attained in the P state while a high resistance is attained in the 

AP state. Specifically, the device resistance is given by 𝑅𝑃 =
𝑅𝑀𝑇𝐽 and 𝑅𝐴𝑃 = 𝑅𝑀𝑇𝐽(1 + 𝑇𝑀𝑅) whereby 

 

𝑅𝑀𝑇𝐽 =
𝑡𝑜𝑥

𝐹𝑎𝑐𝑡𝑜𝑟×𝐴𝑟𝑒𝑎√𝜑
𝑒𝑥𝑝(1.025𝑡𝑜𝑥√𝜑)     (1) 

TABLE I.       COMPARISON OF ANALOG COMPUTATION ARCHITECTURES 

Work Functionality Mode of operation 
No. of 

components 
Highlighted Contributions 

[14] nth power via Squaring Unit Class AB current mirror 22  
Arbitrary nonlinear functions in terms of Taylor 

series expansion 

[17] Square, cube, 4th power 
Translinear time-to-voltage and 

voltage-to-time convertors 
~100 

Nonlinear operations through the time-mode 
translinear principle 

[18] Cube root Evolved computational circuit 48 Pioneer in evolutionary circuit design 

[19] Square, square root, cube, cube root Evolved computational circuit ≤44 
Genetic algorithms for optimizing analog circuits 

for non-conventional applications 

 
Herein 

Generalized nth power and root; inverse 
functions 

Op-amps in reconfigurable fabric 43 
Reconfigurable design, and intrinsic 

stochasticity 

 



 

 

𝑇𝑀𝑅 =
𝑇𝑀𝑅0

1+(
𝑉𝑏
𝑉ℎ

)
2      (2) 

in which 𝑇𝑀𝑅 is tunneling magnetoresistance, 𝑡𝑜𝑥 the oxide 

layer thickness, 𝐹𝑎𝑐𝑡𝑜𝑟 a material-dependent parameter which 

depends on the resistance-area product of the device, 𝐴𝑟𝑒𝑎 the 

surface area of the device, 𝜑 the oxide layer energy barrier 

height, 𝑉𝑏 bias voltage, and 𝑉ℎ the bias voltage at which 𝑇𝑀𝑅 

drops to half of its initial value. 

       The energy barrier, 𝐸𝐵, between the P and AP states of an 

MTJ device can be tuned based on fabrication dimensions. The 

device is considered to be low-barrier under the condition 𝐸𝐵 ≪
40𝑘𝑇, in which case thermal fluctuations at room temperature 

are sufficient to change the state of the device. This observation 

has led to construction of the probabilistic bit (p-bit) device, as 

shown in Fig. 2. A p-bit [23, 24] takes analog input and yields 

a digital output whose probability of being logic 1 depends on 

the supplied input voltage. This functionality is due to the p-

bit’s structure as a voltage divider between a low-barrier MTJ 

and NMOS transistor. A higher voltage applied to the gate of 

the transistor results in reduced drain-source voltage, 𝑟𝑑𝑠, which 

increases the probability of delivering sufficient voltage to the 

input of the inverter to yield a logic 1 output. 

      The p-bit output is described by the equation [23] 

 𝑉𝑜𝑢𝑡  =  𝑉𝐷𝐷 sgn{tanh(𝑉𝑖𝑛/𝑉0)  +  rand(−1,1)}    (3) 

where sgn represents the sign function, rand(−1,1) represents 

a random number in [-1,1] and 𝑉0 is a model parameter.  

III. RECONFIGURABLE ANALOG MULTIPLIER 

       The multiplier design presented herein is based on the 

translinear principle, similar to [17]. Based on the nonlinear 

characteristics of an operational amplifier, a three-stage design 

is presented whereby the output is a power function of the input, 

with the power determined by circuit parameters. Thus, the 

circuit functionality is generalizable via reconfigurability of the 

fabric in which it is embedded. 

       Fig. 3 shows the op-amp included in the FPAA fabric, 

which includes two cascaded stages: an input stage consisting 

of a differential amplifier, followed by a gain stage. The focus 

is on simplicity to optimize area, power consumption, and 

speed. The design consists of 10 transistors, which have been 

simulated using models from the PTM 14nm LSTP FinFet 

library operated at 𝑉𝐷𝐷 = 0.8V. 

       Based on the op-amp, the multiplier circuit consists of three 

stages, as shown in Fig. 4. The first stage is a logarithmic 

amplifier, with output voltage 𝑉1 given by solving: 

 

𝑉1 = −𝐴𝑂𝐿𝑉0           (4) 

 

−
𝑉0−𝑉𝑖𝑛

𝑅1
= 𝐼𝑆1 [exp (

𝑉0−𝑉1

𝑉𝑇
) − 1]          (5) 

 

where 𝐴𝑂𝐿 represents open-loop gain and 𝐼𝑆1 represents the 

saturation current of diode D1. Eq. 4 is from general op-amp  

theory and Eq. 5 follows from KCL. Solving Eq. 4 and Eq. 5 

simultaneously, and applying the limit of infinite open-loop 

gain, yields: 

  𝑉1 = −𝑉𝑇𝑙𝑛 (
𝑉𝑖𝑛

𝑅1𝐼𝑠1
)           (6) 

 

which is an approximation that holds for sufficiently large 𝑉𝑖𝑛. 

       The second stage is an analog adder, whereby a similar 

analysis yields 𝑉2 = −
2𝑉1𝑅3

𝑅2
. Finally, the third stage is an anti-

log amplifier with output approximately given by: 

 

                                    𝑉𝑜𝑢𝑡 = −𝑅4𝐼𝑠2𝑒
𝑉2
𝑉𝑇.                         (7) 

b 

 
Fig. 2: Structure of a p-bit device consisting of a voltage divider between a 

low-barrier MTJ device and NMOS transistor (a); probability of a logic 1 

output value (b).  

  
Fig. 3: Op-amp comprised of 10 MOSFETs offering high speed and compact 

area. 

 

 
Fig. 4: Squaring Circuit Design. The first, second, and third stage are outlined 

in red, blue, and green, respectively. 
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Overall, it is simple to see that the output of this circuit is given 

by: 

 

                𝑉𝑜𝑢𝑡 = −
𝑅4𝐼𝑠2

(𝑅1𝐼𝑠1)𝑎
(𝑉𝑖𝑛)𝑎                         (8) 

 

where 𝑎 = 2𝑅3/𝑅2. 

       According to this theory, the circuit shown in Fig. 4 can be 

used to implement any positive power function of the input 

voltage by modifying the diode characteristics and resistances 

in the various stages. Furthermore, by inserting a standard 

inverting amplifier before the final exponentiation, any inverse 

power function can be implemented as well. It is important to 

note that Eq. 6 – Eq. 8 hold only for infinite open-loop gain 

which is not attained in practice. Thus, the equations provide a 

starting point for the design, after which parameters must be 

adjusted to minimize output errors. Final parameters are: 𝑅1 =
3500k 𝑅2 = 50k 𝑅3 = 150k 𝑅4 = 75k 𝐼𝑠1 = 50nA 

and 𝐼𝑠2 = 5.4nA. In addition, a load capacitance of 100fF and 

load resistance of 1000k is included at the output stage of 

each op-amp.  

       Since MTJs take dual resistance values, resistances are 

implemented using high-barrier MTJs available in the FPAA 

fabric to further reduce area. In addition, the proposed FPAA 

components allow for construction of up to 2 p-bit devices. The 

device outputs can be integrated using a capacitor to generate 

tunable random inputs to the multiplier, e.g., to simulate noise 

in signal processing applications.  

IV. SIMULATION RESULTS 

A. Analog Multiplier 

       The design in Fig. 4 can be adjusted to operate as a 

multiplier, if two logarithmic amplifiers with separate inputs are 

used in the first stage. This design is evaluated in terms of DC 

transfer characteristics, frequency response, and Total 

Harmonic Distortion (THD).  

       Fig. 5 shows DC transfer characteristics, in the case where 

one input voltage, 𝑉𝑖𝑛1, is swept across the operational range 

and the second input voltage, 𝑉𝑖𝑛2, is static. The output voltage 

is shown for 𝑉𝑖𝑛2 = 0.3V to 𝑉𝑖𝑛2 = 0.7V, i.e., 50% of the total 

available range. The average non-linearity error, i.e., 

percentage deviation from linear regression line, is computed in 

each case and listed in Table II. It is seen that the maximum 

error of 0.55% occurs for 𝑉𝑖𝑛2 = 0.7V, and also that minimum 

errors are attained in the middle of the operational range. 

       Next, Fig. 6 shows the frequency response of the circuit, in 

the range from 100MHz to 1GHz. The data are obtained by 

setting Vin1 as a sinusoidal signal with offset of 0.45V and 

amplitude of 0.25V. Again, 𝑉𝑖𝑛2 is fixed and the curves 

represent data for 𝑉𝑖𝑛2 = 0.3V to 𝑉𝑖𝑛2 = 0.7V. The -3-dB 

bandwidth, as noted in Table II, is slightly less than 200MHz in 

each case and is assuming a capacitance of 100fF connected to 

the output stage of each op-amp. While this bandwidth may not 

be suitable for applications with limited signal-to-noise ratio, 

the capacitance can simply be replaced with a higher value to 

limit bandwidth if necessary. 

 
 

Fig. 5: DC transfer characteristics for the proposed multiplier, with one 
input fixed and the second input varying across the operational range. 

 
 
Fig. 6: Frequency response, with one input fixed and the second input 

sinusoidal with offset of 0.45V and amplitude of 0.25V. 
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TABLE II.       ERROR, BANDWIDTH, AND DELAY DATA 

Vin2 Non-linearity Error1 -3-dB bandwidth2 Delay3 

0.3V 0.48% 195MHz 3.8ns 

0.4V 0.11% 191MHz 3.9ns 

0.5V 0.25% 186MHz 4.1ns 

0.6V 0.43% 178MHz 4.4ns 

0.7V 0.55% 174MHz 5.0ns 
1𝑉𝑖𝑛1 is DC with magnitude swept between 0.3V and 0.7V. 

2𝑉𝑖𝑛1 is sinusoidal with offset of 0.45V and amplitude of 0.25V. 
3𝑉𝑖𝑛1 = 𝑉𝑖𝑛2  

 

TABLE III.       THD WITH ONE DC AND ONE SINUSOIDAL INPUT 

Frequency Amplitude = 0.25V Amplitude = 0.05V 

10kHz 0.80% 0.76% 

100kHz 0.81% 0.77% 

1MHz 0.81% 0.75% 

2MHz 1.08% 1.10% 

3MHz 1.82% 1.61% 

 

𝑉𝑖𝑛2  =  0.4𝑉 

 

𝑉𝑖𝑛2  =  0.5𝑉 

 
𝑉𝑖𝑛2  =  0.6𝑉 

 
𝑉𝑖𝑛2  =  0.7𝑉 

 

𝑉𝑖𝑛2  =  0.3𝑉 

 



 

      In conjunction with bandwidth, Table II also provides the 

delay necessary to attain 90% of the target voltage in the case 

where 𝑉𝑖𝑛1 = 𝑉𝑖𝑛2; the data show that the circuit produces 

outputs in ≤5ns. This figure is in agreement with the bandwidth 

data presented in the same table and serves to characterize the 

high-speed capabilities of our design. High speed serves to limit 

total energy consumption, which is critical in IoT applications.  

      Finally, Table III gives THD in the case where one input is 

0.45V DC, and the second input is sinusoidal with amplitudes 

of 0.05V and 0.25V. It is seen that THD is roughly constant and 

within 1% up to a frequency of approximately 1MHz, 

indicating practical functionality of the system. 

B. nth Power and Root 

       The proposed circuit is capable of executing any nth root 

and power function, in accordance with the theory presented in 

Section II. Simulation results have shown that nth root functions 

can be implemented with high accuracy; power functions 

beyond squaring are challenging due to saturation-related 

errors. However, it is possible to obtain these functions using a 

squaring unit by iteratively applying the identity: (𝐴 + 𝐵)2 −
(𝐴 − 𝐵)2 = 4𝐴𝐵. For example, the cubing function is 

implemented by substituting x2 for 𝐴 and x for 𝐵; in this manner, 

any nth power function, n ≥ 2, can be computed by using an 

architecture such as that described by [14]. The authors of [14] 

were able to compute a 5th order polynomial function within 

10% error through this approach. 

       Table IV gives details on cube root, square root, and 

squaring circuits implemented using the proposed design, 

including technology node, supply voltage, total number of 

elementary components, power dissipation, and mean error 

over an input range of 0.2V – 0.6V.  Comparing to the 

approximate digital multiplier described in [5], at the design 

point giving nearly-identical power consumption, the analog 

circuit described herein yields slightly improved mean error 

across the operational range. Furthermore, the approximate 

digital design requires an estimated 250 logic gates, 

corresponding to a transistor count on the order of 1000. Thus, 

our design achieves a 97% reduction in transistor count and 

96% reduction in number of components, indicating a 

significant area reduction. 

       Comparing to previous analog designs, [7] demonstrates 

reduced power consumption but significantly higher error and 

a relatively low bandwidth of 51.2kHz. [17] describes a similar 

design to the one introduced herein, relying on the translinear 

principle to implement nth power functions by combining 

hardware with logarithmic and exponential output 

characteristics; however, [17] relies on time-mode circuitry, 

which leads to intrinsic time delays, on the order of 

microseconds. 

       To further evaluate our square and square root hardware, a 

simulation is performed in the context of Compressive Sensing 

signal reconstruction, using three reconstruction algorithms: 

Orthogonal Matching Pursuit (OMP), Compressive Sampling 

Matching Pursuit (CoSaMP), and Approximate Message 

Passing (AMP). These algorithms, similar to many others in the 

signal processing domain, require iterative computation of 

vector norms. For each algorithm, the number of measurements 

necessary to attain a -60dB reconstruction error is determined, 

using our hardware for square and square root computations, 

and a digital implementation as the baseline. The results 

indicate no change for OMP and CoSaMP, and a 2.5% increase 

for AMP. 

C. Generalized Functions 

       The proposed hardware can be used to implement 

generalized functions beyond power and root. As noted in 

Section III, inverse power and root functions can be computed 

by adding an inverting amplifier before the final stage; a 1/√𝑥 

function designed in this manner yields average error of 0.4%. 

Exponential and logarithmic outputs are obtained through the 

output and input stages, respectively. Other generalized 

TABLE IV.       COMPARISON OF RESULTS 

 Herein Herein Herein [5] [7] [14] [17] 

Mode Analog Analog Analog Digital Analog Analog Analog 

Operation Cube root Square root Square Multiplier Multiplier Square Square 

Tech node 14nm 14nm 14nm 28nm 130nm 500nm 180nm 

VDD 0.8V 0.8V 0.8V 1V 0.6V 1.5V 1.3V 

No. of components 43 43 43 ~1000 35 12 ~100 

Power 123W 122W 126W 126W W W W 

Mean Error 0.50% 0.66% 1.30% 1.6% 9.1%* N/A 0.24%** 

*RMS noise vs. max. output 

**At 𝑉𝑖𝑛 = 0.4V 

 
Fig. 7: Approximation of a 5th order polynomial function using the proposed 

hardware, showing agreement with an error-free implementation. 
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functions can be implemented using a Taylor series 

approximation. 

       Fig. 7 shows an approximation of the function 𝑓(𝑥) = 𝑥 −
 𝑥2 − 𝑥3 −  𝑥4 −  𝑥5 based on the proposed analog squaring 

unit. This simulation includes squaring errors, but does not 

include errors in addition, subtraction, and voltage rescaling; 

the resulting approximation is seen to be in agreement with the 

target function, giving an average error of 4.83% over the tested 

range. This demonstrates the feasibility of generating higher-

order polynomial functions, and generalized functions through 

Taylor series, using our analog approach. 

V. CONCLUSIONS 

       Herein we have demonstrated a reconfigurable analog 

circuit designed for computation of nth power and root 

functions. The circuit is based on an FPAA fabric, containing 

passive and active analog devices, in addition to spin-based 

devices. Compared to previous approaches, our design 

demonstrates high speed operation, reduced error, and reduced 

number of components. The reconfigurable nature of the design 

allows for a wide range of functionalities using a small set of 

hardware components. Furthermore, the bandwidth of the 

circuit can be tuned through proper selection of capacitors in 

the FPAA fabric. Finally, the presence of low-barrier spin-

based devices allows for built-in stochastic computation, e.g., 

for simulation of noise in certain applications. 

       While the present focus has been in IoT, future work may 

also extend the design to server applications, e.g., verification 

and validation computations, which have previously been 

conducted digitally using FPGAs. One possibility would be to 

use analog computation in conjunction with p-bit devices to 

conduct simulations involving process variation, and then apply 

a digital refinement approach for error reduction. Future work 

may also include the use of automated techniques such as 

genetic algorithms for further design optimization, including 

error reduction.  
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