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ABSTRACT: The stable isotope ratios of oxygen and hydrogen in polar ice cores are known to record environmental
change, and they have beenwidely used as a paleothermometer. Although it is known to be a simplification, the relationship
is often explained by invoking a single condensation pathway with progressive distillation to the temperature at the location
of the ice core. In reality, the physical factors are complicated, and recent studies have identified robust aspects of the
hydrologic cycle’s response to climate change that could influence the isotope–temperature relationship. In this study, we
introduce a new zonal-mean isotope model derived from radiative transfer theory and incorporate it into a recently de-
veloped moist energy balance climate model (MEBM), thus providing an internally consistent representation of the
physical coupling between temperature, hydrology, and isotope ratios in the zonal-mean climate. The isotope model re-
produces the observed pattern of meteoric d18O in the modern climate and allows us to evaluate the relative importance of
different processes for the temporal correlation between d18O and temperature at high latitudes. We find that the positive
temporal correlation in polar ice cores is predominantly a result of suppressed high-latitude evaporationwith cooling, rather
than local temperature changes. The same mechanism also explains the difference in the strength of the isotope–
temperature relationship between Greenland and Antarctica.
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1. Introduction

The proportions of different isotopes in atmospheric water
reflect the full set of hydrologic processes that add, remove,
transport, and mix the gaseous, liquid, and solid constituents of
that water. Because many of these processes are temperature
dependent, the isotopic composition of water that precipitates
to the surface reflects the combined hydrologic and tempera-
ture history of the vapor from which it condenses. Geologic
repositories of precipitation isotope ratios, such as speleo-
thems and polar ice cores, thus provide a crucial source of in-
formation about past hydroclimate states.

The physical controls on isotopic fractionation have long
been studied as a branch of chemistry (e.g., Urey 1947), and
that understanding has been used to infer the environmental
conditions reflected in the isotope ratios of atmospheric water,
and especially precipitation (e.g., Dansgaard 1964). Because
water vapor is often transported thousands of kilometers along
complex trajectories (Trenberth 1998), precipitation that falls
at any one location reflects the aggregated histories of vapor
parcels that have evaporated from vastly different regions
(Johnsen et al. 1989; Sodemann and Stohl 2009; Singh et al.

2016a). For this reason, the isotope ratios in precipitation are
an inherently integrative measure of the global hydroclimate.
This is both a strength and a weakness. It is a strength because
the isotopic composition of precipitation at a single location
can be assumed to reflect large-scale information about the
atmospheric state. But it is also a weakness because the full set
of processes that the water vapor experienced on all of the
trajectories that ultimately led to precipitation at one location
greatly complicates the interpretation of those records.

Given this physical complexity, it is perhaps surprising that
robust statistical relationships are widely observed between
precipitation isotope ratios and local climate variables (e.g.,
Galewsky et al. 2016). Most notably, in the middle and high
latitudes, the d18O and d2H of precipitation are strongly cor-
related with local surface temperature (e.g., Dansgaard 1964;
Jouzel et al. 1997). This ‘‘temperature effect’’ is often in-
terpreted as a result of Rayleigh distillation, operating within a
simple model of the extratropical hydrologic cycle that consists
of a continuous stream of water vapor that evaporates from the
subtropical oceans and progressively condenses as it moves
poleward to cooler temperatures. Assuming constant Rayleigh
fractionation and a source temperature of 208C, Dansgaard
(1964) showed that this model implies a spatial regression slope
between precipitation d18O (dp) and surface temperature of
around 0.7& K21, which closely matches the relationship
found in observations. If one further assumes that the source
temperature is relatively constant in time, the same result can
also be applied to the temporal regression slope, allowing
historical temperatures to be reconstructed from dp variations
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recorded in polar ice cores (Grootes et al. 1993; Jouzel et al.
1997; Johnsen et al. 2001; Jouzel et al. 2003; Masson-Delmotte
et al. 2006). However, independent temperature reconstruc-
tions from boreholes (Johnsen et al. 1995; Cuffey et al. 1994,
1995; Dahl-Jensen et al. 1998) and nitrogen isotopes (Severinghaus
et al. 1998; Buizert et al. 2014; Kindler et al. 2014) suggest that
the temporal regression slope between temperature and dp at a
given site can differ substantially from the observed spatial
slope, with values ranging from less than 0.4& K21 in
Greenland to more than 1& K21 in Antarctica (e.g., Buizert
et al. 2021). This difference between spatial and temporal
slopes should not be surprising given that dp is known to be
sensitive to multiple environmental factors besides local tem-
perature, such as changes in the seasonality of precipitation
(Krinner et al. 1997; Werner et al. 2000), shifting atmospheric
circulation patterns (Charles et al. 1994; Rhines and Huybers
2014), and changes in the temperature and spatial distribution
of evaporation source regions (Boyle 1997; Masson-Delmotte
2005;Werner et al. 2001; Sodemann et al. 2008; Lee et al. 2008).
Indeed, given this complexity, the bigger surprise may be that
dp is correlated with local temperature at all. Such correlations
seem to indicate an underlying coherence to the hydroclimate
system, whereby a change in one variable necessarily implies
synchronous changes in all the others.

In recent years, research into anthropogenic warming has
led to substantial progress in understanding the hydrologic
cycle and its role in the global climate system. In the global
mean, the latent heat of evaporation and condensationmust be
balanced by other terms in the energy budgets of the surface
and atmosphere (Boer 1993; Allen and Ingram 2002). This,
combined with thermodynamic constraints on the partitioning
between latent and sensible heat fluxes from the surface (e.g.,
Siler et al. 2019), acts as a strong constraint on evaporation
(and hence precipitation, since water must be conserved). As a
result, GCM simulations tend to show a relatively modest in-
crease in global-mean precipitation of 2%–3% K21 of global-
mean warming—substantially less than the;7% K21 increase
in atmospheric water vapor expected from the Clausius–
Clapeyron equation (e.g., Allen and Ingram 2002; Held and
Soden 2006). If the basic structure and intensity of the at-
mospheric circulation remains similar, the mean-state pat-
terns of moisture transport and convergence will increase
with warming at a similar rate as water vapor, implying
wetter deep tropics, drier subtropics, and wetter middle and
high latitudes (Held and Soden 2006). Furthermore, be-
cause vapor and vapor transport increase at a larger rate
globally than precipitation or evaporation, simple scaling
arguments imply that water vapor will also travel farther
and reside longer in the atmosphere, on average, as the
climate warms (Trenberth 1998; Singh et al. 2016b).

Recent studies have further demonstrated that the spatial
patterns of temperature and hydrologic change are tightly
coupled through their joint dependency on meridional atmo-
spheric heat transport, of which latent heat (and hence hy-
drology) is a key component. In particular, Siler et al. (2018)
showed that the spatial patterns of zonal-mean temperature
and hydrology in the current climate—as well as the spatial
patterns of temperature and hydrologic change predicted

within an ensemble of GCMs—can be accurately emulated
using a simple one-dimensional (1D) energy balance model, in
which poleward energy transport is represented as the linear
diffusion of near-surface moist static energy (i.e., sensible plus
latent heat).

This energetic framework provides a self-consistent un-
derstanding of the coupling between zonal-mean hydrology
and surface temperature, both in the modern climate and in
the context of climate changes. In this paper, we add to this
framework a simple representation of Lagrangian vapor
transport and Rayleigh fractionation. We show that the frac-
tionation of isotopes due to evaporation, meridional transport,
and precipitation can be represented mathematically by the
equations of radiative transfer. Using this framework, we can
reproduce the observed meridional distribution of dp in the
modern climate, suggesting the observed patterns are the result
of a few simple principles.

We also investigate the cause of the observed positive tem-
poral regression slope between dp and temperature at high
latitudes. We find that predicted changes in temperature and
vapor transport distance would, by themselves, cause the
temporal slope to be negative. We conclude that the positive
slope found in the ice core record primarily reflects the sensi-
tive dependence of evaporation on the mean-state climate, and
hence a redistribution of evaporation patterns with climate
change, which is a predictable consequence of thermodynamic
constraints on the partitioning of surface energy fluxes.

2. Meridional vapor transport: A 1D Lagrangian
perspective

Any representation of Rayleigh fractionation requires a
method of tracking, in a Lagrangian sense, the movement of
water vapor from its source (where it evaporates) to its sink
(where it precipitates). Here we present a simple Lagrangian
model of meridional vapor transport, which derives from the
essential similarity between the depletion of vapor transport by
precipitation and the attenuation of radiation through scat-
tering or absorption.

In radiative transfer, when a beam of light propagates
through a scattering or absorbingmedium, the intensity I of the
beam progressively decreases. The fractional decrease in I per
distance of propagation is defined as the attenuation coeffi-
cient m:

m(x)[2
1

I

dI

dx
. (1)

As the beam propagates between two points, x1 and x2, it
experiences a cumulative attenuation of

t(x
1
, x

2
)5

ðx2

x1

m(x)dx , (2)

which is defined as the optical depth of the layer. The decrease
in intensity across the layer is given by Beer’s law,

I(x2)

I(x1)
5 f (x1, x2), (3)
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where

f (x1, x2)5 e2t(x1,x2) (4)

represents the transmittance of the layer.

We can apply these same equations to the zonal-mean hy-
drologic cycle, where the depletion of vapor transport by pre-
cipitation is similar to the attenuation of light by absorption and
scattering. In this analogy, the attenuation coefficient [Eq. (1)]
represents the fraction of vapor that condenses per distance x of
meridional transport. In the time average, this is given by

m(x)’ 2pa2
P(x)

jF(x)j
, (5)

where x is the sine of latitude, a is Earth’s radius, P is the zonal-
mean precipitation rate at the surface (in units of latent heat
flux, W m22), and F is the zonally integrated net northward
latent heat transport (in W). Because F must vanish at the
poles, and themeridional divergence of F is proportional to the
zonal-mean evaporation E minus P, we can write

F(x)5 2pa2
ðx

21

E(~x)2P(~x)d~x . (6)

Thus, m(x) depends only on the zonal-mean patterns of E and
P. We can then use Eqs. (2) and (4) to define hydrologic ana-
logs to t(x1, x2) and f(x1, x2), with the latter representing the
fraction of vapor that evaporates at a particular source latitude
x1 and reaches a downstream latitude x2 without precipitating.
To be physically realistic, we set f(x1, x2)5 0 for all x2 that are
not directly downstream from x1, as determined by the sign
of F.

The above framework allows us to characterize meridional
vapor transport from both a source and sink perspective. First,
from the source perspective, we define we(x1, x2) as the dis-
tribution of precipitation across all x2 that results from evap-
oration at a single source latitude x1. Expressed as a probability
density function (PDF), this distribution is equal to the abso-
lute value of ›f/›x2, which simplifies to

w
e
(x1, x2)5m(x2)f (x1, x2). (7)

Second, from the sink perspective, we define wp(x1, x2) as the
meridional distribution of evaporation that results in precipi-
tation at a particular sink latitude. As noted by Fisher (1990),
this is proportional to f(x1, x2), weighted by the magnitude of
evaporation at the source:

w
p
(x1, x2)5

f (x1, x2)E(x1)ð1

21

f (x1, x2)E(x1)dx1

. (8)

The difference between these two perspectives is illustrated
in the second row of Fig. 1, which shows examples of we

(Fig. 1c) and wp (Fig. 1d) at representative source and sink
latitudes of sin21x1 5 6408 and sin21x2 5 6808, respectively,
computed using annual-mean values of E(x) and P(x) from
ERA5 reanalysis (Figs. 1a,b; Hersbach et al. 2020). The we

PDFs (Fig. 1c) are almost mirror images of each other, decaying

roughly exponentially from each source latitude toward its re-
spective pole. By comparison, the PDFs of wp (Fig. 1d) exhibit
more spatial structure and less symmetry, with a narrower distri-
bution and sharper local peak in the Northern Hemisphere (red)
than in the Southern Hemisphere (blue). This asymmetry is not
caused by differences in the spatial pattern of f(x1, x2), which is
similar between the hemispheres. Rather, it stems from E(x),
which is greater at high latitudes in theNorthernHemisphere than
in the Southern Hemisphere (Fig. 1a, red line), thereby giving
more weight to northern high-latitude sources in Eq. (8).

From the PDFs of we and wp, we can also calculate the av-
erage distance that vapor travels from and to a given latitude.
The meridional distance traveled by a single vapor molecule
over its lifetime is equal to aju2 2 u1j, where u1 5 sin21x1 and
u2 5 sin21x2 are the source and sink latitudes, respectively (in
radians). Therefore, the average meridional transport distance
of all vapor originating at x1, defined here as de(x1), is equal to
the average of aju22 u1j over all sink latitudes, weighted bywe:

d
e
(x

1
)5

ð1

21

aju
2
2 u

1
jw

e
(x

1
, x

2
)dx

2
. (9)

Because the attenuation coefficient m tends to exhibit little
variability over small spatial scales, we show in appendixA that
Eq. (9) can be approximated as

d
e
(x

1
)’

a

cos u1
m(x

1
)21 . (10)

Therefore, just as in radiative transfer (e.g., Wallace and
Hobbs 2006), m can be interpreted as an inverse length scale of
vapor transport, with large values implying that vapor travels a
short distance before precipitating. Conversely, from a sink
perspective, vapor that precipitates at a particular latitude will
have traveled an average distance of

d
p
(x2)5

ð1

21

aju2 2 u1jwp
(x1, x2)dx1. (11)

Equations (9) and (11) represent two distinct ways of de-
fining the average vapor transport distance. Whereas de mea-
sures how far vapor travels from a particular source latitude, dp

measures how far vapor travels to a particular sink latitude.
The results of these contrasting perspectives are shown in the
bottom row of Fig. 1, along with the approximate form of de given
by Eq. (10) (Fig. 1e, dashed lines). These were computed using
annual-mean values of E(x) and P(x), so they underestimate the
true transport distance in much of the tropics, where the direction
of F changes with the seasons. Poleward of ;208, however, the
impact of seasonal variability is small (see supplemental Fig. 1 in
the online supplemental material). At these latitudes, the two
definitions of transport distance diverge sharply. From the source
perspective (Fig. 1e), de is approximately symmetric between the
Northern and Southern Hemispheres, reaching a maximum of
around 1000km near 408 and decreasing roughly linearly to zero
at the poles. This behavior is captured well by the approximation
in Eq. (10) (dashed line), demonstrating that de mostly reflects an
increase in m with latitude. From the sink perspective, however,
transport distance dp generally increases with latitude outside the
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tropics (Fig. 1f), implying that precipitation at high latitudes
originates from farther away than precipitation at lower latitudes.
The spatial pattern of dp is also highly asymmetric at high lati-
tudes, with much larger values in the Southern Hemisphere than
in the Northern Hemisphere. Like the hemispheric differences in
wp discussed previously (Fig. 1d), this asymmetry in dp stems from
asymmetry in E, which causes a larger fraction of high-latitude
precipitation in the Southern Hemisphere to originate from re-
mote sources. This asymmetry will prove to be crucial to under-
standing the hemispheric differences in dp at high latitudes.

3. Isotope model

Just as dp represents the weighted-average transport dis-
tance of all upstream sources [Eq. (11)], the average value of dp
at a particular latitude is given by

d
p
(x

2
)5

ð1

21

d
p
(x

1
, x

2
)w

p
(x

1
, x

2
) dx

1
, (12)

where dp(x1, x2) is the d of precipitation at x2 that results from
evaporation at x1. By definition, this is related to the isotope
ratio Rp by

d
p
(x1, x2)5

"
R

p
(x1, x2)

Rstd

2 1

#
3 1000, (13)

whereRstd is the isotope ratio of Vienna StandardMeanOcean
Water (VSMOW), and the factor of 1000 reflects the conver-
sion to permil (&).

To find dp(x2), let us first consider a single vapor parcel that
evaporates at x1 with an initial isotope ratio of Re(x1), and then
progressively condenses as it is transported to the north or

FIG. 1. (a) Zonal-mean, annual-mean E (red), P (blue), and E 2 P (black) in the modern climate (1979–2018),
fromERA5 reanalysis. Red (blue) shading indicates latitudes whereE. P (E, P). (b) Zonal-mean, annual-mean
net northward atmospheric latent heat flux. Blue (red) shading indicates net southward (northward) transport.
(c)we (x1, x2) at representative source latitudes of2408 (blue) and 408 (red), representing the spatial distribution of
precipitation that results from evaporation at these latitudes (to convert from units of x21 to u21, wemultiply by dx/
du 5 cosu). (d) wp (x1, x2) at representative sink latitudes of 2808 (blue) and 808 (red), representing the spatial
distribution of evaporation that contributes to precipitation at these latitudes (in units of u21). (e) The average
distance vapor travels from each source latitude, fromEq. (9) (solid line) andEq. (10) (dashed line). (f) The average
distance vapor travels to each sink latitude from Eq. (11).
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south. Along the way, the isotope ratio of the vapor (Ry)
evolves according to

DlnR
y

Dx
5 (a2 1)

Dlnq

Dx
, (14)

where a is the effective fractionation factor andDlnq/Dx is the
fractional change in the parcel’s specific humidity with latitude,
which is equal and opposite to the fractional condensation rate
(note that D/Dx represents the material derivative following
the parcel). Equilibrium values of a vary from 1.009 at 308C to
1.025 at 2508C (Majoube 1970, 1971), but at temperatures
below 2208C the increase with cooling is mostly offset by
nonequilibrium kinetic effects (see appendix B and supple-
mental Fig. 2). We account for these dependencies later, but
for now let us assume that a is constant, and equal to the global
average effective fractionation. This allows us to integrate
Eq. (14) directly, yielding

R
y
(x1, x2)’R

e
(x1)f (x1, x2)

a21, (15)

where f(x1, x2) is the hydrologic transmittance [Eq. (4)].
Equation (15) is equivalent to Rayleigh distillation along a
meridional pathway. Assuming that the isotopic content of
condensed water is conserved as it falls to the surface, the
isotope ratio of precipitation is then given by

R
p
(x

1
, x

2
)5aR

y
(x

1
, x

2
). (16)

Now suppose that evaporation and condensation exhibit
roughly the same fractionation, such thata’Rstd/Re. Applying
the first-order Taylor approximation, fa21 ’ 11 (a1 1)ln( f),
Eqs. (12)–(16) combine to give

d
p
(x2)’2«t(x2) , (17)

where « is defined in the conventional way,

«[ (a2 1)3 1000, (18)

and

t(x
2
)5

ð1

21

t(x
1
, x

2
)w

p
(x

1
, x

2
)dx

1
. (19)

Thus, the average value of dp at a given latitude scales ap-
proximately linearly with t, which represents the average path-
integrated attenuation experienced by all vapor present at that
latitude.

To test how well Eq. (17) captures the distribution of dp of
18O in the modern climate, we compute t(x2) using observed
zonal-mean values of E(x) and P(x) from ERA5 reanalysis,
and set « 5 10& everywhere, following Bailey et al. (2018).
Figures 2a–c show the resulting meridional profiles of dp
(dashed red line) during boreal summer (July–August), boreal
winter (December–February), and the annualmean, computed
using average profiles of E and P from each time period. Blue
circles represent observed values of dp from rain gauges and—in
the annual mean—Antarctic snow. At all latitudes and across
the annual cycle, the predicted values of dp capture much of the

observed meridional pattern (blue line). In the tropics, sea-
sonal variations in dp coincide with the migration of the in-
tertropical convergence zone into the summer hemisphere,
indicating a negative correlation with precipitation that is
consistent with the ‘‘amount effect’’ (Dansgaard 1964). The
model also captures most of the hemispheric asymmetry in dp
in the annual mean (Fig. 2c), correctly predicting more negative

FIG. 2. Average d18O of precipitation in (a) June–August and
(b) December–February, and (c) the annual mean. Blue dots indi-
cate observations from the International Atomic Energy Agency/
Global Network of Isotopes in Precipitation (GNIP) dataset.
Seasonal data come from rain gauges, while annual data come from
rain gauges and Antarctic snow. Blue lines show the zonal mean of
observations, computed using a moving Gaussian filter with s 5 48
latitude. The dashed red line shows the approximation of dp as-
suming constant fractionation of 10& [Eq. (17)], computed using
seasonal or annual means of E(x) and P(x) from ERA5. The solid
line shows the full solution for dp that accounts for the influence of
temperature and kinetic effects on fractionation.
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values at high latitudes in the Southern Hemisphere than in the
Northern Hemisphere. Because t(x1, x2) generally increases
with transport distance (u2 2 u1), this asymmetry is closely tied
to the hemispheric differences in dp discussed in section 2.

Our approximation of dp can be made somewhat more re-
alistic by accounting for spatial variability in a and Re. To do
this, we approximate a as a function of surface temperature Ts

using the empirical equations of Majoube (1970, 1971), and
adjust for kinetic effects at subfreezing temperatures (see
appendix B). For Re(x), we use the Craig–Gordon model
(Craig and Gordon 1965), which takes into account nonequi-
librium kinetic effects, as well as the temperature and isotope
ratio of the near-surface atmosphere (see appendix C).

The solid red lines in Figs. 2a–c show the resulting profiles of
dp when these approximations for a and Re are incorporated in
Eq. (12). Compared with the simpler approximation in Eq. (17)
(dashed red line), the full solution exhibits less depletion of 18O
at low latitudes, reflecting less fractionation during evaporation
when using the more sophisticated Craig-Gordon model (sup-
plemental Fig. 3). At high latitudes, this difference is mostly
offset by greater fractionation during condensation at cold
temperatures (Majoube 1970, 1971; see supplemental Fig. 2),
resulting in better agreement between the two dp profiles.

While the full solution agrees somewhat better with obser-
vations at most latitudes, the two solutions are quite similar
overall, supporting the conclusion of Bailey et al. (2018) that
most of the observed spatial and temporal variability in dp can
be explained by the spatial patterns of E and P. In the next
section, we apply this result to better understand the response
of dp to climate change.

4. The isotopic response to Last Glacial Maximum
climate change

The preceding analysis shows that the spatial pattern of the
climatology of dp depends on E(x), P(x), and Ts(x). We
therefore anticipate that the sensitivity of dp to climate change
will depend on the full spatial structure of temperature and
hydrologic change, and not just on local temperature.

We now consider three idealized scenarios to isolate the
impact of different aspects of hydroclimate change. The first
scenario is a spatially uniform temperature change and a uni-
form evaporation sensitivity that scales at the global-mean
rate, reflecting the well-known approximations of Held and
Soden (2006); the second scenario includes the impact of polar
amplification of temperature change, as represented by a
moist-static energy balance model (Roe et al. 2015; Siler et al.
2018); and the third scenario includes the strong temperature
dependence of evaporation sensitivity, which is derived from
the Penman surface energy balance equation (Siler et al. 2019).

Our main interest is what controls the temporal regression
slope between dp (in 18O) and Ts at high latitudes, since vari-
ability in dp in ice cores is widely used for paleothermometry.
For each scenario, we compute the temporal slope at each
latitude based on the change in dp that results from a global-
mean cooling representative of the Last Glacial Maximum
(LGM), and compare our result with independent estimates
of the temporal slope based on analyses of ice cores from

Greenland and Antarctica. Throughout this analysis, we will
use the notation [ ]0 to indicate the change in a variable relative
to its modern-day value.

a. Scenario 1: Uniform temperature change and uniform
evaporation sensitivity

The analyses for the first scenario are presented in Fig. 3.We
impose a spatially uniform cooling of T 0

s 525K (Fig. 3a),
which roughly approximates the global-mean temperature of
the LGM (e.g., Shakun and Carlson 2010; Shakun et al. 2012;
Annan andHargreaves 2015; Tierney et al. 2020). The patterns
of hydrologic change are shown in Fig. 3b, which we computed
using two approximations from Held and Soden (2006, here-
after HS06). First, if the atmospheric circulation stays about
the same, F will roughly scale with atmospheric water vapor,
which changes with Ts at the Clausius–Clapeyron rate of
around 7% K21:

F 0 ’ 0:07FT 0
s . (20)

As long asT 0
s is relatively uniform, the same scaling also applies

to E 2 P (Fig. 3b, black line):

E0 2P0 ’ 0:07(E2P)T 0
s . (21)

Second, to separate E0 2 P0 into its component parts, we as-
sume that E scales with Ts at the global-mean rate of 2% K21

everywhere, thus essentially preserving its zonal-mean pattern
(Fig. 3b, red line):

E0 ’ 0:02ET 0
s . (22)

From Eqs. (21) and (22), the change in P (Fig. 3b, blue line) is
then given by

P0 ’ (0:07P2 0:05E)T 0
s . (23)

Despite their simplicity, the HS06 approximations have been
shown to capture important aspects of the hydrologic response
in GCM simulations of greenhouse warming, including the
amplification of the mean-state E 2 P pattern (i.e., ‘‘wet gets
wetter, dry gets drier’’) and the decrease in subtropical P
(HS06), making them a useful benchmark against which more
sophisticated approximations will later be compared.

Figure 3c shows the predicted change in dp caused by the
patterns of hydroclimate change in Figs. 3a and 3b. Comparing
these changes with the mean-state pattern of dp in Fig. 2c, we
find that dp generally decreases with cooling in the subtropics,
where mean-state values are relatively high, and increases in
the deep tropics and at high latitudes, where mean-state values
are relatively low. In other words, cooling results in a flattening
of the meridional dp gradient.

To estimate the temporal slope ddp/dTs, we divide the pat-
tern of d0p in Fig. 3c by the pattern of T 0

s in Fig. 3a. The result,
shown in Fig. 3d (black line), indicates positive slopes at low to
middle latitudes and negative slopes poleward of;608 in both
hemispheres. We find a similar result if we assume that frac-
tionation is fixed at 10& (Fig. 3d, gray line), implying that the
temporal slope is mostly driven by changes in t resulting
from E0 and P0, and not by the temperature dependence of
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fractionation. Significantly, the negative slopes at high lati-
tudes contradict estimates of the temporal slope inferred from
polar ice cores, which are all positive (Fig. 3d, symbols; see also
Table D1 and appendix D).

To understand why cooling causes t to decrease (and dp to
increase) at high latitudes in this scenario, recall that the hy-
drologic attenuation coefficient m is proportional to P/F [Eq.

(5)]. Under uniform global cooling, Eqs. (20) and (23) imply
that P will decrease at a lower rate than F:

1

P

dP

dT
s

,
1

F

dF

dT
s

. (24)

As a result,mwill generally increase with cooling. And because
m represents an inverse transport length scale, an increase in

FIG. 3. Scenario 1: uniform global cooling. (a) Change in zonal-mean Ts. (b) Changes in zonal-mean E (red), P
(blue), and E2 P (black). (c) Change in dp. (d) The temporal slope (black line), approximated as the ratio of d0p in
(c) to T 0

s in (a). The gray line shows the temporal slope assuming constant fractionation of 10& Colored symbols
represent independent estimates of the temporal slope from polar ice cores (Table D1 and appendix D). (e) we(x1,
x2) at the same latitudes as in Fig. 1c. Shading represents the modern climate, while colored lines represent the
cooler climate. (f) Change in the average distance vapor travels from each source latitude. (g)wp(x1, x2) at the same
latitudes as in Fig. 1d. Shading represents the modern climate, while colored lines represent the cooler climate.
(h) Change in the average distance vapor travels to each sink latitude.
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m implies that water vapor will travel a shorter distance on
average before condensing. This is confirmed in the third
row of Fig. 3, which shows a more localized distribution of
precipitation resulting from evaporation at 408 latitude (we;
Fig. 3e), and a global-scale decrease in the average distance
that vapor travels after evaporating (de; Fig. 3f). This result is
consistent with GCM simulations, which show an increase in
vapor transport distance in response to anthropogenic global
warming (Singh et al. 2016b). It also suggests a decrease in
atmospheric residence time, provided that changes in atmo-
spheric dynamics are small by comparison (Trenberth 1998;
Singh et al. 2016b).

An increase in m with cooling has two competing effects
on t, which reflect opposing changes in t and wp [the two
terms on the RHS of Eq. (19)]. On one hand, t(x1, x2)in-
creases, reflecting the fact that vapor on average travels a
shorter distance before condensing. Therefore, if we only
consider the component of local precipitation that evapo-
rates at a single latitude, we would expect t to increase in a
cooler climate (and dp to decrease), consistent with the
conventional Rayleigh understanding of the temperature
effect (Dansgaard 1964).

On the other hand, m also affects where vapor at a given
latitude originates, as shown in the fourth row of Fig. 3. Given a
uniform fractional change in E [as implied by Eq. (22) under
uniform cooling], an increase in m makes wp(x1, x2) more lo-
calized (Fig. 3g), implying that water vapor originates from
closer by (Fig. 3h). And since heavy isotopes become more
depleted the farther vapor travels along a given pathway, this
contraction ofwp(x1, x2) causes t to decrease in a cooler climate
(and dp to increase).

To understand which effect dominates and where, it is
helpful to consider the limit of weak vapor transport, in which
F / 0 and m / ‘. Applied to Eq. (19), this limit yields t5 1
everywhere (see appendix E). Under uniform global cooling,
an increase in m tends to nudge t toward this weak-transport
limit. In other words, t tends to increase with cooling in the
subtropics, where t(x), 1, and decrease with cooling in the
deep tropics and at high latitudes, where t(x). 1. This results
in a flattening of the meridional gradients in both t and dp,
explaining the negative regression slope between dp and Ts at
high latitudes. That this result contradicts observational esti-
mates of the temporal slope from polar ice cores suggests that
some important physics must be missing from our approxi-
mations of hydroclimate change in this scenario.

b. Scenario 2: Polar amplification

The analyses for the second scenario are presented in Fig. 4.
We keep the HS06 approximation for evaporation sensitivity
[Eq. (22)] but use a moist energy balance model (MEBM; Roe
et al. 2015; Siler et al. 2018; Bonan et al. 2018; Armour et al.
2019) to calculate spatial patterns of T 0

s and E0 2 P0. The
MEBM assumes a downgradient transport of near-surface
moist static energy and incorporates a Hadley cell parame-
terization that gives it a realistic hydrologic cycle (Siler et al.
2018). When forced with zonal-mean patterns of radiative
forcing, feedbacks, and ocean heat uptake diagnosed from
GCMs, theMEBM replicates most of the spatial structure ofT 0

s

and E0 2 P0 simulated by the GCMs in response to increasing
atmospheric CO2 (Siler et al. 2018).

In this scenario, we impose a spatially uniform feedback of
l 5 21Wm22 K21 and a spatially uniform radiative forcing
of 25Wm22. This produces the same magnitude of global-
mean cooling that we prescribed in the HS06 analysis (25K),
but with significant polar amplification (Fig. 4a), reflecting a
decrease in poleward latent heat transport as the meridional
vapor gradient decreases under global cooling (Roe et al.
2015). As a result of polar amplification, the patterns of E0 and
P0 also exhibit larger changes at high latitudes and smaller
changes at low latitudes relative to the uniform-warming sce-
nario (Fig. 4b).

By itself, however, polar amplification does not fundamen-
tally change the spatial patterns of d0p or the temporal slope
(Figs. 4c,d). From the source perspective, m still increases
nearly everywhere, reducing the average distance vapor travels
after evaporating (Figs. 4e,f). Likewise, from the sink per-
spective, there is a broad decrease in the average distance that
precipitation at a given latitude travels from its source (Figs. 4g,h).
As in the uniform-warming scenario, these changes in vapor
transport contribute to a flattening of the spatial patterns of dp and
t under cooling. This implies a negative temporal slope at high
latitudes in contradiction to ice-core estimates (Figs. 4c,d), sug-
gesting that an important piece of physics must still be missing.

c. Scenario 3: Temperature-dependent evaporation
sensitivity

The analyses for the third scenario are presented in Fig. 5. In
this scenario we again use the MEBM, but now also include a
final piece of physics: a change in the spatial pattern of evap-
oration, as derived from the Penman equation (Penman 1948;
Siler et al. 2019). Using this equation, Siler et al. (2019) showed
that the zonal-mean change in evaporation in CMIP5 simula-
tions of global warming is well approximated as

E0 ’2
R0

s 2G0

11b0

1
ET 0

sb0(~a2 2/T
s
)

11b0

, (25)

where R0
s is the change in net downwelling radiation at the

surface, G0 is the change in ocean heat uptake/divergence,

b0(Ts
)5

c
p

~aLq*(Ts
)

(26)

is the Bowen ratio in the limit of a saturated near-surface
atmosphere,

~a(T
s
)5

L

R*T2
s

(27)

is the Clausius–Clapeyron scaling factor, q* is the saturation
specific humidity, and R* is the specific gas constant of
water vapor.

The first term on the RHS of Eq. (25) represents the con-
tribution from the change in available energy at the surface
(R0

s 2G0). In radiative equilibrium, G0 5 0 in the global mean,
and can be neglected entirely if we assume a similar ocean
circulation between the two climate states. Similarly, while R0

s
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is generally positive in GCM simulations of global warming, it
has been shown to have minimal influence on the zonal-mean
pattern ofE0 (Siler et al. 2018, 2019). For this reason, we follow
Siler et al. (2018) and set R0

s 5 0 as well.
That leaves the second term on the RHS of Eq. (25), which

represents a thermodynamic constraint on the partitioning
between latent and sensible heat fluxes. It corresponds to an
evaporation sensitivity E0/ET 0

s that decreases nearly linearly
with Ts (supplemental Fig. 4), implying that evaporation is
most sensitive to temperature change at high latitudes, where
the mean-state temperature is coolest (Scheff and Frierson
2014; Siler et al. 2019). The result is a larger decrease in E at
high latitudes and a smaller decrease at low latitudes compared

to the HS06 approximation (Fig. 5b vs Fig. 4b, red lines; see
also Fig. 8 from Siler et al. 2018).

From the source perspective, the polar amplification of E0

implied by Eq. (25) has only a modest effect on vapor transport
distance. As in the previous two scenarios, de decreases nearly
everywhere (Fig. 5f), indicating that vapor travels a shorter
distance from its source under cooling.

From the sink perspective, however, the polar amplification
of E0 has a large impact (Figs. 5g,h). At high latitudes, in par-
ticular, the large decrease inE0 locally means that precipitation
comes frommore remote regions on average, and thus travels a
greater distance from its evaporation source, as indicated by
an increase in dp (Fig. 5h). Combined with the decrease in

FIG. 4. As in Fig. 3, but for scenario 2: polar amplification.
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dp(x1, x2) caused by greater attenuation, this increase in aver-
age transport distance results in a large decrease in dp at high
latitudes (Fig. 5c), in stark contrast to the previous two sce-
narios (Figs. 3c and 4c). The decrease in dp implies a positive
temporal slope that is within the range of ice-core estimates,
albeit on the low end in Antarctica (Fig. 5d). Greater slopes
over Antarctica might be achieved by accounting for the role
of sea ice, whose expansion under cooling would likely result
in a further suppression of high-latitude E and a greater de-
pletion of high-latitude dp. In any case, the similarity between
the gray and black lines in Fig. 5d confirms that the positive
temporal slope is well represented by changes in the average
path-integrated attenuation t, implying that changes in the

temperature-dependent fractionation factor (a) play only a
secondary role.

These results highlight an important distinction between the
source and sink definitions of vapor transport distance. From
the source perspective, transport distance is proportional to
m21, which decreases robustly with cooling. From the sink
perspective, however, transport distance is set by the shape of
wp, which is quite sensitive to the spatial pattern of E [Eq. (8)].
Because E is most sensitive to temperature change at high
latitudes, the distribution of vapor sources shifts equatorward
under cooling. Thus, precipitation at high latitudes can origi-
nate from farther away under cooling, even as vapor on aver-
age travels a shorter distance from where it evaporates.

FIG. 5. As in Fig. 3, but for scenario 3: temperature-dependent evaporation sensitivity.
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5. Source of hemispheric asymmetry in the
temporal slope

A striking aspect of the simulated temporal slope in Fig. 5d is
that it captures much of the difference in observed temporal
slopes between Antarctica, where the average exceeds 1&
K21, and Greenland, where the average is less than 0.4& K21

(Table D1). Here we show that this asymmetry can be ex-
plained by hemispheric differences in the mean-state meridi-
onal temperature gradient.

Figure 6a shows the annual-mean, zonal-mean surface
temperature in the modern climate (blue line), along with the
local sensitivity of evaporation to temperature change (E0/ET 0

s)
given by Eq. (25) withG0 5R0

s 5 0 (solid red line). Poleward of
about 658, the SouthernHemisphere is significantly cooler than
the Northern Hemisphere. While this asymmetry can be at-
tributed in part to the Antarctic continent, similar differences
exist over high-latitude oceans, where most evaporation occurs
(supplemental Fig. 5). Because evaporation is most sensitive to
temperature change at cool temperatures, this results in a
larger meridional gradient inE0/ET 0

s in the Southern Hemisphere
than in the Northern Hemisphere. Therefore, given similar pat-
terns of cooling in each hemisphere (Fig. 5a), the Southern
Hemisphere will exhibit a larger equatorward shift in the spatial
pattern of evaporation, contributing to larger shifts in the distri-
bution of evaporation sources at high latitudes (Figs. 5g,h).

To test whether this effect can explain the hemispheric
asymmetry in the temporal slope, we repeat our analysis of
scenario 3, but adjust E0 so that the pattern of E0/ET 0

s is hem-
ispherically symmetric (Fig. 6a, dashed red line). As expected,
the resulting temporal slope (Fig. 6b) exhibits almost no dif-
ference between the Northern and Southern Hemispheres at
high latitudes. This confirms that the hemispheric differences
in the high-latitude temporal slope in scenario 3 (Fig. 5d) are
indeed primarily the result of differences in the spatial pattern
of evaporation change caused by differences in the mean-state
meridional temperature gradient.

6. Sensitivity of the temporal slope to spatially varying
feedbacks

In section 4, our MEBM simulation of the LGM climate
used in scenarios 2 and 3 assumed a spatially uniform radiative
feedback of 21Wm22 K21. In GCMs, however, feedbacks
usually exhibit significant spatial variability, which can have a
large impact on the patterns of E0, P0, and T 0

s.
Here we test the sensitivity of the temporal slope to

different feedback patterns by repeating our MEBM sim-
ulation of the LGM climate using the actual feedback pat-
terns from 20 different GCMs, which we computed using
the same method described in Siler et al. (2018). Because
these feedback patterns are diagnosed from simulations of
greenhouse warming, they likely misrepresent aspects of
the radiative response to global cooling, particularly re-
lated to changes in ice albedo. Nevertheless, this approach
provides a simple test of the robustness of our results given
large model uncertainties in the spatial patterns of feed-
backs and hydroclimate change.

Figure 7a shows the patterns of temperature change simu-
lated by the MEBM given the same radiative forcing as before
(25Wm22), but with spatially varying feedbacks diagnosed
from each GCM, which we have scaled to give a constant
global-mean value of 21Wm22 K21. The ensemble-mean re-
sponse is shown in yellow, while the individual models are
sorted according to the asymmetry of their temperature re-
sponse, with deep blue indicating much more cooling in the
Northern Hemisphere, and deep red indicating roughly equal
cooling in both hemispheres.

Figure 7b shows the range of temporal slopes given by the
different feedback patterns when we use the HS06 approxi-
mation for E0, as in scenario 2. For all feedback patterns, the
temporal slope is essentially unchanged from the uniform-
feedback case (Fig. 4d). This shows that, given uniform evap-
oration scaling, varying patterns of feedbacks and temperature
change are not sufficient to produce high-latitude temporal
slopes that are consistent with the ice-core record.

In contrast, when we apply the Penman evaporation scaling
from Eq. (25), we find that most feedback patterns yield tem-
poral slopes that agree well with observations at high latitudes
(Fig. 7c). Interestingly, the feedback patterns that give the
worst agreement with observations are associated with much
greater cooling in the Northern Hemisphere than in the
Southern Hemisphere (deep blue lines). However, feedback-
driven differences in the temporal slope are small compared

FIG. 6. (a) Zonal-mean Ts in the modern climate (blue) and the
fractional change in zonal-mean E per degree of zonal-mean
warming (red; E0/ET 0

s) given by Eq. (25) with G0 5 R0
s 5 0. The

dashed red line shows a hemispherically symmetric pattern of
E0/ET 0

s, representing the average of the two hemispheres. (b) As in
Fig. 5d, but with E0 computed using the hemispherically symmetric
scaling represented by the dashed line in (a).
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with those resulting from different representations of evapo-
ration change (Fig. 7b vs Fig. 7c). This reinforces our conclu-
sion from section 4c that the positive temporal slopes recorded
in polar ice cores largely reflect shifts in the spatial pattern of
evaporation with climate change.

7. Conclusions

In this paper, we have introduced a simple framework for
quantifying the movement of water vapor and the spatial dis-
tribution of water isotopes within the zonal-mean climate. This

framework is based on the fact that horizontal vapor transport
within the atmosphere is attenuated by precipitation in much
the same way that radiation is attenuated by scattering or ab-
sorption. In the zonal-mean hydrologic cycle, we find that the
attenuation coefficient m is proportional to P/jFj, or the ratio of
precipitation to meridional vapor transport, and can therefore
be determined from the zonal-mean patterns of P and evapo-
ration E.

After finding m, we use Beer’s law to derive the hydrologic
transmittance f(x1, x2), which represents the fraction of water
vapor that evaporates at a particular source latitude x1 and
reaches a particular sink latitude x2 without precipitating.
From f, we can estimate where vapor that evaporates at a
particular latitude precipitates, and also where vapor that
precipitates at a particular latitude evaporates. These distri-
butions allow us to estimate the average meridional distance
that vapor travels from a particular source latitude, as well as
to a particular sink latitude. While the former is roughly pro-
portional to m21, the latter is strongly dependent on the spatial
pattern of E.

Combining this radiative-transfer framework with a Rayleigh
distillationmodel then allows us to solve for the zonal-mean d of
precipitation dp. We focus on d18O in this study, but our equa-
tions can easily be adapted for other meteoric isotopes like 2H
(deuterium) or 17O.We account for the influence of temperature
and nonequilibrium kinetic effects on fractionation during both
evaporation and condensation, but at least for d18O, we find that
these effects are much less important than attenuation, which is
set by the zonal-mean patterns ofE andP. This supports the idea
that variations in dp are largely driven by local and remote im-
balances inE2 P, as several recent studies have suggested (e.g.,
Lee et al. 2008; Moore et al. 2014; Bailey et al. 2018).

Finally, we consider the factors that contribute to the ob-
served temporal regression slope between dp and temperature
in polar ice cores. We simulate the response of dp to three
idealized patterns of hydroclimate change, all associated with a
5-K decrease in global-mean temperature representative of
the Last Glacial Maximum. In each scenario, we find that
m increases with cooling because F decreases at a greater rate
than P. If we assume that the spatial pattern of E stays about
the same, an increase in m results in a more uniform distribu-
tion of dp across the globe. At high latitudes, this implies a
negative temporal regression slope between dp and tempera-
ture, which contradicts estimates derived from polar ice cores.
That the temporal slope is in fact positive at high latitudes thus
requires a shift inE toward the tropics under global cooling and
toward the poles under global warming. We demonstrate that
this shift can be explained by thermodynamic constraints on
the partitioning between latent and sensible heat fluxes, as
predicted by the Penman equation. However, we acknowledge
that other factors may also play a role, including changes in
ocean circulation, the latitude of the midlatitude storm tracks
(e.g., Aemisegger and Papritz 2018; Aemisegger 2018), and
especially sea ice extent (e.g., Noone and Simmonds 2004;
Singh et al. 2017). Further research is needed to assess the
relative importance of these factors.

Our analyses demonstrate that the d18O–temperature rela-
tionship at high latitudes reflects the coherent response of

FIG. 7. (a) Change in zonal-mean Ts simulated by the MEBM
with a uniform radiative forcing of 25Wm22 and feedback pat-
terns diagnosed from 20 CMIP5models. The yellow line represents
the ensemble mean. The other lines represent individual models,
with deep blue indicating much more cooling in the Northern
Hemisphere, and deep red indicating roughly equal cooling in both
hemispheres. (b) The temporal slope d0p/T

0
s computed using the

HS06 approximation forE0, as in scenario 2. (c) The temporal slope
computed using the Penman approximation forE0, as in scenario 3.
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temperature, heat transport, and hydrology over large spatial
scales.While traditional explanations of the d18O–temperature
relationship tend to focus on how temperature change alters
the progressive fractionation of isotopes, our analyses show
that the changing pattern of evaporation also plays an
essential role.

This result points to a potential limitation of 18O paleo-
thermometry that we have not directly addressed here:
namely, a decrease in d18O in ice cores need not necessarily
be accompanied by global- or even local-scale cooling, but
could in principle result from any event that dispropor-
tionately reduces high-latitude evaporation. For example,
one could imagine past episodes of hemisphere- or basin-
specific expansions in sea ice that were driven not by cool-
ing, but by regional changes in ocean dynamics, salinity, or
stratification (e.g., Bintanja et al. 2015; Pauling et al. 2016,
2017). Distinguishing the isotopic signatures of such pro-
cesses from those of local and global temperature variability
is an important avenue for future research.
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APPENDIX A

Approximation of de(x1) in Eq. (10)

Over most of the globe, m(x) varies much less over small
scales than does f(x1, x2), which exhibits exponential decay [Eq.
(4)]. If we assume that m is approximately constant over the
length scale of f(x1, x2), then we can approximate Eq. (7) as

w
e
(x1, x2)’m(x1)e

2t(x1,x2). (A1)

Similarly, the distance between source and sink latitudes is
approximately

aju2 2 u1j’
ajx2 2 x1j
cos u1

, (A2)

based on the relation dx5 ducosu. For simplicity, let us assume
that x2 . x1, meaning that vapor transport is northward at the
source latitude. Substituting Eqs. (A1) and (A2) into Eq. (9)
then gives

d
e
(x

1
)’

am(x1)

cos u1

ð1

x1

(x
2
2 x

1
)e2t(x1 ,x2)dx

2
. (A3)

To evaluate this integral, we substitute x2 2 x1 ’m(x1)
21

t(x1, x2) and dx2 ’m(x1)
21dt. These approximations derive from

Eq. (2), based again on the assumption that m(x2) ’ m(x1) over
relevant transport scales. Because F5 0 at the poles, t 5 ‘ at x25
1, while t 5 0 at x2 5 x1. Therefore, we integrate from t 5 0 to ‘:

d
e
(x

1
)’

am(x1)

cos u1

1

m(x1)
2

ð‘

0

te2t dt . (A4)

The integral in Eq. (A4) is equal to 1, yielding the approxi-
mation for de(x1) in Eq. (10). The same result can be shown to
apply for southward transport in which x2 , x1.

APPENDIX B

Temperature Dependence of a

When the effective fractionation factor for condensation (a)
depends on the condensation temperature Tc, Rp(x1, x2) is
approximately equal to (Dansgaard 1964)

R
p
(x1, x2)’a(T

c
[x2])Re

(x1)f (x1, x2)
a(x1,x2)21. (B1)

Here a is the effective fractionation factor of condensation,
which we parameterize as a function of the column-mean con-
densation temperature Tc(x2), and a(x1, x2) is the average ef-
fective fractionation factor over the lifetime of a vapor parcel
that evaporates at x1 and is transported to x2.

We approximate the column-mean condensation tempera-
ture as

T
c
(x)’

ð‘

0

T(x, z)C(x, z)dz
ð‘

0

C(x, z) dz

, (B2)

where T(x, z) is the average vertical temperature profile at x
during condensation and C(x, z) is the condensation rate per
distance of vertical displacement. To approximate these vari-
ables, we consider the idealized case of a saturated air parcel
that ascends from the surface to the tropopause, which is a
reasonable assumption during strong precipitating storms. In
this scenario, equivalent potential temperature ue is conserved
as a parcel ascends, implying that

C(x, z)52r
dq*
dz

$$$$
ue

’ r
dq*
dT

G
m
, (B3)

where r is the air density, q* is the saturation specific humidity,
and Gm 52dT/dzjue is the moist adiabatic lapse rate. For q*(T),
we use an approximate form of the Clausius–Clapeyron equation,
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q*(T)’ q*(T
s
)e~aDT , (B4)

where DT 5 T 2 Ts and ~a(Ts) is the Clausius–Clapeyron
scaling factor defined in Eq. (27). Differentiating Eq. (B4)
gives dq*/dT5 ~aq*, which we combine with Eq. (B3) to get

C(x, z)’ r~aq*G
m
. (B5)

We assume for simplicity that Gm is independent of z, implying
that T decreases linearly with height:

T(x, z)’T
s
(x)2G

m
(x)z . (B6)

From Eqs. (B4) and (B6), the vertical profile of water vapor is
then given by

q*(x, z)’q*(x, 0)e2~aGmz . (B7)

Finally, substituting Eqs. (B5)–(B7) into (B2) gives

T
c
(x)’T

s
(x)2 ~a(T

s
)21 . (B8)

We approximate a(Tc) in Eq. (B1) following previous
models (e.g., Jouzel and Merlivat 1984; Petit et al. 1991; Ciais
and Jouzel 1994; Hoffmann et al. 1998; Kavanaugh and Cuffey
2003). It is equal to the average of the fractionation factors for
liquid and ice, weighted by the relative abundance of each
species at a given condensation temperature:

a(T
c
)5 f

l
(T

c
)a

l
(T

c
)1 [12 f

l
(T

c
)]a

i
(T

c
)a

k
(T

c
) . (B9)

Here al and ai are the temperature-dependent equilibrium
fractionation factors for liquid–vapor and ice–vapor transi-
tions, which we take from Majoube (1970, 1971); fl is a
weighting function representing the temperature-dependent
fraction of total cloud water that is in the liquid phase, which
Markle (2017) estimated from satellite observations; and ak

accounts for kinetic effects resulting from supersaturation at
low temperatures.

To estimate ak, we follow Jouzel and Merlivat (1984):

a
k
5

S
i

11a
i
a
d
(S

i
2 1)

, (B10)

where ad 5 1.0285 is the fractionation factor for molecular
diffusion of snow and Si is the supersaturation, which is pa-
rameterized as a linear function of Tc (in 8C):

S
i
5 12CT

c
. (B11)

Most previous studies have assumed values for C that range
anywhere from 0.002 (e.g., Landais et al. 2008) to 0.008
(Schoenemann and Steig 2016). However, Markle (2017) has
argued that values of C at the extremes of this range are
inconsistent with the observed relationship between d18O
and d2H in global precipitation. Following Markle (2017),
we choose a value near the middle of this range (C 5
0.005 25), but note that values of 0.007 and 0.003 give
broadly similar results for the high-latitude temporal slope
as those presented in section 4 (supplemental Fig. 6). This
parameterization yields the profile of a (Tc) shown in purple

in supplemental Fig. 2. We then smooth this curve to ac-
count for the spread in condensation temperatures about Tc

at a given latitude (black line).
To approximate a(x1, x2) in Eq. (B1), we compute the average

value of a(Tc) over the temperature range Ts(x1),Tc ,Tc(x2),
weighted by the amount of condensation that occurs at each
temperature (dq*/dTc). Because q* is approximately expo-
nential, dq*/dTc }q*(Tc), and the weighted average sim-
plifies to

a(x
1
, x

2
)’

ðTc(x2)

Ts(x1)
a(T

c
)q*(T

c
)dT

c

ðTc(x2)

Ts(x1)
q*(T

c
)dT

c

. (B12)

APPENDIX C

Implementation of the Craig–Gordon Model

TheCraig–Gordonmodel (Craig andGordon 1965) represents
a simple parameterization of the influence of temperature and
nonequilibrium kinetics on the isotope ratio of water vapor as it
evaporates from the ocean surface. We implement it using the
following equation (e.g., Hoffmann et al. 1998; Lee et al. 2008):

d
e
5

d
o
2hd

y
1 1000(a21

e 2 1)

12h
1D

k
, (C1)

where ae(Ts) is the equilibrium fractionation factor for
conversion from liquid to vapor, h is the relative humidity
with respect to sea surface temperature, Dk is an empirical
correction that accounts for kinetic effects, and de, do, and dy
represent the isotopic composition of the evaporative flux,
ocean water, and near-surface atmosphere, respectively.
Each dx can be converted to an isotope ratio Rx using
Eq. (13). We set r 5 0.7, do 5 0, and Dk 526 (following Lee
et al. 2008).

The remaining two variables, de and dy, must be solved it-
eratively. Because dy depends on the fractionation of vapor
that evaporates upstream, we compute it as the weighted av-
erage of upstream sources, analogous to dp in Eq. (12).
However, we recognize that the near-surface atmosphere is
more likely than the rest of the atmospheric column to contain
vapor that evaporates locally. To account for this, we replace
wp(x1, x2) with a weighting function wy(x1, x2) that gives more
weight to local sources:

w
y
(x

1
, x

2
)5

f (x1, x2)
kE(x1)ð1

21

f (x1, x2)
kE(x1)dx1

, (C2)

where k is a free parameter. We have experimented with dif-
ferent values of k ranging from 1 (which gives wy 5 wp) to 2.
Comparing the resulting values of dy and de in the modern
climate with Fig. 11 from Lee et al. (2008), we find the best
agreement by setting k5 1.5 (supplemental Fig. 3). This value
is therefore used for all simulations.
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APPENDIX D

Observational Estimates of the Temporal Slope from Polar
Ice Cores

The symbols shown in Figs. 3d, 4d, and 5d and in Figs. 6b, 7b,
and 7c represent estimates of the temporal slope derived from
analyses of water isotope variability in polar ice cores, as sum-
marized in Table D1. Because our analysis focuses on differences
between the LGM and the modern climate, we only consider
slope estimates that are derived from direct analysis of ice-core
variability over the last deglaciation (i.e., from the LGM to the
Holocene).We do not consider estimates that are based onGCM
simulations, spatial regression slopes, or ice-core analyses that do
not span the last deglaciation.

All values of the temporal slope in Table D1 are taken di-
rectly from the published sources, with a few caveats. First, in
cases where only a d2H slope was published, we have divided
that value by 8 to make it comparable to the d18O slope.
Second, the slope of 0.33& K21 for the GRIP core that we
attribute to Johnsen et al. (1995) is derived from their Eq. (1),
using their parameters and their values of dTs/ddp from the
LGM and Holocene. Third, the slope of 0.38& K21 for the
NGRIP core that we attribute toKindler et al. (2014) is derived
from their Fig. 3a, which shows an increase in d18O of about 6&
along with an increase in temperature of about 16K between
the LGM and the beginning of the Holocene.

APPENDIX E

Evaluating t in the Weak-Transport Limit

To find t in the limit of weak vapor transport (F / 0), we
begin with Eq. (19) and use the relation dt/dx 5 m to change

the variable of integration from dx1 to dt/m. Because vapor
only travels to x2 from the upstream direction (determined by
the sign of F), and because t 5 ‘ at the poles (see appendix A
above), we can write Eq. (19) as

t5

ð‘

0

tm21Ee2tdt
ð‘

0

m21Ee2tdt

. (E1)

Here t 5 0 at x1 5 x2 (i.e., where the sink latitude equals the
source latitude) and increases to infinity as x1 moves farther
upstream.

As F decreases, m increases, for reasons discussed in
section 4a. Therefore, the transmittance (f5 e2t) decays more
sharply (in physical space) away from the source latitude,
reflecting a decrease in transport length scale. By contrast,
there is no mechanism that would cause the scale of spatial
variability in E or m to decrease by a similar magnitude. Thus,
as F / 0, E and m become essentially constant over the
transport length scale, and can therefore be brought outside
the integrals, where they cancel. Thus, in the weak-transport
limit, Eq. (19) reduces to

t’

ð‘

0

te2tdt
ð‘

0

e2tdt

5 1: (E2)

Physically, this result is a necessary consequence of
mass conservation. In the absence of horizontal transport,
dp must equal de everywhere. Under constant fraction-
ation, both will be equal to 2«, and thus t must equal 1
[Eq. (17)].

TABLE D1. Estimates of the temporal regression slope between the d18O of snow and local surface temperature (ddp/dTs) based on
analyses of ice cores inGreenland andAntarctica spanning the LGM-Holocene deglaciation. The first column gives the temporal slope (in
& K21), followed by the name and coordinates of the ice core, the analysis method, and the source. Further details are given in
appendix D.

ddp/dTs Site Longitude (8) Latitude (8) Method Source

Greenland
0.33 GISP2 238.48 72.58 Borehole Cuffey et al. (1995)
0.30 GISP2 238.48 72.58 d15N Buizert et al. (2014)
0.33 GRIP 237.64 72.58 Borehole Johnsen et al. (1995)
0.38 NGRIP 242.32 75.10 d15N Kindler et al. (2014)
0.38 NGRIP 242.32 75.10 d15N Buizert et al. (2014)
0.44 NEEM 251.06 77.45 d15N Buizert et al. (2014)
Antarctica
0.88 Talos Dome 159.18 272.82 Firn reconstruction Buizert et al. (2021)
1.40 EDML 0 275 Firn reconstruction Buizert et al. (2021)
1.14 Dome C 123.3 275.1 Borehole Buizert et al. (2021)
1.45 EDC 123.3 275.1 Firn reconstruction Buizert et al. (2021)
1.44 Dome F 39.42 277.19 Firn reconstruction Buizert et al. (2021)
0.77 Vostok 106.80 278.47 Borehole Salamatin et al. (1998)
0.88 WAIS Divide 2112.10 279.48 Borehole Cuffey et al. (2016)
0.82 WAIS Divide 2112.10 279.48 Firn reconstruction Buizert et al. (2021)
0.80 Siple Dome 2148.81 281.65 Firn reconstruction Buizert et al. (2021)
1.19 South Pole 0 290 Firn reconstruction Buizert et al. (2021)
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