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ABSTRACT: In this work, we report a new nonadiabatic molecular dynamics methodology that
incorporates many-body (MB) effects in the treatment of electronic excited states in extended
atomistic systems via linear-response time-dependent density functional theory (TD-DFT). The
nonradiative dynamics of excited states in Si75H64 and Cd33Se33 nanocrystals is studied at the MB
(TD-DFT) and single-particle (SP) levels to reveal the role of MB effects. We find that a MB
description of the excited states qualitatively changes the structure of coupling between the excited
states, leading to larger nonadiabatic couplings and accelerating the dynamics by a factor of 2−4. The dependence of excited state
dynamics in these systems on the surface hopping/decoherence methodology and the choice of the dynamical basis is investigated
and analyzed. We demonstrated that the use of special “electron-only” or “hole-only” excitation bases may be advantageous over
using the full “electron−hole” basis of SP states, making the computed dynamics more consistent with the one obtained at the MB
level.

1. INTRODUCTION
Nonadiabatic dynamics (NAD) is a powerful tool for
predicting the coupled evolution of electrons and nuclei. It
can be used to detail excited state processes in chemical
systems, such as hot carrier cooling,1−8 electron−hole
recombination,9−19 and carrier−carrier and carrier−phonon
scattering.20 Multiple trajectory surface hopping (TSH)
approaches are available nowadays for modeling NAD,21−28

with methods like Tully’s fewest switches surface hopping
(FSSH) algorithm29 being among the most adopted ones.
Despite the simplicity of the TSH approaches, their application
to modeling NAD in nanoscale systems and periodic solids is
still prohibitively expensive. To enable such simulations, two
key approximations are widely used: (a) the Neglect-of-Back-
Reaction Approximation (NBRA) of Craig, Duncan, and
Prezhdo,30−32 which neglects the response of nuclear evolution
to the change of electronic states upon photoexcitation or
excited state decay; (b) the single-particle (SP) approximation
in modeling electronic excited states, where the state energies
and nonadiabatic couplings (NACs) are computed using the
properties of 1-electron molecular orbitals (MOs) such as
Kohn−Sham (KS) orbitals,11,13,33−44 semiempirical or ab initio
MOs,33,45−52 and individual excited Slater determinants (SDs)
built out of these types of SP orbitals.34,53

Although both the NBRA and SP description of excited
states in nanoscale and condensed-matter systems have been
widely used, their validity is mainly justified by an agreement
with experiments, which can come due to favorable and
uncontrollable error cancellation. Thus, it is important to
further explore the validity of such critical approximations. The
approach we undertake in this work is to use the approaches of
higher conceptual rigor and conduct a comparative analysis
with the cruder approximations to learn the qualitative effects

of the better approximations. Whereas the validation of the
NBRA could require its own attention, its validity is arguably
easier to justify for large systems where the system’s excited
state reorganization energies could be comparable to thermal
energies and hence the nuclear dynamics perturbation induced
by electronic excitations could be comparable to that induced
by available thermal fluctuations. On the other hand, the
validity of the SP approach is far less trivial to justify in such
extended systems.
As a rule of thumb, the excited states of small molecules are

nearly always multiconfigurational, even for low excited
states,54,55 so the SP description would be inadequate most
of the time. Many-body (MB) effects are expected to play a
role in quantum-confined systems such as quantum dots and
low-dimensional systems, or at low temperatures where exciton
binding energies are comparable or larger than thermal energy.
Indeed, a number of computational studies illustrated that the
excited states of quantum dots56,57 and perovskite solids58,59

possess a strong multiconfigurational character. As such, it is of
paramount importance to account for MB effects in NAD
simulations of nanoscale systems and periodic solids and assess
their effect on the computed transient dynamics.
To date, MB effects in NAD simulations of small molecules

can be accounted for in a variety of packages60,61 and at a
variety of levels of theory. For periodic solids and nanoscale
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systems, many-body perturbation theory (MBPT) is perhaps
the most rigorous approach available today to describe optical
properties and characterize excitons.62−67 However, its
excessive computational costs make it impractical to dynamical
problems, where thousands of such calculations are needed.
Some authors have utilized the many-body Bethe−Salpeter
equation (BSE) formalism to correct the energy levels used in
NAD calculations,36 but no corrections to NACs have been
reported at such a level.
As a cheaper alternative to approximately account for many-

body effects, time-dependent density functional theory (TD-
DFT) has been used to handle relatively large systems.68 The
time-dependent density functional tight binding (TD-DFTB)
methodology69 available through the DFTB+,70,71 DFTBaby,72

FIREBALL,73 or Newton-X60 packages and the collective
electron oscillator (CEO) approach,74−76 available through the
NEXMD51,52 package, have demonstrated their ability to
handle NAD in large organic molecules up to several hundreds
of atoms. Our present interest lies in the domain of periodic
solids and nanoscale clusters, where the NAD is still limited to
the SP formalism, such as KS-DFT.10,13,34,35,45,77−86 Thus, the
use of TD-DFT in the context of the NAD in nanoscale
clusters and periodic systems is the most viable scheme to
account for MB effects in such extended systems.
In this work, we report the development of a new

computational methodology to conduct the NBRA-TSH
calculations of NAD in nanoscale systems that also accounts
for MB effects. This computational workflow is implemented
as part of the open-source Libra87 package for NAD. It is
designed to be a general module that can be interfaced with a
variety of electronic structure calculation packages, although in
this work, we utilize the CP2K software package88,89 as the
driver for the underlying TD-DFT calculations. The present
computational framework allows us to compute NACs and
state energies both at the SP (KS-DFT) and MB (TD-DFT)
levels. The utility of the resulting computational methodology
is demonstrated by studying the role of MB effects in the NAD
of Si and CdSe nanocrystals (NCs). We compare the NAD in
the two systems computed using NACs and energies obtained
at the SP and MB levels and analyze the induced differences in
the excited state dynamics. We also discuss the role of the
dynamical basis choice and decoherence scheme.

2. THEORY AND METHODS
2.1. Nonadiabatic Dynamics Methodology. The overall

time-dependent wavefunction of the system is represented as

r r RX t c t t( ; ) ( ) ( ; ( ))
I

N

I I
0

1

∑= Ψ
=

−

(1)

Here, {ΨI} is a vector of all electronic states involved in the
dynamics, which we refer to as the dynamical basis, {cI(t)} is a
vector of the corresponding time-dependent amplitudes, and N
is the number of dynamical basis functions used. The evolution
of the overall wavefunction, eq 1, follows the time-dependent
Schrodinger equation (TD-SE):

i
X
t

H Xℏ∂
∂

= ̂
(2)

Here, Ĥ = T̂R + Ĥel is the system’s Hamiltonian, with the
components T̂R and Ĥel being the nuclear kinetic energy and
electronic Hamiltonian operators, respectively. Within the
classical path approximation (CPA),29,90 the electronic

Hamiltonian is assumed to be functionally dependent on
electronic coordinates, r, and only parametrically dependent on
nuclear coordinates, which may change with time, R = R(t):
Ĥel = Ĥel(r; R(t)). The dynamical basis states, {Ψi}, are chosen
as the eigenstates of the electronic Hamiltonian, Ĥel(r; R(t)),
and therefore are also parameterized by nuclear trajectories:

r R r R R r RH t t E t( ; ( )) ( ; ( )) ( ) ( ; ( ))el I I I
̂ Ψ = Ψ (3)

Some algebra yields the equations of motion for the
dynamical basis amplitudes, {cI(t)}, which play the role of
the effective electronic degrees of freedom (DOFs):

i
c t

t
E t i D t c t

( )
( ) ( ) ( ).I

J
J I J I J J, ,∑ δℏ

∂
∂

= [ − ℏ ]
(4)

Here, EJ(t) = EJ(R(t)) and RD t D t( ) ( ( ))I J I J I t J, ,= = ⟨Ψ| Ψ⟩∂
∂

are the adiabatic energy of electronic state J and the NAC for
the pair of states I and J, respectively. These properties are our
main interest in this work.
Following the NBRA framework adopted here, nuclear

trajectories are obtained by solving the classical Newtonian
equations of motion for nuclei with forces determined
quantum-mechanically for a single potential energy surface,
which is typically taken to be the ground potential energy
surface:

R
R

R
M t

E
( )

( )0̈ = −
∂

∂α α
α (5)

where Mα is the mass of the nuclear DOF α.
The time-integration of eqs 4 and 5 provides the input to

perform TSH calculations within the NBRA as well as to
compute state tracking, decoherence, and phase corrections. In
particular, our implementation includes the NBRA adaptations
of the FSSH,29 Markov state surface hopping (MSSH),91

global flux surface hopping (GFSH),92 surface hop proposal
algorithms, and a variety of hop acceptance algorithms as
detailed elsewhere.93 Decoherence algorithms such as
decoherence-induced surface hopping (DISH),94 modified
simple decay of mixing (mSDM),93,95 and instantaneous
decoherence at the attempted hops (ID-A)96 are also available.
These schemes are also reviewed in our previous work.93 The
integration of the TD-SE, eq 4, is conducted using a norm-
conserving geometric integrator described in an earlier work.78

2.2. Dynamical Basis and Overlaps. In our formulation,
the dynamical basis is chosen as a linear combination of SDs,
ΦJ = [j0, j1,..,jK − 1], enumerated by the composite indices like J = [j0,
j1,..,jK − 1]:

t t t( ) ( )I
J

M

I J J j j j
0

1

, , ,.., K0 1 1
∑Ψ = Φ

=

−

=[ ]−
(6)

Here, ΦJ = [j0, j1,..,jK − 1] are the SDs:
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which are constructed of K 1-particle spin-orbitals, ψjk(t) =

ϕjk(t)σjk, σjk ∈ [α, β], k = 0, ···, K − 1. The number K is

selected as the number of all distinct 1-particle orbitals needed
to construct all SDs that appear in all dynamical basis
functions. In other words, this number may depend on the
numbers N and M that appear in eqs 1 and 6, respectively. The
underlying spatial and spin functions obey the following
relationships:

t t
t t

s t t
( ) ( )

,

,
,i j

i j

i j
i j i j

,

,
,k l

k l

k l

k l k l

l
m
ooo

n
ooo

ϕ ϕ
δ

σ σ δ⟨ | ′ ⟩ =
= ′

≠ ′
⟨ | ⟩ =

(8)

Here, sik, jl = ⟨ϕik(t)|ϕjl(t′)⟩ is the overlap of the spatial

components of molecular orbitals but taken at different
geometries (as parameterized by the time variable, t), ϕik(t)

and ϕjl(t′), where k, l = 0, ···, K − 1. The overlaps of the kind

eq 8 give the elements of the transition density matrix (TDM),
which is also commonly referred to as the time-overlap matrix.
The TDM is the central property in our calculations, since it
can be used to compute the NACs, and is needed to compute
phase consistency corrections, and to track states’ identity
evolution at trivial crossings.
Note that the ansatz eq 6 is suitable for representing both

the MB/excitonic (configuration interaction/TD-DFT) and
the SP wavefunction. In the latter case, each dynamical basis
function would be taken as a single excited SD. This would be
the case used previously in multiple studies and the one that
we want to evaluate in comparison to the case using the more
accurate excitonic wavefunctions (given by TD-DFT). It is
worth explaining the terminology. Although the single excited
SDs are functions of multiple electrons, the NACs computed
with such functions can be reduced to the couplings between
individual 1-electron functions (orbitals). Thus, these
functions are still regarded as single-particle states, whereas
the superpositions of the type eq 6 are referred to as the MB
states.

NACs in the dynamical basis, RD t( ( ))I J I t J, = ⟨Ψ| Ψ⟩∂
∂

, are

computed numerically via the Hammes−Schiffer−Tully
(HST) approach:97

D t
t t t dt t
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=
+ Δ − * + Δ

Δ (9)

The time overlaps, SI, J(t, t + Δt) = ⟨ΨI(t)|ΨJ(t + Δt)⟩, are
computed via a linear transformation of the time overlaps in
the SD basis:

t t t

T t t t t

T t t

( ) ( )

( ) ( ) ( )

( )

I J

I i i i J j j j, ,.., , ,..,K K0 1 1 0 1 1

⟨Ψ |Ψ + Δ ⟩

= ⟨Φ |Φ + Δ ⟩

+ Δ

+
=[ ] =[ ]− −

(10)

Here, the matrix T contains the TD-DFT amplitudes of all
excited states, as they appear in eq 6:

T t

t t t t
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Here, M is the size of the SD basis used to represent the
excited states, eq 6. In practice, the TD-DFT wavefunctions
can be expressed using a large number of SDs. However, we
allow users to discard terms whose amplitudes are below a
specified threshold. This filtering approach leads to a
significant reduction of M values and hence to faster
computations. The number N indicates the size of the
dynamical basis used in eq 1 and is controlled by the user.
The selection of this number is based on the physical
chemistry of the problemsknowing which states are relevant
to the studied problem. The CI coefficients remaining after the
abovementioned truncation are renormalized before they are
used in the calculations of NACs in eq 9. It is worth
mentioning that the truncation should account for the time
evolution of the CI coefficients. One may encounter
occurrences of the CI coefficients being smaller than the
specified threshold at one point of the trajectory and above it
at another point. In such cases, underlying SD basis functions
are included in the dynamics, so the corresponding terms are
not truncated. An analysis of the CI coefficients is first run
along the precomputed trajectories to determine the basis of
the SD states to be used in the truncation.
The overlap matrix of the SDs is calculated as follows:98,99

S t t t t

s t t s t t

s t t s t t

( , ) ( ) ( )
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K K K K K

K

0 1 1 0 1 1

0 0 0 0 0 1 0 1
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σ σ σ
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=

′ ⟨ | ⟩ ′ ⟨ | ⟩

′ ⟨ | ⟩ ′ ⟨ |
⟩

=[ ] =[ ]− −

− −

− − − − −

−
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(12)

To compute the time overlaps of molecular orbitals, we use a
numerical integration of the “Gaussian cube”100 files, which is a
standard and widely used format for representing the
wavefunctions numerically. The details of our implementation
are discussed in Section 1 of the Supporting Information.
Although an approach based on the processing of large files
such as these could be viewed to be disadvantageous, it allows
for facile switching between different software packages
because the files of this format can be produced by most of
electronic structure codes. In addition, this format is
independent of the way the wavefunctions are represented
internallywhether numerically, in a localized atomic basis,
delocalized plane-wave basis, or any other mixed format. Thus,
the approach adopted here can be readily extended to a variety
of software packages.
Although some packages such as nano-qmflows101 allow

computing the time overlaps of molecular orbitals via
transforming the analogous time overlaps of the atomic
orbitals analytically, one would need to be careful and
knowledgeable about the details of the atomic orbitals used.
Considering the multitude of formats and variations of the
atomic orbital bases, the approach would require some
expertise to be used correctly. Moreover, nano-qmflows is
not applicable to mixed bases, plane waves, or Slater-type
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orbitals, often used in semiempirical methods. In addition,
some packages (e.g., DFTB+71) are known to have difficulties
in computing the time overlaps of atomic orbitals when the
displacements are too small, owing to the way in which the
wavefunctions are constructed. The use of the numerical
“cube” files can potentially mitigate such problems, and their
use in NAD studies warrants attention.
2.3. State Energies. The state energies, EJ(t), entering eq

4 can be computed in one of the two following ways. In the SP
treatment, the SDs are used as the dynamical basis. Following
the earlier prescription,34,78 we approximate the energies of
such states by the sums of the occupied 1-electron orbital
energies, ϵi:

E .I i i i
k

K

i, ,..,
0

1

K k0 1 1
∑= ϵ=[ ]

=

−

−
(13)

A more rigorous computation of the energies of such SD
states would require additional exchange and Coulomb
integrals as well as an evaluation of the exchange-correlation
functional for the excitations considered. In principle, such a
calculation could be done using the ΔSCF methodology,102

but in the present work, we do not consider it. One of the
reasons is because the approach based on eq 13 relies on the
readily available 1-electron properties and therefore has been
widely adopted. Thus, the use of eq 13 is better suited for
assessing the SP approximation used in the NAD of nanoscale
and periodic systems. The computed excited state energies and
NACs for all dynamical basis states are used to construct the
vibronic Hamiltonians at every timestep of the trajectory.
These data are stored on disk for further re-use in NAD
calculations.
2.4. State Tracking. State tracking is of great importance

for NAD simulations to be reliable and reproducible. The
problem of state tracking has long been recognized, and several
prescriptions are available.103−105 Following the earlier works
of Fernandez-Alberti et al.,103 we adapt the “min-cost” (also
known as Munkres−Kuhn (MK) or “Hungarian”) algorithm,
available through the Libra package. Unlike on-the-fly
implementations, such as the one used by Fernandez-Alberti,
where the states’ identity change affects the electron-nuclear
dynamics, state tracking within the NBRA framework can be
done simply by reorganizing the structure of the corresponding
time-overlap matrices. Thus, instead of swapping the state
indices and time-evolved amplitudes, we reorder elements of
the time-overlap matrices to affect how electronic amplitudes
evolve and how surface hops are proposed.
The state reordering algorithm used in this work is

summarized in Scheme 1 and its workflow is further illustrated
in Figures S1 and S2 of the Supporting Information. Here, we
denote the dynamical basis functions that are available directly

from the electronic structure calculations as the “raw”
wavefunctions and label them |Ψ⟩ = (Ψ0, Ψ1, ···, ΨN − 1).
The properly ordered (referred to as the dynamically
consistent) states are marked with the tilde, that is |Ψ̃⟩ =
(Ψ̃0, Ψ̃1, ···, Ψ̃N − 1). The key idea of the state tracking
algorithm is to compute a sequence of permutation matrices,
{P(tn)}, that can be used to recover the dynamically consistent
states (and hence the properties) from the raw ones at any
point in time. In this work, we use the convention that the
permutation matrices reorder the “raw” states such that the
reordered states at any given time tn, |Ψ̃(tn)⟩ = |Ψ(tn)⟩Pn,are
consistent with the ordering of the states in the state vector at
the previous timestep, |Ψ̃(tn − 1)⟩, with |Ψ̃(t0)⟩ = |Ψ(t0)⟩. The
consistency of the ordering is quantified by the cost matrices
defined as Cij(n) = |S′ij(tn, tn + 1)|

2, where S′ij(tn, tn + 1) =
⟨Ψ̃i(tn)|Ψj(tn + 1)⟩ is the modified time-overlap matrix. Note
that the elements of the cost matrix do not depend on the
phases of the wavefunctions and that the variable used to
denote the cost matrix, C, should not be confused with the
variable, c, used in eqs 1 and 4. Thus, the potential phase-
inconsistency problem does not affect this step. This also
means that phase corrections should be performed after the
state reordering.
Finally, once the instantaneous state permutation matrices

are found, they can be used to transform the “raw” time
overlaps of the wavefunctions at adjacent time steps, S(tn,
tn + 1) ≡ ⟨Ψ(tn) | Ψ(tn + 1)⟩, into those between the dynamically
consistent states, S″(tn, tn + 1) ≡ ⟨Ψ̃(tn)|Ψ̃(tn + 1)⟩. The latter
are used to compute the phase corrections as discussed in the
next section, and eventually to compute the NACs as described
in Section 2.2. Furthermore, the time-local permutation
matrices are used to compute the cumulative permutation
matrices that can be used to find out the reordering of the
current “raw” states relative to the original ordering states at
the beginning of the simulation. Further details regarding the
state tracking algorithm, the underlying theory and imple-
mentation, and the used conventions and relationships are
presented in Section 2 of the Supporting Information.
The state tracking algorithm is applied at the level of

dynamical basis functions, which are chosen as either the
individual SDs (for the SP description) or as the TD-DFT
excited states given as superpositions of SDs, eq 6. All the
underlying levels of wavefunctions are considered auxiliary, so
there is no physical meaning in tracking their identities.
As alluded to above, in the context of NBRA calculations,

state tracking is equivalent to reordering of the matrix elements
of the time-overlap matrices, so we also refer to this step as the
state reordering. We clarify that the reordering applies only to
the time-overlaps since they reflect the intrinsic state identities.
The original ordering of the states’ energies obtained from
electronic structure calculations (usually according to the
Aufbau principle) is not changed by our reordering procedure.

2.5. Phase Consistency Correction. Once the states have
been reordered according to their natural identities, the phase
consistency correction106 is applied. Analogous to state
tracking, the phase correction is applied at the level of the
dynamical basis functions. Within the NBRA, it simply means
changing the underlying time-overlap matrices (after the state
reordering is applied). Following a recipe described earlier,106

the phase correction is defined by

Scheme 1. Generic Idea of the State Reordering Algorithm
Used in This Work
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such that the phase corrected wavefunction at tn + 1 is given by

t t F t( ) ( ) ( )i n i n i n1 1 1Ψ = Ψ *
∼

+ + + (15a)

In matrix notation

t t F t( ) ( ) ( )n n n1 1 1|Ψ̃ ⟩ = |Ψ̃ ⟩ *+ + + (15b)

Here, the tilde notation is used to denote the phase-corrected
wavefunctions and those without tilde denote the “raw”,
uncorrected wavefunctions, but those with the state-reordering
applied to them. In this regard, the tilde used here should not
be confused with the tilde used in Section 2.4. Here, Fn + 1 =
F(tn + 1) = diag {Fi(tn + 1)} is a diagonal matrix composed of the
phase correction factors, eq 14, for all states, i = 0, ···, N − 1.
The F matrices defined above contain the cumulative phase
correction factors gained along the given trajectory. In practice,
it is convenient to work with the instantaneous phase
correction factors, which can be computed from the “raw”
time-overlaps (state-tracking-corrected):
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Analogous to the matrix representation of Fn, it is convenient
to introduce the matrix of instantaneous phase correction
factors: f n + 1 = f(tn + 1) = diag {f i(tn + 1)}. Comparing eqs 14
and 16 and considering the transformation eq 15, we can relate
the cumulative and instantaneous phase correction factors (in
matrix representation) as

F fn
k

n

k
0

∏=
= (17)

F f Fn n n1 1=+ + (18)

In practical implementation, we are interested in correcting
the time-overlap matrix, S(tn, tn + 1), and not necessarily the
wavefunctions themselves. The time-overlap matrix with the
phase-corrected states can be computed as

S t t t t F t t F

F S t t F

( , ) ( ) ( ) ( ) ( )

( , )
n n n n n n n n

n n n n

1 1 1 1

1 1

″ ≡ ⟨Ψ̃ |Ψ̃ ⟩ = ⟨Ψ |Ψ ⟩ *

= *
+ + + +

+ + (19)

Note that although the transformations in eq 19 are written in
the matrix form, transformations involving the diagonal
matrices use element-wise multiplications in practice for
efficiency. A pictorial summary of the algorithm is presented
in Figure S3 of the Supporting Information.
2.6. Systems, Computational Details, and Analysis

Procedures. The developed methodology is applied to study
the role of MB effects in the NAD of a low-symmetry (C1)
silicon nanocrystal (NC), Si75H64

107 and the Cd33Se33 magic-
cluster, which is one of the smallest stable CdSe clusters
detected experimentally.108 In the following sections, we refer
to these systems as the Si NC and CdSe NC, respectively. The
geometry optimization, TD-DFT, and AIMD for the NCs are
performed using the CP2K software package.88,89 Relevant

computational details are summarized in Section 4 of the
Supporting Information.
For the NAD, the initial excited states are selected to be

approximately 0.7 eV above the first excited state for the Si NC
and approximately 0.7 to 0.8 eV above the first excited state for
the CdSe NC (the 1P excitation109). For the MB and SP bases,
the initial states are chosen as the excited states whose energies
are within the indicated energy regions. This leads to four
states being selected for each type of calculation. For the hole-
and electron-only bases, three electronic excited states are
considered. These excitation energies are chosen in accordance
with the reported experiments.110−113 We considered eight
geometries along the precomputed nuclear trajectories as
starting points for the NAD, where each considered geometry
is separated by 200 fs of nuclear evolution. For each NAD
simulation, 250 realizations of the stochastic TSH trajectories
are used. Thus, for each type of calculation, the properties of
interest (e.g., populations or energies) are computed based on
averaging or statistical analysis of the overall 2000 trajectories.
As for the TSH algorithms, we consider the FSSH, and two
decoherence schemes: ID-A and mSDM.
The NAD is quantified by fitting a stretched-compressed

exponential function to 1.0 minus the recovery of the
electronic excited states to which the initial electronic
excitation transitions to
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(20)

where β is a fitting parameter that describes the kinetics of the
transition and τ is a fitting parameter to describe the lifetimes
of the dynamics. Equation 20 is used for each of the initial
conditions selected for a given system as described above. Only
the fits that have the R2 factor larger than 0.8 are utilized to
compute the average timescales and the uncertainties/error
bars. The error bars of the reported τ and β parameters are
computed as

Z
s
N

.ε =
(21)

where Z is the confidence interval coefficient, s is the standard
deviation of data, and N is the number of samples (successful
fits, whose R2 values exceed 0.8). Here, we use a Z value of
1.96, which is representative of a confidence interval of 95% for
the error bars.

3. RESULTS AND DISCUSSION
3.1. Electronic Structure at the Single-Particle Level.

The partial density of states computed for the optimized
geometries of the two systems at the PBE level shows sizable
band gaps (Figure 1) of 1.22 and 1.92 eV for CdSe and Si
NCs, respectively. The occupied orbitals (hole states) of the Si
NC have a dominant Si p character, whereas the unoccupied
orbitals (electron states) are represented by a mix of Si p and d
electrons. In CdSe, the hole states are represented by Se p
orbitals and the electron excitation states mix Cd s, p, and d
orbitals and a notable fraction of Se p orbitals.
The band gap of the Si NC is underestimated with respect to

the experimental114 band gap of roughly 2.7 eV for amorphous
quantum dots of a slightly smaller size and is much smaller
than the 3.4 eV band gap of a crystalline silicon quantum dot.
Mavros et al.115 have shown that nanocrystal symmetry is a key
descriptor between crystalline and amorphous hydrogen
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terminated silicon quantum dots. Nanocrystals can be classified
as being crystalline if their structure belongs to symmetry point
groups higher than C1, whereas amorphous Si NC have explicit
C1 point group symmetry. As such, it is appropriate to consider
the Si NC used in this work of explicit C1 point group
symmetry to be amorphous. The band gap of the CdSe NC
(1.22 eV) is in agreement with the one computed at the PBE
level (1.44 eV) by Bokareva et al.,116 although it is significantly
underestimated compared to the one obtained by the same
team using the optimally tuned range-separated hybrid
functional (4.04 eV). Kilina et al.117 reported band gaps
ranging from 2.48 eV at the Hartree−Fock level to 2.80 eV at
the B3LYP/LANL2DZ level for the same stoichiometry of
CdSe NC as used in our present work.
The computed band gaps are on the smaller side in

comparison to other reported results,114−117 which stems from
the well-known deficiency of pure density functionals such as
the PBE118 functional used in this work. Although this problem
could be resolved by employing range-separated hybrid
functionals, such calculations would be out of our computa-
tional power reach, especially as far as the TD-DFT
calculations are concerned. Importantly, the NAD calculations
reported in this work focus on the dynamics of excited states
excluding electron−hole recombination.
The KS orbitals form very dense manifolds of occupied and

unoccupied states (Figure 1c,d). The density of the occupied
orbitals (holes states) is higher than that of the unoccupied
states (electronic excitations) in both systems. Consequently,
we expect that the dynamics of holes (or hole-dominated
dynamics of MB excited states) would be faster than that of
electrons (or electron-dominated excited states). By con-
struction, the KS states are adiabatic and show no trivial
crossings, although the orbitals can get degenerate or nearly
degenerate many times during the dynamics.
3.2. Electronic Structure at the Many-Body Level. The

composition of the TD-DFT excited states is quantified by the
squares of the configuration interaction (CI) coefficients with
which certain excited SD mix in the TD-DFT wavefunctions
(Figure 2). We observe that a single SD excitation dominates

the composition of the lowest excited states in both systems.
Thus, the SP approximation is justified to model the excited
states dynamics at lower excitation energies in these systems,
including electron−hole recombination,119 provided the band
gap is corrected. This is also consistent with the general
expectation of the applicability of the SP picture to such
processes.120 The SP approximation gradually breaks down for
higher excited states, as the weights of the three leading SP
excitations become comparable to each other. The TD-DFT
calculations show that the excited state composition is sensitive
to structural changes in both systems. The snapshots for the
optimized geometry (Figure 2a,b) show a notable fraction of
multiple SDs for low excited states. A thermal averaging over
many such MD snapshots makes the dependencies smoother
(Figure 2c,d) in comparison to the snapshot for the optimized
geometry. The averaged curves follow the scattered area
outlined by the optimized calculation (Figure 2a,b), suggesting
that the excited states may mix in different excited SDs at
different times, depending on the geometry. The comparisons
of the two cases also suggest that the mixing of the SD
excitations at the TD-DFT level at any instant may be stronger
than the averaged plots suggest.
The NACs in the SP picture display a scattered appearance

(Figure 3a,b), unlike in many reported time-domain
simulations,6,79,121−125 where the maximal values of time-
averaged NAC magnitudes appear along the diagonal of such
map plots. We attribute such a structure of the NAC matrices
to the nature of the SD states after they are ordered according
to their energies. In the SP picture, only those SDs that differ
by a single electron excitation are coupled to each other. In a
series of excitations, HOMO-N → LUMO+M, with either N
or M fixed, the nearby energy states differ from each other by 1
electron excitation and are coupled to each other. The
coupling decreases with either N (for fixed M, hole-only
excitations) or M (for fixed N, electron-only excitations)
increasing, leading to the “diagonal”-looking NAC maps with
the NAC magnitudes decreasing as one moves away from the
main diagonal (Supporting Information, Figure S4). In

Figure 1. Orbital-resolved partial density of states (pDOS) for the (a)
Si and (b) CdSe NCs. Time evolution of the KS energy levels for the
(c) Si and (d) CdSe NCs.

Figure 2. Squares of three largest CI coefficients for each of the
excited states computed for the Si (a, c) and CdSe (b, d) NCs at their
optimized geometries (a, b) and their average values obtained from
the MD at 300 K (c, d).
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excitations with a simultaneous variation of N and M values,
the nearby energy states may differ by more than 1 electron
excitation (hence zero NACs) or by distant (weakly
interacting) 1-electron orbitals, leading to small couplings. As
a result, the NAC maps appear scattered in the SP-based basis
of all possible electron−hole excitations (Figure 3a,b). This
special structure of the NAC map can be regarded as a
manifestation of the diabatic nature of the SD states
constructed as mixed electron−hole excitations. At this level
of description of their energies, such states do not have mutual
“repulsion” (interaction) and thus are prone to the trivial
crossing, leading to the scattered structure of the NAC
matrices.
On the contrary, the MB states (given by TD-DFT in this

work) have mutual interaction already encoded into them.
Naturally, the MB states are all well coupled with many other
MB states, across a wide range of energies (Figure 3c,d). Such
pronounced couplings originate from the multideterminantal
nature of the wavefunctions: composed of multiple SDs, the
MB states may become coupled with the strongly coupled SD
states present in each of them. As a result, the voids in the
scatter-like appearance of the NAC matrix in the SP basis are
filled in the MB basis. The use of the dynamical basis functions
taken as SDs with the electron-only or hole-only excitations
leads to the expected diagonal-like structure of the NAC matrix
(Supporting Information, Figure S4), which was observed in
numerous past NAD studies that utilized exactly such
bases,20,35,40,125−130 although the use of the extensive bases
of mixed electron−hole excitations has been reported as
well.131−134 Our present analysis of the NAC matrices (and the
following analysis of the dynamics) suggests that although the
former modeling approaches can be justified, the latter might
need further re-evaluation since they might be missing the
critical interactions of the used “diabatic” states with each
other, although some works addressed this problem by
introducing empirical corrections to the computed energies.134

Finally, it is instructive to compare the NAC magnitudes for
the two systems and for the two types of the electronic

structure treatments. Such comparisons are not straightforward
based only on Figure 3. Thus, we compute the probability
density distribution of NAC magnitudes for all pairs of states
as sampled by our adiabatic trajectories (Figure 4). First, the

probability density of NACs is larger for the Si NCs, as what
follows from the comparison of the probability densities of
larger NACs (e.g., Figure 4b vs e; c vs f). We attribute this
difference to the somewhat higher densities of KS states in the
Si NC system as compared to that in CdSe NC (Figure 1).
Thus, we can expect somewhat faster dynamics in Si NCs than
in CdSe NCs. Second, we observe that the probability densities
of the NACs computed at the MB level of theory are slightly
shifted to larger NAC magnitudes in comparison to those
computed at the SP level. This is true for both systems. Indeed,
the probability densities for small NACs, less than ca. 1 meV,
are higher at the SP level (Figure 4a,d). This is followed by a
noticeable shoulder in the range of 1−3 meV in the MB (blue
lines) treatment of electronic states. Going further, although
the probability of encountering even larger NACs up to 125
meV decreases, the probabilities are notably larger if NACs are
computed using MB states in contrast to those computed using
the SP states (e.g. Figure 4c,f). Thus, we expect that the
inclusion of the MB effects should accelerate the relaxation
dynamics of excited states in both systems.

3.3. Nonadiabatic Dynamics. To test the developed
NAD methodology and tools and to assess the role of MB
effects, we compute the decay dynamics of excited states
chosen to be roughly 0.7−0.8 eV above the first excited state.
Because of the high density of states at this energy range, the
population of each individual state may oscillate for a long time
due to coherences and strong coupling with nearby states.
Such persistent oscillations may not give an adequate
description of the overall process of the excited state energy
relaxation in the considered systems. Thus, we study the
recovery dynamics of the lower excited states, which is
equivalent to the depopulation of all the initial “hot” excited
states, rather than to the depopulation of a single initial state.
Thus, the identity of the initially populated state is virtually
irrelevant, with the only exception discussed below. The
dynamics computed for Si and CdSe NCs with several TSH
approaches is summarized in Figures 5 and 6, respectively. The

Figure 3. Time-averaged NAC magnitudes for the Si (a, c) and CdSe
(b, d) NC systems in the SP (a, b) and MB (c, d) bases.

Figure 4. Probability density (PD) of NAC magnitudes for all pairs of
states sampled over the MD trajectories of both systems: (a, b, c) Si
NC; (d, e, f) CdSe NC. Columns show distributions for distinct
ranges of NAC magnitudes for better visibility. Note that the PDs of
the NAC magnitudes are slightly shifted toward larger values in the
MB basis.
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population recovery time constants are obtained by fitting the
total population of all “hot” excited states to the function eq
20. Such calculations are done separately for each trajectory,
which is defined by the initial conditions (starting geometry
and the starting individual statesee section 2.6) in order to
obtain the error bars for the estimated timescales. The excited
state population evolution along each of such trajectories is
shown as light thinner lines in Figures 5 and 6. Additionally,
the plots of excess excitation energy dissipation are shown in
Figures S5 and S6 in the Supporting Information. The latter

follow qualitatively the trends in the population decay, so our
discussion focuses on the population decay dynamics. The
individual curves may vary quite significantly, depending on
the details of the starting conditions. The variation of the curve
shapes defines the error bars for the computed timescales. We
emphasize that the error bars estimated this way are more
relevant to the experimental uncertainty. Fitting the averaged
populations could lead to mean timescales but would not
produce the error bars (other than the error bars for the fitting
itself). We found that single or biexponential fitting functions

Figure 5. Decay of the total population of all “hot” excited states to the lowest two excited states in the Si NC in the SP and MB dynamical bases:
SP with all electron−hole excitations (red lines, a−c), MB (blue lines, a−c), and SP with electron-only (green lines, d−f) or hole-only (purple lines,
d−f) excitations. Various TSH approaches are used: FSSH (a, d), ID-A (b, e), and mSDM (c, f). The average population for each case is shown in
bold lines, whereas thin lines illustrate the population dynamics for each initial condition (excited state and nuclear trajectory).

Figure 6. Decay of the 1P excitation to 1S excitation in the CdSe NC in the SP and MB dynamical bases: SP with all electron−hole excitations (red
lines, a−c), MB (blue lines, a−c), and SP with electron-only (green lines, d−f) or hole-only (purple lines, d−f) excitations. Various TSH
approaches are used: FSSH (a, d), ID-A (b, e), and mSDM (c, f). The average population for each case is shown in bold lines, whereas thin lines
illustrate the population dynamics for each initial condition (excited state and nuclear trajectory).
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as well as Gaussian fitting alone do not work for all cases, so we
utilized the stretched/compressed exponential function to fit
the population decay curves. The quantitative parameters
describing the dynamics in two systems are summarized in
Table 1.
For both systems, accounting for MB effects leads to a

notable acceleration of the dynamics (Figures 5 and 6). On
average, the population decay becomes 2−4 times faster in
comparison to the dynamics computed using the SP-based
mixed electron−hole excitation basis. The degree of accel-
eration depends on the system (Si vs CdSe) and the
methodology used (FSSH vs ID-A or mSDM). The overall
acceleration of the excited states’ decay in the MB basis is
attributed to larger NACs between such states (Figure 4) as
well as to the structure of the coupling matrix, which favors
more transitions in the MB picture (Figure 3). As such, the
depopulation rates depend on the used basis of excited states.
To analyze this effect alone (without worrying of how it
interplays with decoherence corrections), it is convenient to
consider the FSSH results only. Generally, the density of the
hole states is larger than the density of the electron states,
which is also the case for our systems (Figure 1c,d and also
Figures S7 and S8 of the Supporting Information). Thus, the
“hole-only” excitation basis generally leads to the smallest
timescales for the SP bases (faster dynamics, e.g., 196 fs for Si
and 374 fs for CdSe), at least in the comparison to the
“electron-only” excitation basis (252 fs for Si and 534 fs for
CdSe). This relationship also holds when the decoherence
corrections are introduced with either ID-A or mSDM.
The density of the mixed “electron−hole” excitations may

vary as a function of state energy, and we observe no clear
ordering of the timescales computed in this basis with the
timescales computed in the “electron-only” or “hole-only”
excitation bases. Depending on the system, the timescales
computed in the mixed basis may gravitate toward the
timescales computed in one of the bases. Indeed, the timescale
for the Si NC (344 fs) is closer to those obtained in the
“electron-only” excitation basis, suggesting that the unoccupied
(electron) states may introduce larger-than-usual gaps in the
basis of mixed “electron−hole” excitations and form bottle-
necks in the dynamics (Figures S7 and S8 of the Supporting
Information). On the contrary, the timescale for the CdSe NC
(376 fs) is closer to those obtained with the “hole-only”

excitation basis (374 fs), suggesting that the excited state
relaxation dynamics in CdSe may be dominated by the
dynamics of holes. These trends still hold qualitatively when
decoherence schemes are used, although the differences in the
absolute values of the timescales become more notable.
In most cases, the depopulation dynamics follows a

compressed Gaussian kinetics (β > 2). The values of the β
parameter may be rationalized by the densities of states in the
corresponding bases. A higher density of states favors fast
transitions between states, including those upward in energy.
In the TSH schemes without decoherence, this leads to the
delayed depopulation of the entire band, which in certain cases
may manifest itself via an initial plateau in the initial band’s
population (e.g., Figure 6a). As a result, the larger the density
of states, the stronger the depopulation kinetics is compressed
(the larger the β >2 value). We also observe a general trend
that the dynamics becomes less compressed or even becomes
stretched (β<2) when decoherence corrections are included.
This effect can be interpreted as follows: decoherence forces
the wavefunction to collapse onto the pure quantum states and
suppresses the coherent dynamics. As a result, the multitude of
the possible “re-excitation” (coherent transfer) channels
present in the FSSH dynamics is reduced, leaving only a few
pathways for excited state relaxation remaining, which leads to
smaller β values.
Accounting for decoherence with either the ID-A or mSDM

methods leads to slower excited states decay dynamics, as
generally expected.93 It is worth discussing the observed
differences in the ID-A and mSDM timescales. The former is
only slightly larger than those computed with the FSSH
method. In addition, the β values are consistently smaller in
mSDM than in ID-A. Both observations suggest that the
mSDM method “forces” the wavefunction to collapse more
effectively than the ID-A. We attribute such a difference to the
difference in the events that cause the wavefunction collapse.
In the ID-A, this is the surface hop itself, which occurs with the
rates determined by the original FSSH method. Thus, the
coherences may be preserved for a longer time than needed. In
the mSDM method, the wavefunction collapses are determined
by the pure dephasing time for the pair of states involved in the
transition. The timescales are relatively short (typically on the
order of 10 fs); thus, the coherences are eliminated with the

Table 1. Excited States Population Decay Time Constants, τ (fs), and the Exponential Stretch/Compression Parameters, β
(Unitless), Used in the Fitting Function Eq. 20a

FSSH ID-A mSDM

Si75H64 (∼1.4 nm) τ β τ β τ β

experiment (0.4−1.0 eV) (495−880 fs, 3.4−7.3 nm),111 (600 fs, 2−4 nm),112 and (380−610 fs, 4 nm)135

MB ∼0.7 eV 125 ± 19 2.11 ± 0.27 164 ± 24 1.75 ± 0.13 261 ± 43 2.02 ± 0.37
SP, mixed electron−hole ∼0.7 eV 344 ± 33 2.52 ± 0.24 399 ± 38 2.28 ± 0.19 836 ± 90 2.02 ± 0.18
SP, electron only ∼0.7 eV 252 ± 19 2.03 ± 0.17 293 ± 20 1.76 ± 0.11 700 ± 58 1.56 ± 0.13
SP, hole only ∼0.7 eV 196 ± 13 2.43 ± 0.25 231 ± 14 2.10 ± 0.12 557 ± 41 1.52 ± 0.09

FSSH ID-A mSDM

Cd33Se33 (∼1.3 nm) τ β τ β τ β

experiment (0.3−0.8 eV) (300 fs, 2−5.6 nm),113 (200−530 fs, 2.3−4.1 nm),136 (<1 ps 0.8−1.4 nm),137 and (220 fs, 4.2 nm)138

MB 1P → 1S 220 ± 34 2.70 ± 0.67 307 ± 44 2.23 ± 0.46 513 ± 85 2.12 ± 0.40
SP, mixed electron−hole 1P → 1S 376 ± 45 3.41 ± 0.65 421 ± 53 3.15 ± 0.64 761 ± 144 2.56 ± 0.64
SP, electron only 1P → 1S 534 ± 54 2.32 ± 0.85 644 ± 52 1.68 ± 0.28 1291 ± 107 1.37 ± 0.15
SP, hole only 1P → 1S 374 ± 27 2.88 ± 0.37 480 ± 33 2.27 ± 0.18 770 ± 83 2.18 ± 0.23

aApproximate diameters of the NCs are given in parentheses.
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mSDM more efficiently than by ID-A, leading to smaller β
values.
For Si NCs, the timescales computed using MB (Figure 5a−

c) and SP (Figure 5d−f) excited states are both consistent with
the results of previous computational studies that reported the
timescales in the range from 180 to 400 fs.5,42 Experimental
measurements suggest that hot carriers in Si NCs relax on
timescales of 380−880 fs.111,112,135 Regarding the mSDM
decoherence scheme as the most advanced / accurate, we find
that the NAD with SP-based excited states (in any basis) yields
the timescales in the range of 557−836 fs, in an apparent
agreement with the experiments.111,112,135 The decay dynamics
with MB-based excitations are still faster than experimental
results despite the decoherence corrections being accounted
for. Furthermore, considering the role of the size of NCs, one
can further find reasons for the difference between experiment
and theory. Namely, the Si NC used in our simulations has a
diameter of roughly 1.4 nm, whereas the experimentally
reported clusters range from 2 to 7.3 nm in diameter. The
experiment of Bergren et al.111 suggests that the relaxation
timescales decrease as the size of Si NCs increases. Thus, the
experimental timescales shown in Table 1 shall be regarded as
the lower bound to the true values one can expect in
computations with smaller Si NCs such as ours.
We attribute the above discrepancy in the timescales to the

quality of the electronic structure calculations. Since the
present work relies on the energies derived from a pure density
functional (PBE), the energy gaps may be somewhat
underestimated, leading to a slight overestimation of NACs.
We anticipate that using the MB basis computed with hybrid
density functionals (especially the range-separated ones) could
introduce additional electronic exchange terms for more
distant KS orbitals. We expect that such terms would decrease
the magnitude of NACs (as was already demonstrated in the
past at the SP level)118 and hence would decrease the
relaxation rates, shifting the reported timescales toward larger
values. Under such circumstances, the timescales obtained at
the MB level would come into better agreement with the
experiment, whereas the SP-based timescales would become
overestimated. Other parameters such as surface capping
ligands, surface defects, solvent effects, differences in system
sizes, and/or using different dynamical procedures may affect
the computed NAD and may need to be accounted for before
one relates these timescales to what the experiment yields.
Unfortunately, calculations involving larger NC models and
the use of hybrid exchange-correlation functionals (especially
within TD-DFT) are still computationally demanding and
remain an important subject of future studies.
For the CdSe NC, both the MB (Figure 6a−c) and the SP

(Figure 6d−f) treatments of the excited states yield subpico-
second timescales. These numbers are consistent with the
time-resolved measurements of Klimov,113,136,137 Singhal,112

and others138 suggesting 200−530 fs timescales. The time-
scales obtained with the FSSH and ID-A methods all fall nicely
within the range of the experimentally-determined time
constants, with only slight deviations for the “electron-only”
excitation basis. The use of MB states instead of SP states does
not significantly affect the qualitative trends and the numerical
values of the computed parameters. However, when the
mSDM methodology is used, the difference between the
results obtained using MB vs SP states is more notable. In this
case, the use of MB excited states leads to timescales that are in
good agreement (513 ± 85 fs) with respect to the upper bound

of the experimentally reported values (530 fs). The SP
description of excited states (all bases) leads to timescales that
are overestimated with respect to the experimental references
by nearly 2 times or more. As alluded to earlier, we believe the
mSDM scheme may be more reliable way of handling
decoherence, since the use of this scheme reduces the β
parameter to a greater extent than ID-A. At the same time, the
FSSH results should be taken with a grain of salt, since the
methodology does not account for electronic decoherence by
its construction. Thus, we tend to regard the mSDM results as
the most suitable for a direct comparison with experiments.
Having discussed the timescales obtained, it is worth

pointing out that the current agreement with the experiment
is still partially achieved via a cancellation of errors. As we
alluded to in the discussion of the Si NC timescales, the use of
hybrid density functionals may increase the gaps between
excited states, decrease the corresponding NACs, and slow
down the dynamics. However, such effects would likely be
balanced if spin−orbit coupling (SOC) is included. As
suggested in an earlier study, the inclusion of SOC may
greatly accelerate the nonradiative decay dynamics of excited
states.139 Thus, the net effect of not including SOC and a
hybrid functional in the calculations may be similar to
including both of them. Thus, the use of MB wavefunctions
could still be beneficial in comparison to using their SP-based
counterparts, bringing the computed timescales in closer
agreement with the experiment.
As mentioned in the discussion of the Si NC timescales,

accounting for the effects of the NC size and morphology may
be important in making a balanced comparison. The size of the
CdSe NC considered herein is roughly 1.3 nm in diameter,
within the 0.8−5.6 nm diameter range accessible in the
experiments. Thus, the theory−experiment comparison is quite
reasonable in this regard. Finally, we also note that although
the timescales computed with the SP excited states are
overestimated in comparison to the experimentally reported
times, they are consistent with the roughly 1 ps timescales
reported by previous computational studies conducted also at
the SP level.91,140−142

As our calculations for both Si and CdSe NCs suggest, the
dynamics in the special “electron-only” or “hole-only”
excitation bases may be more similar to the dynamics in the
MB basis than it is in the SP-based mixed “electron−hole”
excitation basis. At this point, we believe this agreement may
likely be a numerical coincidence rather than a systematic
trend, and it is sensitive to the type of system used as well as to
the dynamical methodology (FSSH or other TSH schemes).
Considering that the mixed “electron−hole” excitation basis is
more complete than any of the more specialized “electron-
only” or “hole-only” excitation bases, one could expect the
mixed excitation basis to yield a better agreement with the MB-
based dynamics. The better performance of the specialized
bases is then attributed to the difference in the structure of the
NAC matrices between the two types of bases. In the electron-
only and hole-only bases, nearby states are coupled to each
other, leading to a diagonal-looking structure of the NAC
matrix. This situation holds qualitatively in the MB basis as
well, although the more distant excitations can be coupled too
due to a mixing of the Slater-determinant excitations in the
TD-DFT wavefunctions. However, the structure of the NAC
matrix remains diagonally dominated. In the mixed electron−
hole excitation basis, the energy ordering of excited states
makes the coupling matrix appear scattered. The energetically
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close states (coupled both in the MB basis and in the SP-based
specialized bases) may become decoupled, whereas energeti-
cally distant states may be coupled. As a consequence, the
dynamics in the mixed electron−hole excitation basis may
become notably different from that in other bases. Having said
that, we do not expect the specialized “electron-only” and
“hole-only” excitation bases to yield a good agreement with the
MB-based dynamics systematically. However, we believe a
variety of the previously reported studies that relied on a SP
description of the excited states in which the specialized
“electron-only” or “hole-only” were utilized and reported to be
in good agreement with the experimental data, might have
been fortunate to take advantage of the NAC matrix structure
effect described above.
3.4. Performance Analysis. To provide an estimate of the

computational efficiency of the developed protocol, we
summarize the computational times for key components of
the calculations, namely, for performing KS-DFT and linear-
response TD-DFT calculations, processing the generated cube
files, and computing the time overlaps (Table 2). Our

benchmarks show that the linear-response TD-DFT calcu-
lations constitute the most time-consuming part of the
workflow. The KS-DFT calculations are an order of magnitude
faster than the linear-response TD-DFT calculations for both
systems. Both types of calculations are standard components of
the CP2K package, so these tests are primarily meant to
provide an estimate of the time required to study comparable
systems by an interested user and do not reflect the efficiency
of our new workflow. Our scalability tests demonstrate a
reasonable scaling of the electronic structure calculation part
up to 16 processors for the CdSe NC and up to 32 CPUs for
the Si NC.
The reading of the “cube” files and the time-overlap

calculations based on processing these “cube” files can
constitute 20−50% of the KS-DFT time, which may be a
sizable overhead if one chooses to stay at the SP description of
the excited states, but is only a negligible fraction of the TD-
DFT costs, if one wishes to go beyond the SP picture. The
sizable timings of the “cube” file processing originate from the
need to process many such files (50 in these tests). As
mentioned above, the “cube” files are read utilizing the
multiprocessing features of the corresponding Python libraries.
We observe that the reading of the “cube” files is indeed
notably accelerated by the use of the multiprocessing Python

library and reasonably scales up to 16 CPUs. We attribute the
scalability limits to the size of the systems studied considering
that even larger systems will naturally increase the computing
times. Therefore, the use of parallelization will be more critical,
and one may achieve a better scalability. At this point, the
computation of the time-overlaps via a numerical integration
procedure does not scale well and is limited to a single CPU
efficiency. The scalability of this step will be addressed in the
future releases and updates of the current code.

4. SUMMARY AND CONCLUSIONS

In this work, we present a new computational scheme that can
account for MB effects when modeling NAD in nanoscale and
condensed matter systems. The approach is available as part of
the open-source modular Libra software package, v4.9.1.143

The developed dynamical scheme can be used with any
electronic structure code that can produce the “cube” files and
export the excited Slater determinant amplitudes in the CI
superposition describing excited states. Our current version
uses LR-TD-DFT wavefunctions as computed via the CP2K
package but can be easily used with other electronic structure
methods and codes. Presently, working interfaces with the
DFTB+ and Gaussian codes are available and their applications
will be documented in the future.
We find that the use of MB wavefunctions qualitatively

changes the structure of the NAC matrices in comparison to
those obtained at the SP level. At the MB level, the
energetically distant states may be strongly coupled to each
other due to the strong coupling of the underlying SDs present
in the MB wavefunctions. At the SP level, the energetically
distant states may be coupled, whereas the adjacent states may
remain uncoupled. The structure of the coupling matrix in the
SP excitation basis is attributed to the diabatic character of the
corresponding SD states and the neglect of interaction between
them, which enables frequent trivial crossings of such states.
On average, the NACs in the MB basis are shifted toward
larger magnitudes than those computed in the corresponding
SP-based electron−hole excitation basis.
We demonstrate the utility of our computational approach

by modeling the phonon-assisted excited states relaxation
dynamics in Si and CdSe NCs at both the MB and SP
descriptions of excited electronic states. Generally, the use of
the MB states accelerates the NAD in comparison to the
dynamics computed in the extensive basis of single-
determinantal “mixed electron−hole” excitations. The relaxa-
tion of hot carriers in the Si NC repopulates two lowest excited
states within 125 (FSSH), 164 (ID-A), and 261 (mSDM) fs at
the MB level as opposed to 344 (FSSH), 399 (ID-A), and 836
(mSDM) fs at the SP level. The timescales computed with
both MB and SP approaches are in agreement with the sub-
picosecond high-energy excited state relaxation time for Si NC
reported experimentally.111,112,135 For the CdSe NC, the use of
MB states leads to 220 (FSSH), 307 (ID-A), and 513
(mSDM) fs timescales as opposed to 376 (FSSH), 421 (ID-A),
and 761 (mSDM) fs at the SP level, bringing the computed
timescales in excellent agreement with the available exper-
imental data of ca. 200−530 fs.113,136−138 For both systems,
the MB treatment of excited states consistently predicts faster
relaxation than the SP approach does. Whereas this effect is
less straightforward to interpret for Si NCs, the use of MB
excited states in CdSe does help obtain a better agreement of
computed timescales with those reported experimentally. The

Table 2. Performance Assessment of the Developed
Computational Workflowa

system Info
Cd33Se33; TD-DFT

states = 30; KS orbitals = 50
Si75H64; TD-DFT states = 50;

KS orbitals = 50

number of
CPUs

4 16 32 4 16 32

KS-SCF 116.6 49.7 45.1 276.4 124.6 70.7
TD-DFPT 2118.9 885 818 7903 3619.9 1978.8
“cube”
reading

13.35 4.42 4.83 26.32 8.6 6.2

“cube”
overlap

10.56 10.93 15.29 27.75 27.25 29.99

aTimes are given in seconds and correspond to single-point
calculations (one integration timestep). Computations are done
using an Intel(R) Xeon(R) Gold 6130 CPU @ 2.10GHz - 32 core/
node machine. Timings for “cube” file processing (reading and
overlap computations) are computed as the timings to handle 50 files.
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detailed input, outputs, and other data files for such
calculations are available via Zenodo.144

Based on the analysis of the dynamics computed with
different types of dynamical bases, we conclude that the SP
approximation should be used with care, especially if one
considers an exhaustive basis of all “electron−hole” excitations.
In such a basis, the transitions pathways determined by the
hole and electron dynamics would be put on equal footing. In
reality (e.g., coming from the analysis of the SD amplitudes in
the MB excited states), the contributions of electron vs hole
transitions may vary depending on the identities of the
considered excited states. Consequently, if the MB states are
composed of excitations into a variety of unoccupied electronic
states from a limited number of occupied states, the use of an
“electron-only” excitation basis may be justified. Analogous
logic holds to justify the use of a “hole-only basis”. In fact, our
present calculations support the idea that the excited state
dynamics in the CdSe NC is dominated by the hole dynamics
and such a “hole-only” excitation basis might be the most
appropriate. For both scenarios described above, the use of a
dynamical basis that includes multiple “electron−hole”
excitation states would be unjustified since the resulting
dynamics would reflect the evolution of single-particle
excitations that may not be present in the true MB states.
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