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Abstract—Many research efforts recently have aimed at un-
derstanding the phenomenon of fake news, including recognizing
their common features and patterns, leading to several fake news
detection models based on machine learning. Yet, the real distinct
strength of those models remains uncertain: some perform well
only with particular data, but others are more general. Most of
the models classified the fake news as a black-box without giving
any explanations to users. In this work, therefore, we conduct an
exploratory investigation that evaluates and interprets fake new
detection models, including looking into which important features
that contribute to the models’ prediction from the explainable
machine learning perspective. This give us some insights on how
the detection models work and their trustworthiness.

Index Terms—Fake news; explainable machine learning; social
network

I. INTRODUCTION

More than a decade after their development, social media
systems have dramatically changed the way people commu-
nicate and interact online, bringing forth an entire unused
application stream and reshaping current data environments
[1]. In specific, social media platforms have fundamentally
changed the direction on how news are distributed, dispersed,
and devoured in our community. However, these modifications
have begun genuine data war in recent years, boosting drives
for misinformation and fake news, diminishing the validity of
news venues in these ecosystems [2], and possibly influencing
readers’ on the risky matters for our community [3], [4].

To battle this, a huge effort on automatically detecting fake
news based on machine learning (ML) methods has been
investigated intensively [5]-[10]. Generally, a key method of
these detection models is to train an ML based model such that
it can classify/predict a news as fake or real with high accu-
racy, which in turns helps fact-checkers to distinguish articles
that are deserved to be further examined [11], [12]. Despite
the overwhelming significance of the current researches in this
area, the true accuracy level of these models (not tested with
the similar distribution data that were used for training) is not
confirmed and why the model made such a classification is
remained as a black-box to users and fact-checkers. Therefore,
the usefulness and trustworthy of these fake news detection
models are questionable.

Findings. In this paper, we evaluate three representative
fake news detection models, namely DEFEND [5], HDSF
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[7], and TCNN-URG [6]. To understand the classification
reasons of these three detection models, we use model-agnostic
explainers, a recent research direction in explainable machine
learning, which can explain how the classification was made.
Our investigation reveals a significant impact of understand-
ing models’ predictions with the explanation for fake news
detection, summarized as follows.

e Our investigation on the global and local features of
efficient fake news detection models reveals unnecessary
and incomprehensible features that diminish a human
confidence in the detection models.

o Our human subjective experiment shows that the expla-
nation on fake news detection models may weaken the
public trust in these models regardless their performance
accuracy.

e We found that understanding the trade-off, in many
respects, between trusting an explanation or accuracy of
a model is crucial if action is planned on the basis of the
model’s prediction.

Organization. The remainder of the paper is structured
as follows. Section II presents the background, involving
related works and an overall picture of the common fake news
detection models. Experiment setup is introduced in section
IIT then the analysis and discussion of our findings and their
implications are presented. Finally, section IV concludes our
paper with some discussion on the future direction.

II. BACKGROUND AND EVALUATED MODELS
A. Fake News Detection

In general, the spread of fake news on social media is linked
to a number of factors, such as information content and user
behaviour. Thus, we categorize current fake new detection
models using their key input sources as: models concentrating
only on news content and models that utilize both the news
content and comments [2]. Those input sources are derived as
textual and visual bases.

Approaches that focus only on news content include: 1)
Knowledge-based methods: the use of external sources, such
as experts to examine the statements made in the news
content [13]. 2) Style-based methods: extracting distorted and
misleading information in writing style, such as craftiness [2].
3) Discourse-level-based methods: constructing a hierarchical



discourse-level structure for news stories in a data-driven and
automated manner [7]. In addition to news content, the social
context of news articles, such as social engagement, provides
rich knowledge to help detect fake news. The features in social
context primarily express users’ social comments and news
content [13].

For a fair comparison, we choose to analyze in depth three
detection models from both categories: DEFEND [5], HDSF
[7], and TCNN-URG [6]. A brief summary of these models
is provided as follows.

« DEFEND: an interpretable fake news detection tool
that can utilize both posts and user feedback to collect
interpretable top-k check-worthy sentences along with
user feedback for identifying fake news.

o HDSF: learns a discourse-level structure for fake/real
news content in an automated and data-driven manner.

o« TCNN-URG: TCNN extracts semantic data from news
content by representing it at the word and sentence level,
and URG learns a generative model of user comments to
news content from historical user comments which it can
use to produce comments to news articles.

DEFEND is the state-of-the-art detection model that has
some self-explanation on its prediction, whereas HDSF uti-
lizes the content’s structure to detect fake news. TCNN-URG
combines both news contents and user comments features to
identify the fake news. Therefore, these three models can well
represent the best fake news detection in the literature.

B. Explainable Machine Learning

Regardless ubiquitous adoption, fake news detection mod-
els still remain as black-boxes to users. Nonetheless, when
evaluating confidence, knowing the reasons behind predictions
is very important. Such interpretation provides insights to
understand the model, which can be used to gain trust and
build a more reliable model [14], [15].

ML explainers can be divided into two groups: post-hoc ex-
plainability and intrinsic explainability [5]. Post-hoc achieves
interpretability to evaluate the model using different statistical
techniques for understanding the model’s behaviors [16]-[18].
In contrast, intrinsic explainability is accomplished by limiting
the complexity of the machine-learning model [5], [19].

As mentioned earlier, to analyze the trustworthiness of the
above three detection models, we delve into the behaviors
of these models. In particular, we use ML explainers to
understand the reasons why these three models made such pre-
dictions. We select three well-known explainers, Captum [20]
is the state-of-art interpretable model that build on PyTorch,
SHAP [15] leverages game theory methods to reverse engineer
any predictive algorithm ’s output globally, and LIME which
concentrates on explaining individual predictions of models
[14]. These explainers are summarized as follows.

o LIME: explains in an interpretable and faithful manner
the predictions of any classifier, by approximating an
interpretable model locally around the prediction.

o Captum: consists mainly of primary-based and layer-
based attribution. Primary-based attribution investigates

one single input feature at time of a model, whereas
layer-based attribution concentrates in each neuron in a
provided layer. In this paper, we focus on primary-based
attribution, which use integrated gradients to identifies
global model behavior such as features weights.

o SHAP: a theoretical framework that generalizes LIME to
clarify any machine learning model ’s results.

H Platform PolitiFact H
# Users 81,745
# Comments 105,034
# Candidate news 1084
# Fake news 443
# True news 641

TABLE I: The statistics of PolotiFact dataset

III. MODEL ANALYSIS

This section provides our evaluation on DEFEND, TCNN-
URG, and HSFD by using Captum, SHAP, and LIME, which
return the top most important features to the models’ predic-
tions. By observing these explanations along with the weight
features, we can evaluate the trustworthiness of the models. In
particular, we aim to answer the following questions:

e Q1: How robust are the real/fake features that contribute
to the models’ classification?

e Q2: Does the interpreted outcome reflect the predicted
result in term of the most contributed features?

e Q3: Which fake news detection model is more desirable
to trust? The one with the high accuracy percentage? Or
the well explained model?

This section starts with our experimental setup, then a brief
re-examination on the performance of DEFEND, TCNN-URG,
and HSFD. Next, we discuss in depth our results on using
the explainers to evaluate these three models, together with
the human subjective testing on the trustworthiness of the
detection models.

A. Dataset

We employed one of the holistic fake news detection
benchmark dataset called FakeNewsNet [2]. The dataset is
obtained from a platform called PolitiFact. It contains 81K
users and news articles (105K comments) with their labels
and social context data. News articles include the media
meta characteristics such as document body and user media
contributions to the articles. Note that we maintain news
articles with 2 comments or more. Table I displays detailed
statistics of the dataset.

B. Evaluation metrics

Because of the unbalanced dataset, we use the following
metrics to re-examine the performance of the three detection
models in terms of accuracy, precision, recall, and F1 score. It
has been proven that these metrics work well on unbalanced
dataset [S]-[7].

Accuracy. The ratio of correctly predicted observations to
the total observations.



Precision. The ratio of correctly predicted positive obser-
vations to the total predicted positive observations.

Recall. The ratio of correctly predicted positive observations
to the all observations in actual class.

F1 score. The weighted average of Precision and Recall.

C. Fake News Detection Performance

Before explaining the reasons behind predictions of each
detection model, we first evaluate their performance on our
selected dataset using the above metrics. We arbitrarily select
77% of the news for training and the remaining 23% for
testing. The results are shown in Table II.

Dataset Metric DEFEND | HDSF | TCNN-URG
Accuracy | 0.82 0.74 0.80
Politifact Precision | 0.79 0.69 0.80
Recall 0.81 0.70 0.79
F1 0.80 0.72 0.78

TABLE II: Performance comparison for fake news detection

As shown in Table II, HRSF performs the worst in com-
parison with the other two methods. This indicates that HRSF,
based on only new content, was not able to catch the syntactic
and semantic efficiently through hierarchical attention neural
networks in posts to differentiate fake and real news.

On the other hand, for the methods that combine the use
of posts and user comments, DEFEND and TCNN-URG, we
see that DEFEND outperforms TCNN-URG. This implies
that features extracted from posts and corresponding user
comments in DEFEND have additional details such as extract-
ing features that have most impact on the model prediction,
thereby increasing its detection efficiency.

Overall, methods based on both posts and user comments
such as DEFEND and TCNN-URG are more preferable. In ad-
dition, we can see that DEFEND consistently performs better
than TCNN-URG and HSDF in terms of all evaluation metrics

Content Words | Weights | Comments words | Weights
content .9345 trump 7

old 74428 fakenews 722
gallup .564 Knox .603

it’s 584 wood .60
remembered .6023 tweet 43887
end 57 you're 354
I'm 547 msnbc 227

TABLE III: The global interpretation of DEFEND model using
Captum explainer for top 7 contributed words.

Content Words Weights
of .90
2016 .85

ohio 713
incrdiabily .697
thank .695
training .694
lowering 734

TABLE IV: The global interpretation of HDSF model using Captum
explainer for top 7 contributed words.

on the PolitiFact dataset. For instance, DEFEND accomplishes
an average relative improvement of 2.0% comparing with
TCNN-URG in terms of accuracy and F1 score.

D. Understanding Global Behaviors using SHAP and Captum

Our first goal is to understand and explain the global behav-
iors of DEFEND, HRSF, and TCNN-URG by using SHAP and
Captum. The SHAP values illustrate how much each predictor
contributes to the target label, whether positively or negatively.
In contrast, the Captum algorithm produces contribution scores
which, in descending order, list the most important features
[20]. In this set of experiments, we select the top 100 features
and average their SHAP values to analyze both positive and
negative predictions that affect the three detection models
decision.

We first observe the distinct contribution gaps between
negative and positive prediction as the bigger the gap, the more
trustworthy a model is, as shown in Figure 1. The x-axis shows
the features in the increasing order of their important score in
negative prediction and the y-axis shows the important score.
As can be seen in Figures la and 1b for DEFEND and HDSF,
we observe a distinct set of features contributing significantly
to negative predictions (features 90 to 100). In this case, we
can interpret that the models make a negative prediction by
observing the occurrence of these features and make positive
prediction by not seeing those features (not by observing some
other features). On the other hand, from Figure 1c for TCNN-
URG, since most features as low score in negative prediction,
we can infer that the model relies on the occurrences of some
features to decide the positive predictions.

We next analyze the top extracted meaningful words using
Captum algorithm, presented in Tables III and IV. The result
depicts the top seven used words by the models that assist
in detecting fake news, where the weights evaluate the con-
tribution of each input feature to the output of the model.
The higher the weight, the more important the feature is.
For DEFEND model, the highest captured Captum weights
in the contents in Table III represent by the word content,
whereas the rest of words’” weights represent approximately an
average with 0.64 per word. Although importance, however,
we observe that some of those words in Table III do not carry
much meaning, such as “it’s”, “gallup”, and “I’'m”. This may
not give insights to understand the reason behind the model
prediction to classify certain news as fake. For instance, in
the sentence “I’m the most humble man in the world,” the
feature “I'm” will not have much meaningful contribution to
the prediction.

Similar behavior can be concluded for HDSF as shown
in Table IV. HDSF successfully captures meaningful words
that support the classifier to make the correct prediction to
some extent. However, some meaningless words are shown
such as “of”. On the other hand, the TCNN-URG model
uses document embedding to effectively capture rich semantic
information and text characteristics from not only short, but
also long posts. However, the non-invertible embedding used
in the model makes it more difficult to interpret using Captum.
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Fig. 1: The analysis of global behaviors for DEFEND, HDSF and TCNN-URG models using SHAP explainer.

Text with highlighted words

Iaura L a conservauve mvesu ative journalist, is ERAFGIAG “auntie” maxlne for assault, Gififig WALrS hit her hand and swatted her
w L a conservanve mvesu ative |ourna||st is eharging “auntie” maxlne for assault, Waters hit her
hand and swaned her wlth confromed by loomer to privately i her
‘s camera and swaned wlth her - watch:after me vowed to hold the

Ieft accoumanle 'Dr meur hypocritical actions.

hted words

Text with hi ﬂhl
certainly hope is threatening physical harm then 8 should be slap ol wrist instead lets hope §6 huh

(a) LIME interpretation of content with its corresponding comment using
DEFEND

Text with highlighted words

laura loomer, IW o 5 her hand and swatted her

face with office papers. g . Giting Waters it her
hand and swatted her face with office papers. squirmed as she was confronted by and requested to meet privately in her
office. Waters swiped at [oomer's camera and swatted with her office papers.watch:after the incident, [66mer vowed to hold the
left accountable fof their hypocritical actions.

(b) LIME interpretation of content using HDSF.

Text wnh h| hlighted words

laira loomer journalist, i§ charging “aliftie” -assault citiny watsrs her hand &Ad her
face ofﬂcs loomer, journalist, I§ charging “alintie’ i assault, citing waters i her
hand her face With office . waters she was confronted by loomer and requested to meet privately in her

office. waters swiped at loomer’s camera loomer her office papers.watch:after the incident, loomer vowed to hold the
left accountable for their hypocritical actions.

Text with hi ﬂhl hted words
certainly hope threatening physical hiarm then She should be slap on wrist instead lets Aope 86 huh

(c) LIME interpretation of content with its corresponding comment using
TCNN-URG

Fig. 2: The local interpretation for DEFEND, HDSF and TCNN-URG
models using LIME explainer for one real news prediction.

Fig. 3: Evaluation of top 100 interpretable words for DEFEND (black
color) and HDSF (gray color).

To better understand the impact of key features, we extract
the top 100 captured words for correct predictions and then
eliminate meaningless words. As can be seen in Figure 3
DEFEND outperforms HDSF in term of extracted meaningful
words by approximately 7.5%.

Overall, TCNN-URG has more distinct contribution gaps

photo of & B kayak from issue of africa geographic.. commenters on redit, [l i ph: to have
similarities between i two sharks (note fii small circular shadow just ]

originated, this and

belly. Jsome sites have since Jtheir error.
Text with highlighted words
holy moly! 8 (fake) picture of § SHaK SWifming on § BUSHS fig8 street! (reddit)that’§ because it is.google “SiiK,”

(a) LIME interpretation of content with its corresponding comment using
DEFEND

photo of a shark stalking a kayak from a 2005 issue of africa geographic.. commenters on f&@if, where the photo seems to have
originated, quickly noted this and the very real similarities between the two sharks (note the small BifGUla shadow just below the shark’s
belly. )some sites have since f@alizéd their error.

(b) LIME interpretation of content using HDSF.

photo of a shark stalking a kayak from a 2005 issue of africa geographic.. commenters on f@ddif, where the photo seems to have
originated, noted this and the very real similarities between the two sharks (note the small circular shadow just below the shark’s
belly. jsome sites have since realized their error.

Text with highlighted words
holy moly! a (fake) of a shark swimming on a puerto [i88 Stféet! (féddifjthat’s because it is.google “shark,”

(c) LIME interpretation of content with its corresponding comment using
TCNN-URG

Fig. 4: The local interpretation for DEFEND, HDSF and TCNN-URG
models using LIME explainer for one correct fake news prediction.

other than DEFEND and HDSF, whereas DEFEND, in terms
of interpretability step, beats TCNN-URG and slightly HDSF.
HDSF also effectively describes features better than TCNN-
URG, which, due to non-invertible embedding used in the
model, does not interpret any features.

E. Understanding Local Behaviors using LIME

To better visualize and understand the local behaviors of
the three evaluated detection models, we randomly select one
real news and one fake news from the PolotiFact dataset.
The detection models successfully classify these two news as
real news and fake news, accordingly. We next use LIME to
highlight the top 15 features that contribute the most to the
models’ predictions. The results are depicted in Figures 2 (for
the real news sample) and 4 (for the fake news sample).

As can be seen in Figures 2a, 2b, and 2c, DEFEND, HDSF,
and TCNN-URG in general have captured the key related
features. However, among these top 15 features, there are still
some less meaningful words. More specifically, DEFEND, us-
ing its co-attention layer, aims to capture the important features
among the content and comment [5]. In our real news sample,
DEFEND has relied its decision on the important feature
words such as “loomer” and “requested”. Unfortunately, it also
highlights “was”, “by”, and “in.” Likewise, the word “hope



s0” in the associated comment of the news is also captured
as one of the most important features. Note that the provided
explanation in Figure 2a shows that highlighted words do not
capture the main related features between the content and the
comment.

Similarly, Figure 2b shows that HDSF is able to capture the
hierarchical discourse-level structure to some extents by high-
lighting the following parts “Laura, loomer er, a consecutive
investigative journalist, is charging “auntie” for assault, citing
water hit”, but it does not explain well the whole structure by
misidentifying the other part of the content which related the
highlighted sentence such as “she was confronted by loomer”.
As a consequence, the structure-related properties of HDSF
framework break down the major structural discrepancies
between false and real news [7].

As shown in 2¢, TCNN-URG has a slightly better perfor-
mance in the explainable perspective. The top part of Figure
2c reflect the TCNN content level while the bottom part is the
URG level. As noted, the words “consecutive”, “investigative”,
and “swatted” are the most supportive. Additionally, the URG
level shows that the comment is related to the article, and
it supports the claim that “lura has to punished.” Taking a
closer look, we notice that the words “treating” and “harm” are
captured and assist the model to predict the right prediction.
Unfortunately, it also captures pointless words “so”.

On the other hand, Figures 4a, 4b and 4c illustrate the top
captured features by LIME that help correctly identify the
fake news sample (highlighted in blue). Similar to what we
have observed earlier, DEFEND partially is able to detect key
important features such the word “shark”, but it also captures
less meaningful words. HDSF behaves the worst as can be seen
in Figure 4b. There are several light blue highlighted words,
indicating that the words are important, but their weight are
negligible. This explanation may mislead users. TCNN-URG,
again, performs the best in term of explanation. It extracts the
main key features between the content and the comment as
shown in Figure 4c.

F. Understanding False Positive Behaviors

Up to now, we see that DEFEND outperforms the other two
models in terms of accuracy, F1 score and recall. Also, Captum
values show that the more understandable and meaningful
words were captured by DEFEND than that of HDSF and
TCNN-URG. However, TCNN-URG is better at capturing
the important common features between the content and user
comments using LIME interpretation. SHAP also shows that
TCNN-URG has more unique contribution gap among positive
and negative samples. Which model is more desirable?

We examine the three detection models from another angle:
the false positive prediction. We randomly select one fake news
sample which the models misclassified as a real news. We use
LIME to detail which features, highlighted in blue, constitute
to the fake news detection, and which ones, highlighted in
orange, play an important role in classifying the news as real.
The results are shown in Figures 5, 6, and 7.

The article :

Text with highlighted words

{Workers leave the §ite of the future trump international hotel, which is at the S8 of the old post office pavilion in Washifigton. (matt
meclain/the Washington postyfor weeks, dozens of construction Workers from latin america have streamed onto the site of the old post
office pavilion in downtown {ashiington and taken pride in their work building one of the city’s newest luxury hotels.but that job Sité is
now laden with 8ASion after the man behind the project — billionaire developer donald trump — put himseif at the Genter of the nation’s
debate over illegal immigration. [democrats cheer &8 donald trump surges in the poll]trump garnered headlines — and prompted several
business associates to sever relations with him — when he launched his bid for the republican presidential nomination last month with a
controversial description of drug dealers and “rapists” crossing the border each day into the united states from mexico.but a trump
company may be relying on some undocumented Workers to finish the $200 million hotel, which will sit five blocks from the White house
on pennsylvania avenue, according to several who work there. a trump spokeswoman 8aid the company and its contractors follow all
applicable laws.

The comment :

Text with highlighted words
narrovictor the Gonstruction down the street from fiGmeland security headquarters in the us Bapitel narrovictor the subcontractors
bear the fisk of hiring them in the rare case fia the dhs does its job and and investigates the corporate capitalism and
corporate greed in this country is to blame for the economic inequalities fiof immigrants narrovictor yes you are right thank you for
creating homeless americans

Fig. 5: Sample false positive prediction for DEFEND

Text with highlighted words

workers leave the site of the future trump international hotel, which is at the site of the old post office pavilion in washington. (matt
meclain/the washington postfor weeks, dozens of construction workers from latin america have streamed onto the site of the old post
office pavilion in downtown washington and taken pride in their work building one of the city's newest luxury hotels.but that job site is
Tow laden with tension after the man behind the project — billionaire developer donald trump — put himself at the center of the nation's
debate over illegal immigration. [democrats cheer as donald trump surges in the pollsjtrump garnered headlines — and prompted several
business ASS0GIAtes to sever relations with him — When he launched his bid ff the republican presidential nomination last month with a
controversial description of drug dealers and “rapists” crossing the border each day into the united states from mexico.but a trump
company may be relying on some undocumented workers to finish the $200 million hotel, which will sit five blocks from the {#fiité house
on pennsylvania &Ventie, according to several who work there. a trump spokeswoman said the company and its contractors follow all
applicable laws.

Fig. 6: Sample false positive prediction for HDSF

For content-based method, HDSF does not give any sign
(blue highlight) for the news to be fake, as can be seen in
Figure 6 and therefore does not make the right prediction.
This result indicates that HDSF totally misclassified the news.

Although DEFEND and TCNN-URG also misclassified the
news as well, both of these models show some fake news
signals (blue highlight), as shown in Figures 5 and 7, respec-
tively. The blue highlighted words provide some clues about
why the paragraph (Figure 5) may be fake, which may give
some insights for the fact checkers. Furthermore, TCNN-URG
explained the article slightly better than DEFEND. The explicit
relationship between the content and comment was predicted
as fake in TCNN-URG. For instance, in the article sentence
“leave the site for future Trump international hotel”, and the
comment sentence “construction workers down the street” in
Figure 7, TCNN-URG was able to highlight in blue (indicator
for fake news) the main claim words and its responding
words. In other words, TCNN-URG successfully captured the
relationship between the content and the comments to some
extent. In contrast, DEFEND detected that relationship as
indicator for real news (orange highlight).

G. Human-Subjective Experiment

In our human-subjective test, we randomly chose 30 sample
fake posts whose predictions made correctly by DEFEND,
HDSEF, and TCNN-URG using the Polilifact dataset. Then we
use LIME to explain their prediction locally. Thirty six end-
users were asked to give a score on a scale of 1 (Untrustwor-
thy) to 5 (Most trustworthy) for the explanation based on the
their thoughts on the importance of the highlighted text for
each model prediction.

From the distribution of the scores in Figure 8, the explana-
tions of TCNN—URG model are evaluated higher than those
of other methods. In addition, the average score of the three
models DEFEND, HDSF and TCNN-URG is approximately
3.05, 2.5 and 3.5, respectively. The single most striking obser-
vation to emerge from the data comparison is that TCNN-URG



The article :
Text with highlighted words

Workers leave the site of the future trump international hotel, which is at the site of the old post office pavilion il washington. (matt
meclain/the washington postjfor weeks, dozens of construction workers from latin america have streamed onto the site of the old post
office pavilion in downtown washington and taken pride i their work building one of the city’s newest luxury hotels.but that job site is
now laden with tension after the man behind the project — billionaire developer donald trump — put himseif at the center of the nation's
debate over illegal immigration. [democrats cheer as doRald trump surges in the pollstrump garnered headlines — and prompted several
business associates to sever relations with hiii — when he launched his bid for the republican presidential nomination last month with a
controversial description of drug dealers and “rapists” crossing the border each day into the united states from mexico.but a trump
company may be felying on some undocumented Workers to finish the $200 million hotel, which will sit five blocks from the white house
on pennsylvania avenue, according to several who work there. a trump spokeswoman 8aid the company and its contractors follow all
applicable laws.

The comment :

Text with highlighted words

narrovictor the construction workers down the street from homeland §8Gfity headquarters in the us capitol harovictor the subcontractors
bear the risk of hiing them in the rare case that the dhs does its job and and investigates scottleland9 the corporate capitalism and
corporate greed in this country is to blame for the economic i ities not immi ictor yes you are right thank you for
creating homeless americans

Fig. 7: Sample false positive prediction for TCNN-URG
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Fig. 8: Score of explanation

outperform DEFEND and HDSF, whereas DEFEND beats the
other two models in term of the accuracy performance as
illustrated in section III-C. Therefore, the result has further
strengthened our observation on that the explanation does a
major role in gaining trust than that of acuracy.

IV. CONCLUSIONS AND FUTURE WORK

Recently, the issue of fake news has gained much attention.
However, most of current efforts concentrate on identifying
fake news but not for explaining its decision. Thus, this paper
analyzed fake news detection models using Captum, LIME,
and SHAP expainers. We notice that the models with high
accuracy may not be the best choice to gain people trust but
to explain the models well. Also, different explainers interpret
different features, which may decrease our trust in fake news
detection models. This requires us to design more interpretable
explainers that can do a deeper analysis for fake news detection
models and provide a more understandable explanation to
human to gain trust.
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