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Model reduction of linear hybrid systems

Ion Victor Gosea, Mihaly Petreczky, John Leth, Rafael Wisniewski and Athanasios C. Antoulas

Abstract— The paper proposes a model reduction algorithm
for linear hybrid systems, i.e., hybrid systems with externally
induced discrete events, with linear continuous subsystems, and
linear reset maps. The model reduction algorithm is based
on balanced truncation. Moreover, the paper also proves an
analytical error bound for the difference between the input-
output behaviors of the original and the reduced-order model.
This error bound is formulated in terms of singular values of
the Gramians used for model reduction.

I. INTRODUCTION

In this paper, we propose a model reduction method
for linear hybrid systems with external switching. A linear
hybrid system is a hybrid system with continuous states that
are governed by linear differential equations, the reset maps
are linear, and the discrete-events are external inputs. Linear
hybrid systems can be viewed as a generalization of linear
switched systems [1], [2]. In contrast to linear switched sys-
tems, state jumps are allowed, and additionally, the change of
discrete states is supposed to follow the transition structure of
a Moore automaton. Linear hybrid systems occur in several
applications; a well known class of piecewise-affine systems
is directly related to linear hybrid systems, as the former
can be viewed as a feedback interconnection of the latter
with a discrete-event generator. The model reduction method
we propose is based on balanced truncation, performed for
each linear subsystem. The corresponding Gramians have to
satisfy certain linear matrix inequalities (LMlIs). In addition
to the novel algorithm, we propose an analytic error bound
for the difference between the input-output behaviors of the
original and of the reduced-order models. This error bound
is a direct counterpart of the well-known error bound for
balanced truncation of linear systems [3], and it involves the
singular values of the Gramians.

To the best of our knowledge, the contribution of the paper
is new. Indeed, the existing methods for model reduction of
hybrid systems can be grouped into the following categories.

LMI-based methods These methods compute the matri-
ces of the reduced-order model by solving a set of LMIs.
The disadvantage is that the proposed conditions are only
sufficient, and the trade-off between the dimension of the
reduced model and the error bound is not clear. Moreover,
the computational complexity of solving those LMIs might
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be too high. Without claiming completeness, we mention the
following papers [4], [5], [6], [7]. First of all, the cited papers
do not deal with linear reset maps. Moreover, in contrast
to the cited papers, the current paper proposes a method,
whose applicability depends on the existence of solution
for a few simple LMIs which are necessary to find the
observability/controllability Gramians. Once the existence of
these Gramians is assured, the model reduction method can
be applied. Moreover, there is an analytic error bound and the
trade-off between the approximation error and the dimension
of the reduced system is formalized in terms of the singular
values of those Gramians.

Methods based on local Gramians

The algorithms that belong to this class are based on
finding observability/controllability Gramians for each linear
subsystem. They are solutions of LMIs derived by relax-
ing the classical Lyapunov-like equations for observabil-
ity/controllability Gramians. The disadvantage of these meth-
ods is that often there are no error bounds or the reduced-
order model need not be well-posed. Examples of such
papers include [8], [9], [10], [11], [12], [13]. Note that, to
the best of our knowledge, the only algorithm which always
yields a well-posed linear switched system of the same type
as the original one and for which there exists an analytic
error bound is the one proposed in [13]. Nevertheless, this
algorithm provides an error bound only for sufficiently slow
switching signals, i.e., switching sequences with a suitable
minimal dwell time. The method proposed in this paper is an
extension of [13]. The main differences between the current
paper and those in [13] are stated below:

o In contrast to [13], the error bound of this paper no
longer uses the assumption of minimum dwell time.
However, this comes at price, as the LMIs involved are
more conservative.

o The discrete states are no longer assumed to be inputs,
but they are states of the system and they are assumed to
evolve according to a Moore-automaton. However, the
Moore-automaton is driven by discrete events which are
external inputs. That is, the system class considered in
this paper is more general than that in [13].

More recently, a balancing truncation method for lin-
ear switched systems that are characterized by constrained
switching scenarios was proposed in [14]. The technique is
based on defining generalized Gramians for each discrete
mode, specifically tailored to particular switching scenarios.

Methods based on common Gramians These meth-
ods rely on finding the same observability/controllability
Gramian for each linear subsystem. In most contributions,
the Gramians are derived as solutions of a suitable LMI. Such
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algorithms were described in [15], [16] and an analytic error
bound was derived in [17]. The results of this paper can also
be viewed as a direct extension of [17]. In particular, when
applied to a linear switched system of the type studied in
[17], the results of the present paper boil down to those of
[17]. With respect to [17], the main novelty of the present
paper is that it considers a system class which is much larger
than the one of [17]. Nevertheless, some methods that do not
rely on solving LMIs are also available. For example, in [18]
a balancing procedure based on recasting the original linear
switched system as an envelope linear time-invariant system
with no switching was proposed. Additionally, a balancing
procedure based on reformulating the original system as a
bilinear system with no switching was presented in [19].

Moment matching The idea behind these algorithms is
to find a reduced-order switched system such that certain
coefficients of the series expansions of the input-output maps
of the original and the reduced-order system coincide. The
series expansion can be the Taylor series with respect to
switching times, in which case the so-called Markov param-
eters are matched. Alternatively, the series expansion can be a
Laurent-series expansion of a multivariate Laplace transform
of the input-output map around a certain frequency. The
former approach was pursued in [20], [21], [22] , the latter in
[23]. While those methods do not allow for analytical error
bounds, under suitable assumption it can be guaranteed that
the reduced model will have the same input-output behavior
for certain switching signals [20], [21], [22]. A somewhat
different approach is that of [24], which considers switched
systems with autonomous switching and it proposed a model
reduction procedure which guarantees that the reduced model
has the same steady-state output response to certain inputs
as the original model.

The results of the present paper are based on balanced
truncation. As a result, in contrast to the cited papers, we
are able to propose an analytic error bound. Moreover, the
class of systems considered in this paper is much larger than
that of the cited papers. In particular, we allow reset maps
and the evolution of the discrete states is governed by a
Moore-automaton.

The paper is structured as follows. In Section II-B we
introduce the notation and present the formal definition
of linear hybrid systems and of some related concepts.
In Section III we present a balanced truncation algorithm
for model reduction and an analytical error bound for this
algorithm. In Section IV we present a numerical example to
illustrate the proposed algorithm.

II. PRELIMINARIES
A. Notation

Let N denote the set of natural numbers including 0, and
R4 = [0,4c0) denote the positive real time-axis. We denote
by PC(A,B) the set of all piecewise-continuous maps A — B,
and by L,(A,B) the set of all Lebesgue measurable maps
A — B. The Ly-norm and Euclidean 2-norm are denoted by
I-1lz, and || -|]2 respectively.

11

B. Linear hybrid systems: definition and basic concepts

Definition 1 (LHS ): A linear hybrid system H (abbrevi-
ated as LHS ) is a tuple

H :(Q7r7 07571’7{nq7Aquq7Cq}q€Q7

(1
My, 1.4, }qz€Q77€Fm =6(q2,7)7 ho),

where
1)
2)
3)
4)

Q is a finite set, called the set of discrete states,

I" is a finite set, called the set of discrete events,

O is a finite set, called the set of discrete outputs,

0 :0xTI'— Q is a function called the discrete state-
transition map,

A :Q — O is a function called the discrete readout
map,

X, = (Ag,By,Cy), q € Q is the linear system in the
discrete state q and A, € R"*" B, € R"*"™ C, €
RP*" are the matrices of this linear system,

My, v.q, € R"™17"2 are matrices for all ¢» € Q,y €
I',q1 = 8(q2,7), which are called reset maps,

ho = (qo,Xo0) is the initial state, where gy € Q and x( €
R"o,

The space R", g € Q, 0 <n,; €N, is called the continuous
state space associated with the discrete state g, R™ is called
the continuous input space, RP is called the continuous
output space. The state space 3 of H is the set 3 =
UqEQ{q} x R".

Notation 1: An element x € 7 comprises of a pair x =
(g,x4) with g € Q and x, € R". In some places throughout
this article, we will suppress the notation and write instead
of x4, simply x (whenever it is clear from the content which
discrete mode is associated with x).

Note also that the linear control systems associated with
different discrete states may have different state-spaces, but
they have the same input and output space. The intuition
behind the definition of a linear hybrid system is provided
in what follows. We associate a linear system

N

with each discrete state ¢ € Q. As long as we are in the
discrete state g, the state x and the continuous output y
develops according to (2). The discrete state can change
only if a discrete event y € I' takes place. If a discrete
event ¥ occurs at time ¢, then the new discrete state g is
determined by applying the discrete state-transition map &
to g, i.e., g7 = 8(q,7). The new continuous-state x™(z) €
R"" is computed from the current continuous state x(¢~)
limgy, x(s) by applying the reset map M+, to x(t7), ie.,
xt(t) = My, yqx(t). After the transition, the continuous
state x and the continuous output y evolve according to
the linear system associated with the new discrete state g™,
started from the initial state x*(¢). Finally, when in a discrete
state g € Q, the system produces a discrete output 0 = A(q).

Note that the discrete events are external inputs. All the
continuous subsystems are defined with the same inputs and
outputs, but on possibly different state-spaces. Below we will

5)

6)

7)

8)

X=Ayx+Byu

, 2
e @
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formalize the intuition described above, by defining input-to-
state and input-output maps for LHS . To this end, we need
the following.

Definition 2 (Timed sequences): A timed sequence of dis-
crete events is an infinite sequence over the set (' xR, ), i.e
a timed sequence w is a sequence of the form

w=(7,0) (Y. 02) -+ (Ve t) - 3)

where y; € I, k > 0 are discrete events, and #; € R, are time
instances, and limy .. Y'X_, #; = co. We denote the set of timed
sequences of discrete events by I'y 4.

The interpretation of a timed sequence w € I .4 as above
will be stated in what follows. If w is of the form (3), then
w represents the scenario, when the event 7; took place after
the event y,_; and t; is the time which has passed between the
arrival of ¥,—1 and the arrival of v;, i.e., t; is the difference
of the arrival times of % and 7%,_;. Hence, ; > 0 but we allow
t; =0, i.e., ¥; can arrive instantly after ¥,_;. If i =1, then #
is simply the time when the first event 7y arrived.

Notation 2 (Inputs U): Denote by U = Ly(Ry,R™) x
nmed the set of inputs of a LHS .

If (u,w) € U, then u represents the continuous-valued input
to be fed to the system, where w is the timed-event sequence.
Below we define the notion of input-to-state and input-output
maps for LHSs . These functions map elements from U to
states and outputs, respectively.

In the rest of this section, H denotes a LHS of the form
introduced in (1).

Definition 3 (Input-to-state map): The input-to-state map
of H induced by a state h= (q1,x1) € #y of H, where q; €
Q and x; € R", is the function &y ) : U — PC(R4, 4 ) X
PC(R.4, Q)such that the following holds. For any (u,w) € U,
where w is of the form (3), define 7o =0,T; = Zj-zl tj,ieN.
Then &y j,(u,w) = (x,q) such that

1) q(t) =qi, t € [T;,Ti41), where go = q; and gy =
0(qi,Yig1) for all i € N,

2) The restriction of x to [0,7]) is the unique solution
(in the sense of Carathéodory) of the differential
equation z(t) = Ag,z(t) + Bgu(t), z(0) = x; on [0,T7),
and the restriction of x to [7;,T;4;) for i > 0 is the
unique solution (in the sense of Carathéodory) of the
differential equation z(s) = Ay,z(s) + Bgu(s), z(T;) =
My, 3i1.q: Mg 7, X(7).

Definition 4 (Input-output map): The input-output map of
the system H induced by a state h € 3 of H is the function
gt U— PC(R;,0) x PC(R,RP)defined as follows: for
all (u,w) € U, vgu(u,w) = (0,y), such that if (g,x) =
Er n(u,w), then

o(t) = A(q(1)), ¥(t) = Cy)x(t)-

The input-output map vy ; induced by the initial state Ag is
called the input-output map of H and it is denoted by vy.

| e

III. BALANCED TRUNCATION

Consider an LHS H of the form (1) with initial condition
ho = (qo,xo) such that xop = 0.

112

Definition 5: A collection {2,},c0 of positive definite
matrices is called a collection of generalized observability
Gramians of H, if for all g € Q,

Alo,+2,,+Clc, <0, @

Vyerl, gt =68(q,y): M q+ Mo@[ﬁMqﬂM -2,<0.

Definition 6: A collection {Z,},co of positive definite
matrices is called a collection of generalized reachability
Gramians of H, if for all g € Q,

Ay P+ %Ag +B,Bl <0, )

VyerT, q =06(q,7): q*yrf@ MT +, 9+\

Remark 1: The LMIs in (4) can be rewritten as follows

Vx € R" 1 2(A,x)" 2,x < —||Cyx||3,

(6)

x' M~ put ququMqﬂ%qx < xTqu.

The LMIs in (5) can be rewritten as follows
Vx€R",ueR™: 2(Agx+Bau)" 2, x < ||ulf3, -

x' ML, Mf@ 1M+ x<xT¢@q X.
Definition 7: We say that the LHS H is quadratically
stable, if there exists a collection collection {P,},co of
positive definite matrices, such that
AlP,+PA, <0,
vyerT, gt =68(q,y): MqTﬂy’qP,ﬁMqﬂy.q - P, <0.
For completness we recall the following lemmas (see [25]
for proofs and further discussion).

Lemma 1 (Stability and Gramians): H is quadratically
stable iff there exist generalized observability Gramians iff
there exist generalized controllability Gramians.

Lemma 2: [Observability Gramian and output energy] If
{2, }4e0 are observability Gramians, iy = (q0,%0), (¢,x) =
&t ny (0,w), (0,¥) = Vp s, (0,w), i.e., x,y are the continuous
state and output trajectories of H if started from the initial
state hg and fed with the timed sequence w and zero
continuous input u = 0, then

) (5B < 5 2430,

Lemma 3: [Controllability Gramian and input energy] If
{P4}4eo are reachability Gramians, hyo = (¢0,0), (¢,x) =
i ny(u,w), ie., x,q are the continuous and discrete state
trajectories of H if started from the initial state 4o and fed
with the timed sequence w and continuous input u, then

02,850 < [ uts) B

Next, formulate a balanced model reduction procedure.
Procedure 1: 1) Compute reachabilility and observ-
ability Gramians {22, > O},co and {2, > 0},c0
which satisfy (5), and, respectively (4).
2) Find square factor matrices U, so that &, = Uqu.
Additionally, compute the eigenvalue decomposition of
the symmetric matrix UngUq, as

®)

T 2y T
U, 2,U; =V AV,

where

A, =diag(oy1,---,04n,)
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is a diagonal matrix with the real entries sorted in
decreasing order, i.e., 0,1 > Gy > --- > Og.n,-

3) Construct the transformation matrices S, € R"™*" as
follows

Sq = Atll/z

Tyr—1
v, U, . )
Define the matrices (with g; = 6(q2,7), g2 € Q)
Ag=S4A,S;", B,=S,B,, C,=C,S,", (10)
Y -1
My, y.q, = quMQ2~,V~,qISq1 .
4) Choose the truncation orders 0 < r, < n, and consider
the partitioning

B A Z127 Bl . N
Aq:{/{gl AgZ] >Bq:{ég}’cq:[cq Cq}v rq <ng,

B i 21
M‘]ly%‘lz = |:Mt£1l,}’-qz '42121%‘12 if rq, < Ngy,Tq, < Ngy s
q1,7:92 q1,Y,92
Y _ iglt 712 : _
9,792 = [Mqls)’-,qz qu’-,qz] if rg, =ng,, g, <ngy,
B Wl .
My, v, = [Mgll’y’qz if rg, <ng,,rg, =ng,,
q1,7:92
(11)
All rg XT, val! rqy XTq Rl
where A € Rie*"a, My ., € Ra™e, B €
R’¢*™ and qu € RPX*q,
5) Define the reduced model
H= (erv 07 87)’7 {rquanqch}qGQv
My, 7.9, Y gre0 ver.ai=5(a2. 1)+ (90,0));
where
A o all p _ pl A Al .
Ag=A,, By=B,;, C=C; ifry<ng,
9 _agll :
av.ar =My, ya0s if rg, <ng, or rg, <ng,, (12)
Ay=Ay, By=By, C;=C,; if ry=ny,
My, y.qy =My, y.q,> i g, =ng, and rg, = ng,.

The proofs of the next two lemmas can be found in [25].
Lemma 4 (Balanced realization): Consider the LHS

I:I = (Q7r70757}1'7{rq7AQVBq’Cq}q€Q’
{My, 7.9, }qzeQﬂeF,qFﬁ(qz,Y)’ (90,0)).

Then {A,}4c0 are both generalized reachability and observ-
ability Gramians of H.

In what follows, we will say that an LHS is balanced, if it
has generalized reachability Gramians {7, },c(, generalized
observability Gramians {2, },c0, and for all ¢ € Q, the
matrices 2, and &, are equal and are diagonal. Lemma
4 says that H is balanced. In fact, more is true.

Lemma 5 (Preservation of balancing and stability): The
reduced-order model A is balanced, and its generalized
observability and reachability Gramians are {A,},co,
Ay = diag(oy1,-.-,04,,). In particular, H is quadratically
stable.

Theorem 1 (Error bound): For any (u,w) € U, consider
the outputs (0,y) = vy (u,w) and (0,§) = vy (u,w) generated
by H and H, respectively under input u and timed sequence
w from the corresponding initial state. Then 6 = o, and

ng—Tq

ly=3lle, <20} Y, Ggusi) iy

qeQ i=1

Remark 2 (Relationship with the linear case): Note that
the proof of Theorem 1 does not boil down to applying
the classical error bound to each linear subsystem. In fact,
classical error bounds assume that the linear system in
question is started with zero initial state. However, when
a discrete state transition occurs, the initial state of the
active linear system is inherited from the final state of the
previously active linear system, and hence this initial state
is not zero in general. The proof of Theorem 1 is designed
to take care of this fact; it relies on showing that a certain
piecewise-quadratic form is a storage function with a certain
supply rate for the linear hybrid system which describes the
difference between the original and the reduced-order model.
The corresponding inequalities take into account the non-
zero initial state of each linear subsystem, in the same way
as it is done when defining Lyapunov functions for hybrid
systems [2].

First we prove Theorem 1 for the case when n, —r, <1
for all g € Q. More precisely, for each g € Q, consider the
decomposition

A
e[ A

Define B = minycq B, and for each g € Q, define
ng—1 if B, =P,
rg= n,

otherwise
Consider the reduced-order model A from Procedure 1 for
this choice of r,.

Theorem 2 (One step error bound): For any (u,w) € U,
consider the outputs (0,y) = Vg (u,w) and (8,7) = vy (u,w)
generated by H and H respectively under the input u and
timed event sequence w from the corresponding initial state.
Then 6 = o, and

gq ] B, € R. (13)

[y =9llz, < 2B]lullr,-

Theorem 1 follows by repeated application of Theorem 2.
The proof of Theorem 2 is done via a sequence of lemmas.
In order to state these lemmas, we introduce the following
notation. Consider the balanced LHS A from Lemma 4. Note
that the LHSs H and H are isomorphic, and hence they
have the same input-output map. Consider now the state
trajectory (q,%) = &g 5, (u,w) of H and the state trajectory
(4, %) = &g j, (u,w), where ho = (o,0) is the initial state of
H. 1t is easy to see that ¢ = §.

For any ¢ € Ry such that ry;) = ng;) — 1, consider the

partitioning
- X1 ()
=|" ,
x(1) [ % (t) :|
with %) (fr) € R™, %(t) € R. Define the functions

[ ; (;-)2(;))2 " } Ta(t) = q) ~ 1

Xo(t) =
X(t)—%(t) otherwise
X (t) +x(¢ B . 19
xe(r) = () | a0 O
X(t)+2%(t) otherwise
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Note that the following holds: if ry; =ng —1, and

A A 11 N
y(t)—=3(t) = Cq(t)xo(t)' £(Tiy1) = Mqi+1~,7i+1 qzx(TH-l)
. B 0 o (25)
Define the function =M, yra¥(Tiy) — [MZ_I . } 2(Ty),
V(1) % (1)) = %o (1) Mgy o (1) + B ()T A xe(). (1) it Y1 di

if r, = ny. It then follows that
It can then be shown that (see [25] for proofs)

Lemma 6: The temporal derivative of the function V, as xe(Tiv1) =My, oy aixe (T ) — [ 21 0 }2(7‘,;1),
defined in (15), satisfies Git+1,Yi+1:i

_ _ 0 o
W) < a2~ ) 503 16) XO(TI*“:M%ﬂ”"ﬂ”"%(Tf“”[M” }X(T"“)'

qi+1,Yi+1,4i
for all t € [T;_1,T;).
Lemma 7: For all i € N,

V(x(Tit1),%(Ti1)) < V(x( z+1) (T+1))a (17)

From (26) it then follows that
XZ(EH)AM%(EH) =

T p— \agT Y -
_ . . . X%, (T )M‘]i+l it ,ql‘A‘hHMfIiH7Yi+1-,qix0(Ti+l )+
where x(7;, ;) = limy7;,, x(¢), and X(T; ;) = limy;,, £(2). B 0 .
Proof: [Proof of Lemma 7] Note that ¢; = ¢(¢) for all 2x, (I}+1)Mq,+1,'}’,+1,q1A‘h+l 2! 2(Ty)
qi+1,Yi+1,9i

t € [T;,T;11) and that 6(g;, %i+1) = ¢i+1. Moreover, by virtue r
of {Ay}qeco bei_ng generalized observability and reachability + ([ _ 0 } )e(TH-l)) Agios { o 0 } 2(T)-

Gramians for H, and Remark 1, the following holds qzilﬂ,yi i Gis1 Vi1 i
vil -1 —1 27
M‘Iz+1ﬁ’i+1¢1:Aql+1M qi+1,%+1:9i < Aq,- ’ (18) [A\ 0
T . . ; .
qu Yit1 thquM Qi1 Yir1:gi < Ag;- (19)  Since A‘Ii+1 = [ [6“ ’ 1] , it follows that
i+

In order to prove (17), the following cases have to be 7
distinguished. 0 ST~ 0 ST~
9 naus . . ([ 72! ]X(Tm)) Agis {le i)
Assume that ry, | = ng1, 1.€., no truncation takes place Qi 1:Yir1:9i q,ﬂ Yir1:Gi

in mode g, 1. In this case, x(Tiy1) = My, y., 4X(T,). and =By IV, thml g A(lerl)||§

. _— i _ T ,) Moreover,
x(Ti+1) = Mq,-ﬂ,yiﬂ,q,-x(];'Jrl) = qu,%ﬂ,ﬂ]i { (l)+1 » (20)
0
e 2 (1 )M A ¥(T,) =
if ry; = ng, — 1, and o (T )My, 1.0 [M;Ll "o q,] Tiy)
N Y af— -2
x(T,-+1) :Mqi+1,%+1wq,'x(7;'+1)7 2D 2B‘11+1 ” 11;+1»%+1 i (Ti—&-l)HZ’
if r; = ny,. It then follows that where
T
7 - - 22 -
elTit) = Mo ey arke(Tis) (22) 2Py ( dinteraV ) T MG g, 2(Ti+1))
- - 21 _
x0(Ti+1) :M‘IiJrl«YiJrlvqix (Tz+1) %= XM%H Yit1:49i (THI) if Tqi ="Ng; — 1
o= T
From (22) it then follows that 2ﬁqz+1 ( (ii X (Tl;l)>
N _ - xM?! T.,)if r,, =ng
V(@(Ti1),2(Tis1)) ZXZ(E+1)M;:+177+I a8 My 1050 (T ) Gis1 Yoy 1017 #( "H) 4i gi

2.T(p— 7T 1 i
+ B! (Ti+1)qu,%+1,inqf+1M4i+11%+1-,qixc(Ti+1)- 23) Hence, it follows that

T
From (19)-(18) it follows that X (Tis1) gy 1 %o (i)

T (= \ngT v -
T 7 - T - - =X (Ti)Mg oy gD Mair iaXo(Tiy) - (28)
X (T;.t,_l)MqM Yit1s q,Aq:‘Hqu,%+1~,qz’x0(Ti+1) S (7;+])Aqlx0(Ti+1)v ¢ l+1ﬁ q““ N4 q“}\( q“)]“ Aot
T 7T -1 3z - T p— yA—1 - + X(T; .
X (TE0Mg, vy gD Mg r.ai%e (T ) < X (T )G xe(T ) . . %. i+l q’“ Y1112
Hence, from (23), it follows that (17) holds. With a similar reasoning,
. . . T -1
Consider now the case when ry,, =n,  —1, ie., in X, (7",-+1)Aq+1 xe(Tig1)
mode ¢;.; truncation takes place. In this case, x(7j11) = _ T T -1 57 -
M i T d P Tie1) =X (Tt+1)qu+1,Yz+1,quqi+|qu'+17%+1»qixC(Ti+1)
qz‘+|7}’i+|7q1x( i+1)’ an 0
T 1 N
N 11 Af— —2.X M A |: 21 :| X(T:
X(Tiﬂ) qu+1 - q,x(Tz+1) ( :+1) qi+1:Y+1:9i" "qi+1 Mql+17%+17q, ( H—l)
0T ) 0 P 0 e T A —1 0 P
Mq,+1 Yit1:4i [ 6+1 — 2! x(Ti+1)7 + (| ;721 x( ) Aq,H 72! x(7}+1)-
qi+1,Yi+1,9i qit-1,Yi+1,9i qit-1,Yi+1,9i
(24) (29)
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1 . . .
Since A1, = [A% oo 0 ] we can again write that By summing up the inequalities above,
o V (x(T),£(Ti)) = V (x(To), %(To))
0 T 1 0 k=1
o (T >> A { ’ ]q ) = Y V(1) 2(Ti)) =V (x(T7), £(T)
<{Mqi+1-,%+1-,qz] aa g Mqt+17%+1 i a i=0
= ﬁq 1M t1+1 Yir 1,90 &( ijrl)”%a o
i+ i 1 i Z 4ﬁ /
and i=0
i 2
0 : o AR OROTEY
T ~1 - 2
2x ( l+1)M%+|7%+1 Wi it [MZI ] (TiJrl) T;
qi+1,%i+1 7‘]1 Ty 5
1 S(T— V|12 = —$
N e 1 —4p? / ()1Bdr = [ " Iy(6) =50 Bt
where Using that Ty = 0, x(0) =0, £(0) =0, and V(0,0) =0 and
_ _ ~\7 V (x(Ty),%(Tx)) > 0, it follows that
~1 21 22
2[3%“ (qu+|7%+|7f1, (Ti+1)+Mq1+1m+17f1ix2(Ti+1)> Ty
¥ = XMgiLhYm qi)e(TiH) if rg =ng; —1 0< 4ﬁ / ||2dt _/ HY(I)dt _)A’(t)”%dt A
c= T 3
28,", (72! 7))
Pt i) [ o0 ~st0)Bar <482 [ futo .
XM v MT ) if rg = ng,
and hence Since limy_,., T = oo, the statement of the theorem follows
|
(L), xe(Tn)
T T -1 — IV. NUMERICAL EXAMPLES
=X (TtJrl)qu Yz+1 quqz+1M‘Zz+17%+17q[ (T+1) (30)

7% ﬁqH—l H %-H Yi+1 q, ( l+])H2'

Note that § = 8, | since it was assumed that ry, , =
1. Moreover, notice that [33'_“}/0 =
(30), (19) and (18) it follows

Ngiy
%, hence by using (28),

V(x(Ti+1),£(Ti41))
=Xy (TZH)M;H,y,+1,q,qu'+1Mlh+1 )’:+17qix0(Ti;1)
ﬁz T( z+1)M;;+1,7,+1 q,At;iqusz%qul (Tll)
—2BIIM5 | AT
Sx ( l+1)Aq1xo( l+1)+ﬁ ( ,+1)A xC<Ti11)
=V((T).2(T0))-

From (19) and (18), it then follows that (17) holds. |
Proof: [Proof of Theorem 2] From Lemma 6 it follows

that
V(+(5)86) - V(T 5(7) = [ Mdr
<4p? / u(e)| B — / Iy(t) = 5(0) 13,

and hence
V(x(T ) 2(T,) — V(D). ()

< [ )= [ 150~ 50) e
By Lemma 7. V(x(Tii1),%(Ti11)) < V(x(T;,),%(T;7,)) and
hence
V(x(Ti1).2(Tin)) — V (x(T). 2(T)

5 5 Tiv1 N
<4 [ utolBar— [ 1yte) - 500 B
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In this section, we analyze the practical applicability of the
proposed MOR procedure. We consider a low-order artificial
example represented by a linear hybrid systems with four

subsystems.

First, we characterize the discrete dynamics. The discrete
state-transition map 6 : Q X I' — Q can be described in two
ways, explicitly, i.e.,

Mode q: 6(q1,0) = g4, 6(q1,1) = qa,

Mode q2: 6(q2,0) =q3, 6(q2,1) =qa,

Mode q3: 6(q3,0) =q4, 6(q3,1) =qi,

Mode g4 : ((I470)=612, 5((147 ) = a5
. 1.

Fig. 1.

Directed graph representation of the state transition map.

Next, we explicitly introduce the chosen discrete event
signal y: Ry — I" and also the discrete state trajectory q :
Ry =0

1, t€[0,T7), g2, t€[0,T1),
0, t €[N, T2), g3, t €[N, D),
Yt) =<1, t€[D,13), q(t)=1q1, t€[D,T3), €1y}

q4, t € [T10,T11),

with given T1,...,T1; (see Fig. 2). Additionally, in Fig. 2, we
depict the two signals introduced in (31), i.e., ¥(¢) and g(7)

1, t € [Tio, T11).
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Discrete event signal

1 . ® "e—e [
osf | |
0 [ S— PR
0 5 10 15
Discrete state trajectory
g 47
<1
S| ,
I I
0 5 10 15

Time(t)

Fig. 2. The discrete event signal y(z) (up) and the discrete state trajectory
q(t) (down).

as a function of time (the time interval for this application
was chosen to be [0,15] seconds).

Finally, we proceed to the description of the continuous
dynamics. Hence, the system matrices (44,B4,Cy;),1 <g<4
corresponding to the linear hybrid system under considera-
tion are written as follows:

[ -1 0 o0
m=| 0 =0 L=l ¢ O
0 0o -4
[ -3 0 o0
Az=| 0 -1 0 A4:{(1) ?},
0o 0 -2 2
[ 1 | 1
31: —1 7B2:|:1:|7 B3: 1 )
1 3
_[ 2 =[1 -1 1 = 3
By=| 5 [.G=[1 - I &a=[1 31,
G=[1 1 1], g=[2 1].
Additionally, the reset maps are given by the following matrices
170 0 -1 110 1 0
M4,0,1—;_0 1oy }7 M2,1,1f;{1 0 0}7
[0 1
1 1| -1 1
Mzpp=~-|1 0 ,M4,1,2=*{ 0 l}’
T 0 0 T
r 1 -1 0
110 0 1 1
Myps = - }, M3 = 0 0 117,
[0 0 0 Tl o -1 o
- -1 0
1 -1 0
M, = - M = - 1 0
2,04 Tl 0 _%}7 3147 0 1
2

Note that the parameter T > 0 was used in scaling the reset
maps shown above. More precisely, in what follows, the
value 7 = 3 was chosen for numerical computations.

We perform a time-domain simulation by using as con-
tinuous control input, the function u(z) = 5sin(20¢)e "/ +
0.5¢"/2. In Fig. 3, we depict both the control input u(r)
and the observed output y(z) (as introduced in (2)) The
next step is to find appropriate Gramians to be used in the
balanced truncation procedure. We start by first computing
the observability Gramians.

We are looking for positive definite matrices that satisfy
the conditions in (4). Hence, for each mode, we explicitly
state the corresponding LMIs:

A{,@[ + 214 +C1TC1 <0,

e Mode 1: MZ,O,IQ“M‘LO‘]_QI <07

MJ | 2My ) — 2 <O0.

Input signal
10 . P te .
0 WWWWWWH
-10 : .

0 5 10 15

Output signal

2 . .
0 MVWWWWWMWWNW
. .
0 5 10 15
Time(t)

Fig. 3. The control input u(r) (up) and the observed output y(¢) (down).

AT 2, + 2,A,+CT G, <0,

o Mode 2: § Mi,23M;302 — 25 <0,
M£1’234M4,1‘2 -2,<0.
A§Q3 + 2345 +C§C3 <0,

e« Mode 3: M4T,0,3 Q4M4T()13 —23<0,
MlT,l.SglMlJﬁ — 25 <0.
A£Q4 + D4Ay +CZ;C4 <0,

o Mode 4: { M]  , 22M5 04 — 24 <0,

M3T,1’433M3,1‘4 —24<0.
Note that, for the choice of parameter 7 = 1, the above
systems of LMIs could not be solved (by means of the

optimization software provided in [26] and [27]).
Nevertheless, when choosing 7 = 3, we were able to find

a valid solution, i.e., a collection of positive definite matrices

{21,25,23,24}. More precisely, we could find:

[ 32662 —0.1118 0.0733
2, =|-0.1118 1.7564 —0.0693] ,
0.0733  —0.0693  1.4755
[ 1.7873  —0.0041 0.0752
95 =|—0.0041 3.4766 0.1468]
0.0752  0.1468 2.4182
9 — [ 2.4546  —0.0023 9, [3:9745  0.6789
27 ]-0.0023  4.0827 |" 47T |0.6789 4.6925|"

Next, we need to find positive definite matrices &7; that
satisfy the conditions in (5). For each mode, we will state
the corresponding LMIs:

Al P +<@1A1T+B]B{ <0,

e Mode 1: M17173'@3M{]73—L@1 <0,
Ay Py + 9214%- +BQB§ <0,
e« Mode 2: M2,0’4<@4Mg:0,4 -2, <0,
My 11 P \My,  — P <0.
A3 P25+ 23AY +B3BY <0,
« Mode 3: { M3, )M}, — 23 <0,
M3,1,4324M§1:4 - 23 <0.
Ay Py + P4AY +B4BL <0,
e« Mode 4: M1 ylM“T*O’I ~ 240,

Myo3P3M} 53— P4 <0,
My 12 P9M] | 5 — P4 <0.
Again, for T =3, we could find the following matrices

[ 53173  —0.1332  0.3859
P, = [-0.1332 23055 —0.0914],
0.3859 —0.0914  1.9288
[3.1234  —0.0344 0.3250
Py=[—0.0344 52759 0.5661],
0.3250  0.5661  4.5523
P — [3.8471 0.1453 o, _ | 62062 —0.3344
27 (0.1453  5.3503) T 1-0.3344 74608 |-
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Fig. 4. The observed outputs for the original and reduced systems and the
deviation between them (for the first choice of r;’s).

Output signals — Original system
' Reduced system|]

ANV AAA o mncmerner

0 5 10 15
5 Approximation error
107 ¥ ’, yy T
Yy (AL |
102h \|, '| "‘f-'-“"' !- i “"‘f“’\.ll"]" “m“..n»|,.lh\"J",‘{lm\'ﬁy'ﬁ."‘llw,{,{,g
1041 1 [ ' |
1 0-6 L L
0 5 10 15

Time(t)

Fig. 5. The observed outputs for the original and reduced systems and the
deviation between them (for the second choice of ry’s).

Next, we present the Gramians in balanced representation,
i.e., the diagonal matrices A, from step 2 of Procedure 1.

A1 = diag(4.1894,2.0184,1.6542), A,
As = diag(4.3741,3.2543,2.3291), A4

= diag(4.6754,3.0703),
= diag(5.9718,4.8538).

By choosing the reduction orders to be r; =2, =2,r3 =2
and r4 =2 (a dimension reduction is performed only for
the first and third mode), we put together a reduced-order
linear hybrid system. The time-domain simulation results are
depicted in Fig. 4.

Next, we reduce the dimension of the systems correspond-
ing to the second and forth modes as well. Hence, choose
reduction orders r; =2, =1,r3 =2 and r4 = 1. The time-
domain simulations results are depicted in Fig. 5.

V. CONCLUSION

In this paper, we have proposed a balanced truncation
procedure for reducing linear hybrid systems. For each linear
subsystem, specific Gramian matrices were computed by
solving particular LMIs. An analytical error bound in terms
of singular values of the Gramians was also provided.

We demonstrated the effectiveness of the procedure
through a numerical example. Extensions that could be
further developed include adapting the proposed method to
the case of hybrid systems with mild nonlinearities, e.g.,
systems with bilinear or stochastic behavior.
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