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Abstract—Power buffers are power electronic converters, with
large capacitors, that decouple volatile loads and a low-inertia
distribution network in a DC microgrid. In this work, a set
of distributed optimal control policies enable power buffers
to reciprocally assist each other during abrupt load changes.
While the majority of existing control paradigms are localized,
enabling communication among buffers extends their effective
range of assistance and helps them minimize a shared objective
in a cooperative fashion. The control law’s weights surfaces are
learned for a mesh of reference loads of each power buffer.
Hamilton-Jacobi-Bellman equation is solved by a continuous-time
adaptive dynamic programming (ADP) approach with off-policy
learning to directly provide a feedback controller, instead of ex-
isting approaches that obtain open-loop policies via Pontryagin’s
minimum principle. This paper presents the first attempt in using
ADP techniques for the control of power buffers that respects
their original nonlinear dynamics, overcoming the limitations of
previous approaches based on small-signal analysis. Compared to
the current literature, the proposed approach provides trained
controllers that are known a priori, avoiding player-by-player
solutions or real-time optimization procedures that could degrade
performances or become computationally intensive. Hardware-in-
the-loop emulations of a low-voltage DC microgrid validates the
proposed approach.

Index Terms—Assistive control, Adaptive dynamic program-
ming, DC microgrid, Power buffer.

I. INTRODUCTION

DC microgrids are efficient alternatives to their AC coun-
terparts given the emerging DC-native sources, loads,

and storage units, and to avoid issues afflicting AC systems.
DC microgrids face a compound challenge of having a resis-
tive grid with low damping/generational inertia, while handling
potentially volatile source and load profiles [1], [2]. Power
buffers are power electronics converters, with larger capacitors,
that shield the grid from abrupt load changes, by partially
compensating the transients mismatch [3], [4]. Since buffers
are placed at load terminals, they exhibit faster responses
compared to a central energy storage. Moreover, they provide
an additional degree of freedom that can be exploited to design
control laws that improve the microgrid performance.
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Proper control of power buffers has been an active area
of research. The majority of existing solutions use a game-
theoretic control framework with power buffers as players
[5]–[11]. Different control objectives for power buffers are
defined within the game-theoretic problem, e.g., to meet
power or voltage drop requirements [5], to achieve a constant
power characteristics while minimizing network loss [7], to
find optimal controllers with respect to quadratic functionals
at each sample time [8], to conserve as much energy as
possible while preventing system collapse [10], or to simply
conserve the buffer’s stored energy [11]. In the absence of a
closed-form solution to the game-theoretic problem, a turn-
based approach is employed [5], [10] that could adversely
affect the controller performance and stability as the system
size increases. Alternatively, the game-theoretic solutions are
found in [7], [11] using Pontryagin’s minimum principle,
with sliding-mode controllers used to actuate the resulting
open-loop optimal trajectories. In [8], the solution is found
by the means of linear optimal control approaches (i.e.,
by solving Riccati equations). Some of these solutions are
implemented in a decentralized fashion, relying on individual
objectives with non-cooperative strategies [5], [7], [8], [10],
[11]. Communication-based cooperative methods are presented
in [6], [9] as an alternative to non-cooperative solutions. A
Policy Iteration algorithm solves the linear coupled Riccati
equations in [6], where the individual objectives are defined
with regards to team-aligned and selfish components. In [9],
a turn-based approach implements the solution of a leader-
follower Stackleberg game to prioritize leader’s objective,
and finds an optimum set of information to be transmitted.
Finally, an assistive control strategy, based on linear distributed
approaches, is presented in [12] where, as in [6], the coupling
effects of the power distribution grid are considered. However,
both [6] and [12] rely on small-signal approximations of power
buffers, rendering them invalid to study large-signal behaviors.

This paper designs a distributed assistive control scheme
for power buffers in a DC microgrid. The control scheme is
distributed as buffers exchange information through a com-
munication network, cooperative as buffers share a common
objective, and assistive as buffers reciprocally assist each other
during abrupt load changes, improving overall network perfor-
mance and stability. Cooperative control techniques are already
applied to other domains, e.g., unmanned aerial vehicles [13],
[14], robot manipulators [15], and spacecrafts [16], and have
recently been extended to DC microgrids (e.g., distributed
primary/secondary control [17]). We formulate the assistive
control problem of power buffers using the optimal con-
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trol theory. In general, continuous-time closed-loop optimal
control problems solve the Hamilton-Jacobi-Bellman (HJB)
equation [18]. Adaptive dynamic programming (ADP) [19],
[20] approximates the HJB solution for nonlinear systems as
it could become analytically intractable [21]. ADP is usually
implemented through an actor-critic learning structure, with a
critic neural network (NN) to approximate the value function
and an actor NN to approximate the optimal control policy
[20]. Learning techniques can be categorized into on-policy
and off-policy methods. On-policy learning methods update
the current policy with data collected from the same policy.
Off-policy learning methods permit the repeated use of the
data collected from a single initial admissible and stable
policy [22]. ADP techniques also provide forward-in-time
approximated solutions to dynamic programming approaches
for discrete-time optimal control problems [23].

This paper presents the first attempt in using ADP tech-
niques for the real-time control of power buffers that respects
their original nonlinear dynamics. ADP has also provided opti-
mal energy management policies in smart grids approximating
the solution of the Bellman equation forward-in-time [24],
[25]. In [26] and [27], a discrete-time ADP algorithm solves
the optimal energy management problem for microgrids with
energy storage elements. In [28], the fair energy scheduling
problem for a vehicle-to-grid network is solved via ADP. A
self-learning ADP algorithm in [29] considers the real-time
electricity price, load demand, and solar energy. Continuous-
time on-policy ADP approaches provide reactive power con-
trol in wind farms [30] and improve unmatched disturbance
rejection in multi-machine power systems [31]. Continuous-
time ADP algorithms, based on concurrent-learning, develop
droop-free control for DC microgrids [32]. The game-theoretic
solution for power buffers in [6] are provided via a policy
iteration algorithm.

In this paper, we solve the HJB equation employing a
continuous-time ADP approach with off-policy learning for the
purpose of feedback design instead of operational scheduling.
The objective is to derive a set of distributed optimal control
policies able to provide assistance during abrupt load changes.
A communication network, spread across the distribution grid,
augments the assisting range of power buffers to nearby loads.
The control law’s weights sets are calculated based on a mesh
of reference loads for each power buffer. The control law
depends on the buffer’s state and those of its neighbors on
a communication graph. To further reduce both computational
requirements and communicated data, the controller is trig-
gered only when a load change occurs, making it suitable for
Internet-of-Things (IoT) devices. The main contributions of
this paper, in contrast with existing literature, are


 The distributed controller minimizes a shared objective
among power buffers in a cooperative fashion, as opposed
to non-cooperative strategies in [5], [7], [8], [10], [11].


 The feedback strategy is designed according to the opti-
mal control theory, providing a real-time controller that is
known a priori and does not need a turn-based approach
as in [5], [9], [10].


 Compared to the work that rely on a small-signal approx-
imation of power buffers [6], [8], [12], the proposed non-
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Fig. 1. A DC microgrid with sources, active loads (composed of a power
buffer and a point-of-load converter), and the power grid. The assistance range
of a buffer is enhanced with a communication module.

linear optimal control law takes into account the nonlinear
dynamics of the power buffers and the coupling power
grid, and is valid for large-signal variations.


 It does not solve linear-quadratic regulator (LQR) prob-
lems at each sampling instant as in [8].


 The optimal control problem is solved by approximat-
ing the solution to HJB equation, instead of employing
the Pontryagin’s minimum principle as in [7] and [11].
This provides both necessary and sufficient conditions
for optimality instead of only the necessary condition.
Moreover, it provides a closed-loop control law directly
implemented without the need of other control techniques
(e.g., sliding mode), offering simpler designs as well as
better performances with small parameter variations or
model uncertainty [18], [33].

The rest of this paper is outlined as follows. Section II pro-
vides the nonlinear dynamic model of the power buffers and
the power grid. The proposed control approach is explained in
Section III. This controller is then verified using a Hardware-
in-the-Loop (HIL) setup in Section IV. Concluding remarks
are given in Section V.

II. NONLINEAR DYNAMIC MODEL OF A DC MICROGRID

In this paper, the final load refers to a point-of-load con-
verter. The active load is defined as the series connection of the
final load and the power buffer. A localized control approach
limits the assistance capabilities of a buffer to its final load.
Introducing a communication network among nearby active
loads, as shown in Fig. 1, allows them to collectively respond
to transients. The control objectives of a power buffer are to
1) regulate its output voltage to a rated value at the steady
state, and 2) vary its input impedance profile during transients
according to an assistive policy. The architecture of an active
load is shown in Fig. 2. The state variables of the ith active
load include the energy stored in the buffer, ei, and its input
impedance, ri [6], [12]. xi1 � ei � e�i and xi2 � ri � r�i are
deviations of the buffers’ energy and its input impedance from
their steady-state values. The set of all neighbors of the ith

active load is called its neighborhood set, and denoted by Ni.
An active load transmits its own state xi � rxi1 xi2s

ᵀ, and its
buffer’s output resistance Ri, to its neighborhood set.
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Fig. 2. An active load is composed of a power buffer and a point-of-load
converter. The input resistance, ri, is regulated by the control input, ui.

Consider a microgrid with M sources numbered 1, ...,M ,
and N active loads numbered M � 1, ...,M � N . Let pi be
the power delivered to the final load. The energy-balance for
the ith power buffer can be estimated as

9ei �
v2i
ri

� pi, i �M � 1, ...,M �N, (1)

where vi is the bus voltage. Moreover, the energy-voltage
relation can be approximated as

ei �
1

2
Cv2bi, i �M � 1, ...,M �N, (2)

where C is the capacitance of the power buffer, and vbi is the
buffer’s output voltage. ui is the control input that regulates the
input impedance of the buffer, ri. The following state-space
model for the ith active load is obtained#

9ei �
v2i
ri
� 2ei

C
1
Ri

9ri � ui
, i �M � 1, ...,M �N. (3)

Ri is the equivalent resistance of the buffer’s output. Given
a point-of-load converter (e.g., buck converter), in the steady
state, Ri can be obtained from the load’s resistance, RLi

.
Sources are modeled as a series connection of a voltage

source, vsi, and a resistor, rsi. The admittance matrix of a
distribution grid relates its injected nodal currents and the bus
voltages. Likewise, the active loads and sources can be related

i � rvs1{rs1, ..., vsM{rsM | 0, ..., 0s
ᵀ
�

Y rv1, ..., vM | vM�1, ..., vM�N s
ᵀ
, (4)

where i is the vector of injected currents, and Y is the reduced-
order admittance matrix [34]. From (4), the input voltage of
an active load can be related to the input impedances of all
active loads:

vi � γiprM�1, ..., ri, ..., rM�N q,

i �M � 1, ...,M �N.
(5)

Each active load’s input voltage is affected by its own in-
put impedance, ri, and by the impedances of all the other
active loads. Let’s define Ni as the set of all the indexes
k P tM � 1, ...,M � Nu such that active load k is in
the neighborhood of the ith active load. In this paper, the
neighbors set is inspired by the physical vicinity, i.e., for any
value of the input resistances prM�1, ..., ri, ..., rM�N q����BγiprM�1, ..., rM�N q

Brj

���� !
����BγiprM�1, ..., rM�N q

Brk

���� (6)

for any j P NzNi and for any k P Ni. Thus, the dependency
of (5) on the non-neighbors can be neglected by setting the

resistances of the non-neighbor loads to infinity, allowing the
following approximated relation

vi � γ̂ipri, trjujPNiq, i �M � 1, ...,M �N. (7)

The resulting dynamic model for an active load becomes#
9ei �

γ̂ipri,trjujPNi
q2

ri
� 2ei

C
1
Ri

9ri � ui
,

i �M � 1, ...,M �N.

(8)

Given a set of output loads
�
RLM�1

� � �RLM�N

�
, the corre-

sponding steady-state values of the buffer’s output resistances�
R�
M�1 � � �R

�
M�N

�
can be obtained. Once the output resis-

tances are known, (8) is solved by setting its derivatives to
zero and numerically finding the steady-state value of the input
impedances r�i . Since xi1 � ei � e�i and xi2 � ri � r�i , (8)
can be rewritten as$&
% 9xi1 �

γ̂ipxi2�r
�
i ,txj2�r

�
j ujPNi

q2

xi2�r
�
i

�
2pxi1�e

�
i q

C
1
R�i

9xi2 � ui
,

i �M � 1, ...,M �N.

(9)

This can be written as

9xi � fipx̄iq � bui, i �M � 1, ...,M �N, (10)

with b � r0 1s
ᵀ, xi � rxi1 xi2s

ᵀ, x̄i � pxᵀ
i , txjujPNi

qᵀ,
and fipx̄iq defined as

fipx̄iq �
γ̂ipxi2 � r�i , txj2 � r�j ujPNiq

2

xi2 � r�i
�

2 pxi1 � e�i q

C

1

R�
i

i �M � 1, ...,M �N.
(11)

The dynamics of the entire DC microgrid then becomes�
��
9xM�1

...
9xM�N

�
��

loooomoooon
9xMG

�

�
��
fipx̄M�1q

...
fipx̄M�N q

�
��

looooooomooooooon
fMGpxMGq

�

�
��

b � � �0
...
. . .

...
0 � � �b

�
��

loooomoooon
BMG

�
��
uM�1

...
uM�N

�
�� ,

looooomooooon
u

(12)

with the origin as an equilibrium, and fMGp0q � 0.

Remark 1. For a large number of power buffers, once output
resistances are fixed in value, a more computationally-tractable
method would be to integrate the evolution of system (8) under
a stable feedback controller, with a pre-computed equilibrium
as its initial state. The feedback controller can be any stable
policy that regulates the energy stored in the capacitor at its
fixed steady-state value, e�i , independent from the operating
point. The steady-state values reached by the impedance
trajectories will represent the steady-state solutions r�i for
i �M � 1, ...,M �N .

III. PROPOSED DISTRIBUTED OPTIMAL APPROACH

A. Assistive Control as an Optimal Control Problem

The assistive control problem can be treated as finding an
optimal feedback control law for (12) that minimizes a cost
functional during the transient toward a given setpoint for any
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initial state. Suppose that the ith active load needs assistance;
The cost functional is

JipxMG0 ,uq �

» 8
0

UipxMG,uqdt

i �M � 1, ...,M �N.

(13)

xMG0 is the initial state at t � 0. Uip�, �q is the corresponding
utilty function, defined as

UipxMG,uq � xᵀ
i Qiixi � ρiu

2
i

�
¸
jPNi

pxᵀ
i Qijxj � xᵀ

j Q
piq
jj xj � ρ

piq
j u2j q,

(14)

where Qii P R2�2, Q
piq
jj P R2�2, and Qij P R2�2 are

performance matrices weighting the state of active load i, the
state of its neighbors, and their product, respectively. ρpiqi and
ρ
piq
j are scalars weighting the active load’s control input and

that of its neighbors, respectively. The weighting terms ensure
UipxMG,uq ¥ 0@pxMG,uq and Uip0,0q � 0. Note that (14)
can also be written as

UipxMG,uq � QipxMGq � uᵀPiu, (15)

Equation (13) represents a common objective shared among
the active load i and its neighbors. With the utility function
(14), optimization of (13) minimizes the states deviations, xi

and xj, and the control effort, ui, of each assisting active load.
A proper choice of the weights penalizes individual active
load’s action in favor of a collective action during transients.

Remark 2. In this paper, the relationship between the control
input, ui, and the actual switching signal for the power
converter is not static as it will be clarified in the subsequent.
Therefore, we consider an optimal control problem with an
unconstrained input. To incorporate saturating or constrained
inputs, a non-quadratic term in the control input could be
considered. Interested readers may refer to [32], [35]–[37].

B. Adaptive Dynamic Programming with Off-Policy Learning

Given any initial state xMG0 , the assistive control problem
finds a feedback law upxMGq that asymptotically drives the
xMG to the origin and minimizes (13), when the active load i
is in need. Firstly, the corresponding Hamiltonian is defined:

HpxMG,u, V
�q � UipxMG,uq

�∇V �ᵀrfMGpxMGq �BMGus,
(16)

where V �pxMG0q � min
u
JipxMG0 ,uq is the optimal value

function that satisfies the well-known continuous-time HJB
equation, i.e.,

min
u
HpxMG,upxMGq, V

�q � 0. (17)

Once V � is found, the optimal feedback control law is

u�pxMGq � �0.5P�1
i Bᵀ

MG∇V �pxMGq. (18)

The generally-intractable HJB equation can be numerically
solved by the Policy Iteration algorithm detailed in Algorithm
1, where sequences ukp�q and Vkp�q converge to the optimal
values. The analytical solution of step 2 is still an intractable

problem. To this end, an ADP algorithm with off-policy
learning can be used [38]. Let’s consider the following system

9xMG � fMGpxMGq �BMGpu0pxMGq � enptqq, (19)

where u0 is a feedback policy that asymptotically stabilizes
the system at the origin with a finite associated cost, and en :
R Ñ RN is a bounded exploration noise for the learning
purposes. For each iteration k ¥ 0, let u1k � u0 � uk � en.
Then, (19) can become

9xMG � fMGpxMGq �BMGuk �BMGu1k. (20)

The time-derivative of the function VkpxMGq, computed along
the state trajectory of (20), is

9VkpxMGq � ∇V ᵀ
k pxMGqrfMGpxMGq �BMGpuk � u1kqs

� �UipxMG,ukq � 2
¸

jPNiYtiu

ujk�1
ρ
piq
j u1jk ,

(21)

where ujk and u1jk are the jth elements of uk and u1k vectors,
respectively. Using the universal approximation property [39],
for each k ¥ 0, the value function VkpxMGq and the control
policies ujk�1

, j P Ni Y tiu, can be approximated in a linear-
in-parameters (LIP) fashion,

V̂kpxMGq �
NA̧

l�1

cklφlpxMGq � cᵀkΦpxMGq, (22)

and

ûjk�1
px̄jq �

N
pjq
B̧

l�1

wjkl
ψjlpx̄jq � wᵀ

jk
Ψjpx̄jq,

j �M � 1, ...,M �N.

(23)

Herein, φlpxMGq : R2N Ñ R, with l � 1, ..., NA, and
ψjlpx̄jq : R2p|Ni|�1q Ñ R, with l � 1, ..., N

pjq
B and j �

M � 1, ..., N , are sequences of linearly-independent smooth
functions vanishing at the origin, and defined on compact
sets containing the origin. NA and N pjq

B are sufficiently-large
integers. ck and wjk are constant row vectors of weights to
be determined. Note that the approximating functions in (23)
depend only on the current state and that of the neighbors.
In this way, it is possible to find an approximated optimal
control policy that stabilizes the system and, at the same time,
is distributed. Replacing Vk and ujk�1

in (21) with their

Algorithm 1 Policy Iteration Algorithm
1. Initialization: Let the initial iteration number be k � 0,

and u0pxMGq be the initial control policy.
2. Policy Evaluation: Solve for VkpxMGq P C1, with
Vkp0q � 0, from the following

∇V ᵀ
k pxMGqrfMGpxMGq �BMGuks � UipxMG,ukq � 0.

3. Policy Improvement: Update the control policy
uk�1pxMGq using (18) and VkpxMGq.

4. Stopping Criterion: if convergence is achieved then stop,
else, set k � k � 1 and go to Step 2.
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approximations, and by integrating both sides over any time
interval rt, t� T s, the following equality is obtained,

cᵀk rφpxMGptn�1qq � φpxMGptnqqsloooooooooooooooooooomoooooooooooooooooooon
DΦpn�1q

�

� 2
¸

jPNiYtiu

wᵀ
jk

» tn�1

tn

Ψjpx̄jqρ
piq
j pu0j � enj qdtlooooooooooooooooooomooooooooooooooooooon

Γjpn�1q

� 2
¸

jPNiYtiu

wᵀ
jk

» tn�1

tn

Ψjpx̄jqρ
piq
j Ψᵀ

j px̄jqdtloooooooooooooooomoooooooooooooooon
ΓS

j pn�1q

wjk�1

�

» tn�1

tn

UipxMG, ûkqdt� εkn ,

(24)

where εkn is the approximation error and ttnu
NL
n�1 is an in-

creasing series of time intervals, with NL ¡ 0 as a sufficiently-
large number. The last integral can be written as» tn�1

tn

UipxMG, ûkqdt �

» tn�1

tn

QipxMGqdtloooooooooomoooooooooon
QIpn�1q

�
¸

jPNiYtiu

wᵀ
jk�1

ΓSj pn� 1qwjk�1
.

(25)

By defining Ξk�1 as in (26) and Bk�1 as follows

Bk�1 � �

�
�����

QIp1q �
°

jPNiYtiu

wᵀ
jk�1

ΓSj p1qwjk�1

...
QIpNLq �

°
jPNiYtiu

wᵀ
jk�1

ΓSj pNLqwjk�1
,

�
����� (27)

with j1, ..., jz P NiYtiu, the unknown weights at iteration k
can be find by solving the following

Ξk�1

�
cᵀk wᵀ

j1k
. . . wᵀ

jzk

�ᵀ
� Bk�1 (28)

Starting from an initial stabilizable control policy u0, se-
quences tV̂ku

8
k�0 and tûk�1u

8
k�0 converge to Vk and uk,

respectively [38]. The weights wjk and ck are obtained by
minimizing

°NL

n�0 ε
2
kn

using a least-squares method in equa-
tion (28). As commonly required in adaptive control theory
[40], a persistence of excitation (PE) condition has to be met
to successfully reach convergence for the weight sets. The
right choice of the exploratory signal is pivotal in this case.
The PE condition is given in (29).

rankpΞk�1q � NA �
¸

jPNiYtiu

N
pjq
B (29)

Since PE condition cannot be verified analytically a priori, it
requires a trial and error approach.

The Algorithm 2 implements the ADP algorithm once the
approximating functions, learning data, and utility function

are given. It involves an off-policy learning since the iteration
phase is done once the training data is available. Thanks to the
properties of the LIP approximators, the data collecting phase
is decoupled from the evaluation of (24). The computational
efforts are reduced since the same collected data solves several
optimal control problems with different utility functions.

C. Learning Procedure
Algorithm 2 is exploited to obtain a set of near-optimal

policies with respect to all the active loads, considering several
setpoints. The obtained weight sets are then aggregated into
look-up tables to compose a control scheme able to provide
a near-optimal policy working in all scenarios. Algorithm 3
summarizes the learning procedure. For a set of loads for the
ith active load, PRLi

� tR�p1q

Li
, .., R�pSiq

Li
u, the corresponding

set PRi � tR�p1q

i , .., R�pSiq

i u can be found. A learning grid
of different loads is defined as PRM�1

� ... � PRM�N
. For

each element of this learning grid, a set of optimal control
problems is defined corresponding to each active load that
needs assistance for that specific setpoint. Then, given an
N -tuple pR̄�

M�1, ..., R̄
�
M�N q P PRM�1

, corresponding input
impedances pr̄�M�1, ..., r̄

�
M�N q are found by solving (9) in

the steady state. The input impedances are stored in a map,
MrpR̄

�
M�1, ..., R̄

�
M�N q, to compute the states of each active

load fed to the controller. Once all the reference values are
given, the data collection phase can be performed. For each
setpoint, N corresponding optimal control problems are solved
by means of Algorithm 2. The obtained control weights for
the ith problem are stored in a map, M i

wj
pR̄�

M�1, ..., R̄
�
M�N q,

for each j P Ni Y tiu. This map defines the control policy of
active load j that is triggered through a load change in the
active load i.

Algorithm 2 ADP Algorithm with Off-Policy Learning
Inputs: Approximating functions ΦpxMGq and Ψjpx̄jq, with
j � M � 1, ...,M � N ; initial controller weights wj0 for
each active load; sequence ttnu

NL
n�1; system’s collected data

xMG
pLq recorded by applying pû0�enq as input, with ûj0 �

wᵀ
j0

Ψjpx̄jq; weighting matrices Qii, Qij, Q
piq
jj , and scalars ρi,

ρ
piq
j as in (14); stop threshold δ.

Outputs: weights ĉ and ŵj , j �M � 1, ...,M �N .
1. Initialization: Set the initial iteration number as k � 1.
2. Data Evaluation: Evaluate weights-independent terms of

(24) with collected data xMG
pLq.

3. Policy Improvement: Find new weights ck and wjk from
(24) using the data evaluated at Step 2.

4. Off Policy Iteration: If |ck � ck�1| ¤ δ, then stop and
return approximated optimal control policy, i.e., set ĉ � ck
and ŵj � wjk , j �M�1, ...,M�N ; else, set k � k�1
and repeat Step 3.

Ξk�1 �

�
��

DΦp1q 2pΓj1p1q � ΓSj1p1qwj1k�1
qᵀ � � � 2pΓjzp1q � ΓSjzp1qwjzk�1

qᵀ

...
... � � �

...
DΦpNLq 2pΓj1pNLq � ΓSj1pNLqwj1k�1

qᵀ � � � 2pΓjzpNLq � ΓSjzpNLqwjzk�1
qᵀ

�
�� (26)
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Fig. 3. Proposed control scheme. Green, blue, and red lines refer to local data, incoming/outgoing real-time data, and incoming/outgoing high-latency data.

D. Assistive Control Scheme

As the first control objective, the buffer’s output voltage
should be fixed, in the steady state, on the rated value of v�bi,
which corresponds to e�i as in (2). As the second objective, the
input impedance profile varies during transients according to
the assistive control policy. The proposed scheme employs the
voltage tracker to handle both objectives. The assistive policy
acts on the software implementation of system (9), defined as
the virtual system in Fig. 3, and is connected to the physical
buffer through the input voltage, vi. evi and rvi in Fig. 3 denote
the states of the virtual system synced with the physical one
through the input voltage, vi. The real-time controller uses the
states of the virtual system in its feedback policy. In particular,
the real-time value of rvi is obtained by integrating the control
input, ui. The controller drives the input impedance of the
virtual system, providing a desired energy profile translated
into the reference of the voltage tracker of the power buffer.

The distributed assistive control policy is triggered when
an active load detects a change in its neighborhood. Other-
wise, it uses a default local stabilizing controller udipxiq �
wdiΨipx̄iq; Where wdi is chosen such that udi depends only
on local states. After each transient, i.e., when

°
jPNi

px2j1 �
x2j2q is lower than a defined threshold εT , the control weights
switch to the default ones. Thus, the communication module
is used only during the assistive task. This makes the proposed
method suitable for energy-constrained devices (e.g., IoT de-
vices), and keeps the system stable in case of communication
fails.

The reference and weights map in Algorithm 3 are queried
by the complete N -tuple pR�

M�1, ..., R
�
M�N q. To correctly

query the maps, active load i has to know its resistance, the
set of neighbors, and the set of non-neighbors resistances,

Algorithm 3 Assisitve Control Learning Procedure
Inputs: Buffer’s output resistances set for each active load
PRi

� tR�p1q

i , .., R�pSiq

i u; Approximating functions, sequence
ttnu

NL
n�1, and initial controller weights wj0 for each active

load, as in Algorithm 2; weighting terms for each active load
i, i.e. Qii, ρ

piq
i , Qij, Q

piq
jj and ρpiqj , with j P Ni.

Outputs: Input impedance references map
MrpRM�1, ..., RM�N q; near-optimal control policies
map M i

wj
pRM�1, ..., RM�N q, with i � M � 1, ...,M � N

and j P Ni Y tiu.
1. for each pR̄�

M�1, ..., R̄
�
M�N q P PRM�1

� ...�PRM�N
do

2. Find corresponding pr̄�M�1, ..., r̄
�
M�N q by solving (9)

in the steady state, with R�
i � R̄�

i , and set

MrpR̄
�
M�1, ..., R̄

�
M�N q � pr̄�M�1, ..., r̄

�
M�N q.

3. Define system (12) by setting reference values found in
Step 2, and collect corresponding learning data using
the initial controller.

4. for each active load i do
5. Solve the optimal control problem using Algorithm

2 with learning data from Step 3 and terms Qii, ρ
piq
i ,

Qij, Q
piq
jj and ρpiqj , with j P Ni Y tiu, and set

M i
wj
pR̄�

M�1, ..., R̄
�
M�N q � ŵj .

6. end for
7. end for
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i.e., Ri, RNi
� tRjujPNi

, and RNzNi
� tRjujPNzNi

,
respectively. Thus, the control mechanism is enhanced with
a communication protocol to broadcast each routing active
load’s vector RSN � pRi, RNi , RNzNi

q to its neighbors.
This protocol ensures consensus among active loads if the
communication graph features a spanning tree [41]. Once a
load change occurs, the neighbors state data is sent in real
time, while the information RSN is sent with a higher latency.
The maximum latency has to be lower than the minimum rate
of load change for each active load. Once the ith active load
detects a change in RNi

, the non-neighbors resistances are
selected from RRN , which is the received counterpart of RSN .
Hence, the active load can correctly query both the weights
and reference maps.

Assuming that the learning procedure has been properly
conducted, and given the stabilizing properties of the default
policy, a switch between asymptotically-stable controllers oc-
curs once the transient effects are dissipated. The output of
the reference map is filtered to avoid states jump and preserve
system stability during the switching phase [42]. This filter’s
time constant, τRM , is chosen faster than the communication
sampling time.

IV. HARDWARE-IN-THE-LOOP VALIDATION

A. System Setup

The proposed control scheme is verified on a 48V DC
microgrid, with its structure shown in Fig. 1. Microgrid
parameters are adopted from [6]. Every DC source is modeled
as a series connection of a 50V ideal voltage source and a 0.1Ω
resistor. Each active load consists of a power buffer (boost
converter) and a buck converter with an LC filter interposed
in between. The boost converter features a fast voltage tracker
to follow the voltage profile defined by the assistive control
scheme in Fig. 3. Its rated output voltage is v�bi � 100V .
The fast voltage regulator of the buck converter is regulated
at 48V. Both voltage trackers employ Proportional-Integral
(PI) controllers. Proportional and integral gains for the boost
converter are 1 and 3.5, respectively. Proportional and integral
gains for the buck converter are 0.09 and 1.08, respectively.

The relationship between the control input, ui, and the
switching state of the solid-state switch of the boost converter
can be derived as follows. Given the initial value of the stored
energy, ei0, input impedance ri0, and load value Ri, the control
input profile, ui, is translated into the energy profile, evi, by
integrating the equations of the virtual system as in Fig. 3

eviptq � e
� 2

C
1
Ri

�
ei0 �

» t
0

e
2
C

1
Ri
τ
vipτq

2

ri0 �
³τ
0
uipζqdζ

dτ

�
, (30)

where vi is the measured input voltage of power buffer i.
Using (2), evi is translated into the reference of the fast voltage
tracker for the boost converter, i.e., v�biptq �

a
p2{Cqeviptq.

The output of the Proportional-Integral controller of the i-th
boost converter is denoted by yPIi , while its input is the error
between the reference voltage, v�biptq, and the measured output
voltage, vbi. yPIi is used along with the measured input current,
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Fig. 4. Hardware-in-the-loop setup: (a) dSPACE MicroLabBox Controller
(handles the control and communication routines); (b) Typhoon HIL 604
(emulates the physical components of the underlying microgrid).

ii, in an hysteresis-band controller to determine the switching
state of the solid-state device,

diptq �

#
1 if yPIi � ii ¡ hbi

0 if yPIi � ii   �hbi
, (31)

where hbi is the hysteresis band herein set as 0.2. The switch
status is kept constant for values between the thresholds.

The physical microgrid is emulated on a Typhoon HIL 604,
and the communication network and the control scheme run on
a dSPACE MicroLabBox controller board, as shown in Fig. 4.
The sampling times of the controller and the communication
module are 0.1ms and 1ms, respectively. The time constant
of the filter placed after the resistances map is τRM � 0.2ms.

B. Learning Stage

The assistive control scheme requires a learning phase via
Algorithm 3. According to Fig. 1, neighborhood sets are
N4 � t5, 6u, N5 � 4, and N6 � 4. The output load for
each active load varies from 10Ω to 100Ω, in steps of 10Ω.
Mixed linear-independent polynomial terms, up to 4th degree,
are used as approximating functions, with a corresponding
NA � 166, N p4q

B � 83, and N p5q
B � N

p6q
B � 34. The structure

of approximating functions, for both critic and actor networks,
is $'''''''''''''''''''&

'''''''''''''''''''%

V̂kpxMGq �
¸

l�1,...,166
i1,...,i6¥0

2¤i1�...�i6¤4

clx
i1
41
xi242x

i3
51
xi452x

i5
61
xi662

û4k�1
px̄4q �

¸
l�1,...,83
i1,...,i6¥0

1¤i1�...�i6¤3

w4kl
xi141x

i2
42
xi351x

i4
52
xi561x

i6
62

û5k�1
px̄5q �

¸
l�1,...,34
i1,...,i4¥0

1¤i1�...�i4¤3

w5kl
xi141x

i2
42
xi351x

i4
52

û6k�1
px̄6q �

¸
l�1,...,34
i1,...,i4¥0

1¤i1�...�i4¤3

w6kl
xi141x

i2
42
xi361x

i4
62

(32)

The learning sequence ttnu, with NL � 10000 intervals of
10ms and 3 filtered white noises, are used as exploration
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Fig. 5. Two policy weights of the active load 5, when the active load
4 is in need: (a) weights for approximating function x51 ; (b) weights for
approximating function x41x51 .

signals. For each active load, the initial stabilizing controller
is û0j � 2xj1, j � 4, 5, 6. A trial and error approach finds
the initial controller whose stability has been checked through
simulations conducted over several loading scenarios. The
same steady-state stored energy were considered for all the
buffers. The weighting terms are set as$''''''''&

''''''''%

Q44 � Q55 � Q66 � diagp8, 8q,

Q
p5q
44 � Q

p6q
44 � Q

p4q
55 � Q

p6q
55 � diagp1, 1q,

Q45 � diagp�2, 0q,

Q46 � diagp�1, 0q,

Q54 � Q64 � diagp�5, 0q,

ρ4 � ρ6 � ρ6 � 1, ρ45 � ρ46 � ρ54 � ρ64 � 0.1.

(33)

where diag stands for a diagonal matrix. Once the learning
phase is complete, the near-optimal control policy maps are
interpolated to obtain different control weights surfaces for
each active load with respect to each neighbor in need. As
an example, Fig. 5 shows two surfaces actuated by the active
load 5 and triggered when the active load 4 needs assistance.
Note that the weights depend on the desired setpoint (here,
RL6

� 70Ω).
Example studies from Algorithm 2 in Fig. 6 show how

the near-optimal control policy provides assistance among
neighboring power buffers. Using formulation (12) for the
underlying DC microgrid, a single control policy, û, was
obtained to assist power buffer 5 during transients with the
same weighting terms described above. In this example, R5

changes from 80Ω to 10Ω at t � 0, while R4 and R6 are set as
40Ω and 30Ω, respectively. Figures 6(a) and 6(b), respectively,
show the trajectories of e4, e5 and r4, r5 both with the
initial control policies u04 , u05 , and with the near-optimal
control policies û4, û5. These control policies are compared
in Fig. 6(c). The initial control policy of power buffer 4 did
not provide assistance to the power buffer 5, while the near-
optimal control policy of power buffer 4 uses its stored energy
to help power buffer 5 during transients, reducing both the
energy and input impedance variations for power buffer 5.

The controller stability depends on the approximation do-
main of the employed neural networks in the learning stage
[38]. The exploration signal allows the system states to span
the region for the considered loading scenarios. Thus, the near-
optimal control policy becomes stable, providing an approx-
imated optimal value function V̂ , that acts as a Lyapunov
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Fig. 6. Learning results when power buffer 5 is in need: (a) stored energies
for initial and near-optimal controllers, (b) input resistances for initial and
near optimal controllers, (c) initial and near-optimal control inputs, (d) time
trajectories of the learned value function (left), derivative of the learned
value function (center), and performance comparison (right), (e) weights
convergence for the critic network (left), actor network of power buffer 4
(center), and actor network of power buffer 5 (right), and (f) energy-impedance
trajectories for the initial and near-optimal control policies.

function, as shown in the left and central parts of Fig. 6(d). The
performances of the two control policies, in minimizing the
cost function, is shown in the right part of Fig. 6(d). Clearly,
the near-optimal controller, û, provides a lower value for the
shared objective function, J5. The weights convergence for this
scenario is depicted in Fig. 6(e). Finally, Fig. 6(f) shows the
energy-impedance trajectories for the two power buffers, with
both the initial controller and the near-optimal one. As seen,
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the initial control policy for power buffer 4 doesn’t change its
stored energy, while its approximated optimal policy assists
power buffer 5, by using the buffering capabilities of power
buffer 4.

C. HIL Implementation - Deactivated Power Buffers

Figure 7 shows the system performance when power buffers
are inactive. The initial loads of active loads 4, 5 and 6 are
80Ω, 100Ω and 70Ω, respectively. The load attached to the
power buffer 5 changes to 20Ω at t � 2s. The load attached
to the power buffer 4 goes to 15Ω at t � 9s. Loads 4 and
5 regain their original values at t � 15s and t � 25s,
respectively. Bus voltages and source currents exhibit step-
change behaviors in Figs. 7(a) and 7(d), respectively. Note that
when slow or stochastic (renewable) sources are present, such
abrupt demands on the source currents are highly undesired.
The energy-impedance trajectories of active loads are shown
in Fig. 7(h). The trajectories corresponding to the first, second,
third, and fourth load changes are represented by red, green,
orange, and violet lines, respectively. The operating points of
buffers 4 and 5 form an almost straight line, while buffer 6
doesn’t show any change.

D. HIL Implementation - Activated Power Buffers with Com-
munication Delays

The proposed control scheme is activated, and the com-
munication network links the neighboring active loads. Some
studies report IEEE 802.11 (WiFi) or Bluetooth Low Energy
(BLE) as communication protocols mostly suited for low-
power IoT devices [43]. During the assistive task, a data
packet with 3 doubles (RLi

, xi1, and xi2) is communicated,
which would require a single link capacity of 192 kbps.
Maximum data rates for WiFi and BLE are 54Mbps and 1
Mbps, respectively [44]. Thus, BLE is suitable for microgrids
with up to 5 neighbors for each active load; Otherwise, WiFi is
preferred. For both protocols, the maximum transport delay is
less than 100ms [45], [46]. Communication delays of 125ms,
120ms, and 130ms are introduced in the links between active
loads 4 and 5, active loads 5 and 4, and active loads 4 and 6,
respectively.

For 0   t   2s, all the power buffers run a default control
law, the same as the u0i in Section IV.B. At t � 2s, the
active load 5 changes from 100Ω to 20Ω, while active loads
4 and 6 stay at 80Ω and 70Ω, respectively. The active load
4 receives the load-change signal after 120ms, triggering the
assistive control law by querying the references map and the
weight surfaces. Once the transient is over, active load 4
switches to the default control law and updates the active load
6. Thus, the active load 6 can correctly query the references
map at the next event. At t � 9s, the active load 4 changes
to 15Ω, triggering its own near-optimal policy. After 125ms
and 130ms, respectively, active loads 5 and 6 receive the
information and trigger their control policies to assist the active
load 4. At t � 15s and t � 25s, active loads 4 and 5 are
changed back to their initial values, respectively.

After the first load change event, the active load 4 is only
supporting the active load 5. The second event requires that
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both active loads 5 and 6 help smooth the transients. As shown
in Fig. 8(e), once active load 5 abruptly changes, the stored
energy of the active load 4 changes according to the assistive
control law. The same happens to the stored energies of active
loads 5 and 6, after the active load 4 changes. Red curves
in Fig. 8(h) show impedance-energy trajectories during the
first event, the green curves show those trajectories after the
second event. In both cases, assistance is provided by dropping
the stored energy and increasing the input impedance of the
corresponding buffer. Orange and violet curves in Fig. 8(h)
refer to the third and fourth load change events, respectively.
Energy-impedance trajectories of buffers 4 and 5 go back to
their initial points. Violet trajectory of buffer 4, and orange
trajectories of buffers 5 and 6, denote how the stored energy
and impedance exhibit smaller variations. This asymmetric
behavior is due to the non-linearity of the control law as well
as the choice of weighting terms. As shown in Fig. 8(a), Fig.
8(d), and Fig. 8(g), the group action of power buffers smooth,
respectively, the input bus voltages, source currents, and power
demands.

Remark 3. Communication delays affect the performance and
stability of distributed control architectures. Herein, we have
considered delay values in the range of the most commonly-
used transmission technologies. Delay effects are negligible
since the controller dynamics is slower then the the dynamics
of the communication network, in line with the analysis done
in [6], [12]. In fact, Fig. 6 and Fig. 8 (after the controller
is triggered) show controller dynamics in the order of 250
ms or higher. More rigorously, theoretical stability analysis
for nonlinear interconnected systems with time delays could
be done using Lyapunov-Krasovskii or Lyapunov-Razumikhin
approaches [47]. These methods would need suitable Lya-
punov functions for each global system defined according to
the loading grid used in the learning phase. Constructing such
functions presents a more challenging task when compared
with delay-free systems [48], and stability results are available
only for certain classes of nonlinear systems [49]. Most control
work in microgrids, that consider time delays, have relied
on linear analysis [50]–[54], quasi-linear analysis, [55], or
feedback-linearizing control structures [56].

A comparison with the distributed algorithm presented in
[12] is shown in Fig. 9. At t � 0.7s, buffer 4 observes an
abrupt change of its load from 80Ω to 15Ω. Using ADP,
the energy stored in the buffer 4 recovers faster, as seen in
Fig. 9(a). The energies stored in buffers 5 and 6 show higher
deviation with comparable (active load 6) or slower (active
load 5) settling times. This shows how the proposed method
penalizes the individual action of the active load 4, enhancing
the collective assistance provided by the active loads 5 and 6.
Power demands are kept smooth, with a smaller initial deriva-
tive, as seen in Fig. 9(b). A faster dynamic response could be
attained by adjusting the control gains in [12]. Therein, the
controller design was based on a small-signal approximation
of power buffers, making the controller valid only for a single
operating point without guaranteeing its performance for larger
load variations. By contrast, the method proposed here is based
on a nonlinear formulation of the microgrid in (12). So long as
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Fig. 8. Microgrid performance in response to two load changes at terminals
5 and 6 with activated power buffers: (a) distribution bus voltages observed at
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the learning phase spans a sufficiently-large loading space, and
the PE condition is valid, controller stability is guaranteed for
higher deviations. Finally, individual controllers are designed
through Algorithm 3 for each load variation. The optimal
control formulation guarantees semi-optimal performance in
every learned scenario.

V. CONCLUSION

The stability properties of DC microgrids can be improved
by augmenting volatile loads with a power buffer. Proper
impedance-energy adjustment of such buffers can smooth
transients during abrupt load changes. In this work, a com-
munication network collectively groups the power buffers.
To guarantee both performances and stability over a wide
range of load variations, the full nonlinear dynamics of the
power buffers and the distribution network has been taken into
account. An assistive control law is designed using an adaptive
dynamic programming algorithm with off-policy learning. The
resulting control law is computed off-line and triggered at
each load change, making the proposed approach particularly
suitable for constrained IoT devices. Finally, hardware-in-the-
loop simulations validates the proposed approach.
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