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1 Abstract—Network Function Virtualization (NFV) enables
2 Network Operators (NOs) to efficiently respond to the increas-
s ing dynamicity of network services. Virtual Network Functions
4 (VNFs) running on commercial off-the-shelf servers are easy to
s deploy, update, monitor, and manage. Such virtualized services
¢ are often deployed as Service Chains (SCs), which require in-
7 sequence placement of computing and memory resources as well
s as routing of traffic flows. Due to the ongoing migration towards
s cloudification of networks, the concept of auto-scaling which
10 originated in Cloud Computing, is now receiving attention from
11 networks professionals too. Prior studies on auto-scaling use mea-
12 sured load to dynamically react to traffic changes. Moreover, they
13 often focus on only one of the resources (e.g., compute only, or
14 network capacity only). In this study, we consider three differ-
15 ent resource types: compute, memory, and network bandwidth.
16 In prior studies, NO takes auto-scaling decisions, assuming ten-
17 ants are always willing to auto-scale, and Quality of Service
18 (QoS) requirements are homogeneous. Our study proposes a
19 negotiation-game-based auto-scaling method where tenants and
20 NO both engage in the auto-scaling decision, based on their
21 willingness to participate, heterogeneous QoS requirements, and
22 financial gain (e.g., cost savings). In addition, we propose a proac-
23 tive Machine Learning (ML) based prediction method to perform
24 SC auto-scaling in dynamic traffic scenario. Numerical examples
25 show that our proposed SC auto-scaling methods powered by
26 ML present a win-win situation for both NO and tenants (in
27 terms of cost savings).

28 Index Terms—Auto-scaling, service chains, virtual network
29 functions, machine learning, negotiation game, cost savings, QoS,
30 resource disaggregation, edge datacenters.
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I. INTRODUCTION

ETWORK functions, such as those implemented in

firewall, switch, router, Customer Premises Equipment
(CPE), etc. have been traditionally deployed on proprietary
hardware equipment, referred to as “middleboxes”. This
has made equipment upgrade, deployment of new features,
and maintenance complex and time consuming for Network
Operators (NO). Recent migration towards Network Function
Virtualization promises faster service deployment and flexi-
ble management [1]. Virtual Network Functions (VNFs) allow
us to use Commercial-Off-The-Shelf (COTS) hardware to
replace costly vendor hardware. VNFs can be hosted as vir-
tual machine (VM) instances inside cloud datacenters (DCs),
or in edge datacenter (Edge-DCs) locations such as smaller
metro datacenters (Metro-DCs), telecom Central Office Re-
architected as a Datacenter (CORD) [2], etc.

Network functions are often placed in an ordered sequence
to process traffic flows resulting in Service Chains (SCs)
[3]-[6]. A Service Chain involves a set of specific Network
Functions (NFs) to be traversed, and a certain amount of
network bandwidth to route the traffic through them. Fig. 1
shows two example service chains (SC; and SC3) in a geo-
distributed DC/Edge-DC scenario. SCp illustrates a service
chain which traverses nodes 6, 3, 2, and 1, where three network
functions are hosted (VMs NFy and NFy at node 6, and NF3
at node 2). In addition to the computing and memory resources
located at nodes, the NO allocates necessary network band-
width capacity (N) to maintain Quality of Service (QoS) as
per the tenant’s request. Similarly, traffic flow for SCy tra-
verses nodes 10, 14, 13, and 12, with NF; at node 10 and
NFs5 at node 13.

Often a SC is placed according to a tenant’s request.
Traditionally, a tenant leases enough resources from the NO
to support the tenant’s peak load. For a static allocation of
resources, after the NO finalizes the initial placement of a SC
with resources required by the tenant, the allocated (comput-
ing, memory, and bandwidth) resources remain unchanged for
the rest of the SC’s lifetime [6]. But, in practice, the traffic
demand flowing through the SCs (for the respective tenant)
can vary over time, leading to a dynamic resource-allocation
scenario. This idea of auto-scaling (i.e., varying the number
of allocated resources automatically based on load) originated
in cloud computing [7].

Cloud service providers implement auto-scaling capability
for computational resources, so a tenant pays leasing cost only
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Fig. 1.

Example deployment of service chains.

76 for the resources used (via pay-per-use payment methods).
77 However, auto-scaling in cloud computing and auto-scaling
78 SCs have some key differences: i) Cloud computing load vs.
79 network traffic load: In cloud computing, workload mostly
o consists of computation tasks serving applications and users.
81 On the other hand, SC workload consists of network traffic
g2 that requires to be served by network functions (NFs) (e.g.,
83 Firewalls, etc.). Due to the different types of workload (e.g.,
s« cloud VM hosting ‘Pokemon Go’ application server vs. service
s chain VM hosting ‘Firewall VNF’), methods and results from
s cloud-computing domain are not directly applicable to SCs.
&7 Hence, we need to study novel auto-scaling methods which use
ss network traffic load data (to learn from the network-specific
s load characteristics) and obtain new results demonstrating
9 the impact of SC auto-scaling (instead of assuming that
91 SC auto-scaling will have the same impact as cloud auto-
o2 scaling on cost, etc.) i) Cloud QoS requirements vs. SC
93 QoS requirements: Cloud services served by DC operators and
94 service chains deployed by NOs usually have different QoS
os requirements. SC auto-scaling methods have to consider these
96 different QoS requirements and deploy resources accordingly.
o7 Indeed, our proposed negotiation-game-based approach studies
98 the impact of different levels of QoS sensitivity from tenants,
99 and investigates its impact on cost savings, resource utilization,
100 etc., which is a major novelty of this study. iii) Cloud resources
101 vs. SC resources: In cloud computing studies, mostly virtual
102 machines (VMs) (consuming compute and memory resources)
103 are of focus. Hence, the cloud computing auto-scaling meth-
104 0ods do not consider network bandwidth as a resource to be
105 auto-scaled. On the other hand, for service chains, network
106 bandwidth is critical, in addition to computing and memory
107 resources consumed by NFs. Hence, novel SC auto-scaling
s methods [21]-[24] are being proposed to jointly auto-scale
100 network and cloud resources.

1o Auto-scaling of SCs brings the economic benefit of pay-per-
11 use for NO and tenants. The tenant pays lower leasing cost
112 (due to lower resource usage) when the traffic load is low and
113 higher leasing cost (due to higher resource usage) when the
4 traffic load is higher. Tenants can reduce their leasing cost
s significantly by leasing network services from the NO which
116 offers auto-scaled services. On the other hand, NO can attract
117 more tenants by offering economic benefits of auto-scaling.

1

o

1
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NO can use the freed resources to serve SCs experiencing
higher load and can even serve additional SCs (and additional
tenants).

During the auto-scaling process, there can be a small dura-
tion of time, when the resources allocated to the tenant is
not sufficient for the traffic load, leading to degraded service,
negatively impacting QoS. Now, some tenants could tolerate
a short duration of QoS degradation (e.g., video streaming).
These tenants may be willing to auto-scale even when the
economic gain is relatively low. But some other tenants could
be very sensitive to QoS degradation (e.g., bank, stockbrokers,
etc.) These tenants might participate in auto-scaling only when
the economic gain is high.

Prior studies on SC have mostly focused on static and
dynamic methods for SC resource placement [3], [6], [20],
[22]. A few recent studies [21]-[24] have proposed heuris-
tic algorithms to auto-scale SCs using prediction methods
such as auto-regression [23]. However, these studies consider
NO-driven auto-scaling, i.e., the NO allocates/de-allocates
resources from SCs by assuming that tenants are always will-
ing to release resources (or to accept additional resources),
without considering the tenants’ willingness to cooperate in
the auto-scaling process, QoS sensitivity, etc.

In practice, some tenants may have more QoS-sensitive SCs
(e.g., a bank requiring connectivity for financial operations)
than others (e.g., a video content provider). Hence, depending
on the services supported over the chain, the tenant may have
preferences (e.g., willingness or unwillingness) to participate
in auto-scaling. From an economic point of view, in this study,
we assume that tenant’s decision will also depend on how
much refund it will gain by giving back resources to the NO.

In NO-driven auto-scaling method, the NO pays full refund
of the tenant’s leasing cost. But considering the fundamental
economics, NO will be interested to pay less refund. Hence,
NO’s goal is to maximize the amount of re-collected free
resources while paying minimum refund. To the best of our
knowledge, our study is the first to explore a negotiation-
game-based SC auto-scaling where tenants and NOs jointly
participate in the auto-scaling decision based on their
benefits.

Prior studies on auto-scaling (applied to SCs, or more gen-
erally, to cloud systems) have used reactive threshold-based
approaches as well as proactive prediction methods (based
on auto-regression, moving average, etc.) In this study, we
enhance our previous ML prediction model in [8] and inves-
tigate an improved proactive Machine Learning (ML) based
prediction methods (with different input, output, and feature
set than those in [8]) to predict traffic demand for a given
interval, ahead of time. We use the data collected from a pri-
vate ISP to compare the performance of our proposed ML
prediction method with the prediction methods proposed in
prior studies.

We observe that each network function uses different num-
ber of computing and memory resources [20], depending
on the traffic it is serving. But, in prior studies, these two
resources are considered together as a single VM unit. In
addition, many works ([18]-[19]) do not consider auto-scaling
of network bandwidth at all. Hence, our proposed method
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models the problem with computing, memory, and network
bandwidth as separate, dis-aggregated, and scalable resources.

Significant contributions of our study on the auto-scaling
method are as follows:

1) To the best of our knowledge, we propose the
first SC-negotiation-game-based auto-scaling method
(Negotiated Resource Auto-Scaling for Service Chains
(NRASC) algorithm) that allows the NO and tenants
to engage in negotiation, based on QoS sensitivity and
financial gain.

We propose another heuristic algorithm (Operator-driven
Auto-Scaling for Service Chains (ORASC)) which
allows us to compare the effectiveness of NRASC and
the impact of our proposed prediction methods.

Our study explores various ML-based prediction meth-
ods including Deep Neural Networks (DNN) and Long
Short-Term Memory (LSTM).

Our study compares our proposed method with three
prior works: dynamic-threshold-based approach derived
from cloud auto-scaling (DT) [10], a recent SC
auto-scaling study (AR) [23], and an artificial-neural-
network-based method [35]. Results demonstrate higher
gain from our proposed methods.

We propose a SC resource model that considers disag-
gregation of resources (compute, memory, bandwidth,
etc.).

The rest of this study is organized as follows. Section II
reviews prior work on auto-scaling for cloud computing,
VNFs, and SCs. Section III provides a formal problem state-
ment for SC auto-scaling. Section IV describes the proposed
ML-based prediction methods and two auto-scaling algo-
rithms. Section V discusses the performance of ML-based
prediction and shows numerical results on the auto-scaling
algorithms. Section VI concludes the study.

2)

3)

4)

5)

II. BACKGROUND AND RELATED WORK

211 A. Auto-Scaling for Cloud Services
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Prior studies on auto-scaling for cloud computing can be
classified in two groups: threshold-based vs. prediction-based
(time series analysis, auto-regression, etc.) Threshold-based
approaches have been used by DC owners [7] for scaling
computing resources. Static-threshold-based approaches [9],
[10], [11] use predefined upper and lower thresholds for
scaling, which is not practical in a dynamic demand sce-
nario. Improvements have been proposed using dynamic-
threshold-based approaches [12], [13], [14]. As for prediction-
based approaches, prior studies have used Auto-Regression
(AR) [15], Moving Average (MA) [16], and Auto-Regressive
Moving Average (ARMA) [17] to predict future workload for
cloud virtual machine auto-scaling.

We have studied the proposed methods in cloud comput-
ing, adopted their threshold-based approach (DT), modified it
for auto-scaling SCs, and we compare it with our proposed
method in results section, to reflect the improvement over
the state-of-the-art. In addition, a recent study [23] proposes
a dynamic SC scaling method using auto-regression (AR),
another method used in cloud auto-scaling. In results section,

we compare our method with both DT and AR, and present
improvements achieved by our proposed method.

B. Auto-Scaling for Service Chains

Prior studies on SC focus mostly on static and dynamic
deployment of service chains. Reference [4], [6], [20] dis-
cuss the SC placement problem and propose mathematical
optimization solutions for SC placement. Recent studies have
started exploring SC auto-scaling. Reference [23] proposes
a dynamic scaling method for a specific usecase: mobile
core networks and IP Multimedia Subsystems (IMSs). The
method uses auto regression (AR) as a prediction mecha-
nism (we will compare it to our proposed ML method).
Reference [24] proposed dynamic placement of VNF SCs
across geo-distributed DCs. It converts the offline deploy-
ment problem into Online Regularization-Based Fractional
Algorithm (ORFA).

Reference [25] proposes a heuristic VNF migration algo-
rithm to reduce migration time and VNF embedding cost
for SCs. The study focuses mostly on the migration deci-
sion algorithm, not on auto-scaling. Reference [26] proposes
a heuristic algorithm for end-to-end latency-aware dynamic
SC auto-scaling. Authors do not use any prediction method,
assuming the workload is known from a Wikipedia trace data.

To summarize, references [23]-[26] do not distinguish
among the SC resources (compute, network, storage, etc.), use
traditional prediction methods (AR, ARMA, etc.), and do not
consider tenant’s participation in the auto-scaling decision.

As discussed, prior studies only consider NO-driven auto-
scaling methods. To the best of our knowledge, our study is
the first to explore the negotiation-game-based auto-scaling
where tenants and NO decide on the auto-scaling based on
their benefits (more in Section V). Another novelty of our work
is the integration of ML-based prediction for auto-scaling.

In addition, our method is aware of disaggregated view of
computing, memory, and bandwidth resources (instead of con-
sidering VMs as resource unit). Such disaggregation [27] has
been explored in network resource literature. Using vertical
scaling (adding/removing resources to/from a VM), disaggre-
gation allows granular auto-scaling of resources.

III. PROBLEM DESCRIPTION

Our objective is to develop auto-scaling methods which
use the predicted values from machine learning classifier (see
Fig. 2.a) to dynamically scale the SCs.

Fig. 2.a shows the overall flow of the auto-scaling process.
The “Prediction” module learns from historic data and uses
recent measurement data to predict the traffic demand during
the next interval. Then, the “Scaling algorithm” makes neces-
sary resource allocation/de-allocation based on the prediction.

The first step is to design a method to predict the amount
of required resources in the next interval (y). Section IV
presents an enhanced version of the ML classifier proposed
in [8]. Section V presents the SC auto-scaling algorithms.
First, we propose NO-driven auto-scaling method, ORASC
algorithm, which takes the output from prediction method
and handles the complex SC resource management steps
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Fig. 2. Auto-Scaling overview: (a) high-level view of auto-scaling decision
life cycle; (b) example steps for prediction decisions.

(such as allocating/de-allocating network capacity in links,
adding/removing computing/memory units to VNFs, migration
of virtual resource units, etc.) Then, we propose another auto-
scaling algorithm based on negotiation game theory, NRASC
algorithm, where tenants actively participate in the auto-
scaling decision process. Our study envisions that, in future,
the proposed method will be part of the automation, orchestra-
tion, and management software of the NO (similar to AT&T’s
ECOMP [28]).

Hence, the problem can be formally defined as follows:
given a network topology, capacity of links, a set of nodes
hosting compute and memory resources and their capacity lim-
its, a set of SCs where tenant traffic flows are already assigned
to a SC (using SC placement methods), minimum and max-
imum limits for each type of resources for each SC, historic
measurement data to train ML algorithms, our method auto-
scales SC resources, using the predicted resource requirement
for the next interval. We assume that SCs do not share comput-
ing/memory/network units among each other, and traffic flows
from one SC do not use another SC. In our study, we con-
sider QoS is maintained if the required number of resources
are allocated for that time period. On the other hand, if less
resources are allocated than required, we consider QoS is
violated, resulting in degraded QoS and QoS penalty.

The input parameters of the problem are as follows.

e Network topology G(V, E): where V is set of network
nodes with computing/memory hosting capability (DC or
Edge-DC) and E is set of network links connecting the
nodes in V.

IEEE TRANSACTIONS ON NETWORK AND SERVICE MANAGEMENT

e ec E:eisalink where e, e“, and (e’ — e“) represent
total, used, and available bandwidth (capacity) of link e,
respectively.

e veV:where v}, v, and (vl —v¥) represent total, used,
and available capacity of the CPU resource hosting node
v, respectively. Also, v}, v%, and (v}, — v%) represent
total, used, and available capacity of the memory resource
hosting node v, respectively.

e SC: a set of service chains from different tenants (i.e.,
SC = 85C1,8Cy,...).

e F: a set of traffic flows to be served by the SC (i.e.,

F=F,Fy...).

NFy: Virtual Network Function with type NF7, indexed

by [/, hosting location given as NF " number of units

deployed given as NFZX .

e C: computing requirement in number of CPU cores.

M: memory requirement in unit of GB.

e N: network capacity requirement (Gbps).

o SCy € SC represents gth SC. SCj is defined by source
(SC’;), destination (Squ), assigned traffic flows (F;CF),
one or more VNFs ((IVF})) hosting different VNF types,
end-to-end network capacity requirement (N), route SCy
(traversing the VNFs) in which SC; is allocated N
capacity, VNF-specific compute (C) and memory (M)
requirements for each VNF, and sequence is which VNFs
are placed.

e Set of historic traffic load measurement data (H (SCy, t)):
indicates aggregated traffic (from the assigned traffic
flows Fy) served by service chain SCy at time ¢.

e For each SC deployment SC,, upper and lower lim-
its for the required resources are defined. For each
C, M, and N of each NFj inside SC}, there is a minimum
number of allowed units (e.g., C™", M™n  N™n,
etc.) and a maximum number of allowed units (e.g.,
Cmaz’ Mmam’ N™az etc).

IV. PROPOSED ML CLASSIFIER

In machine learning, an instance is a set of features/values
representing a specific occurrence of the problem. For exam-
ple, in our study, one feature of the problem instance is time
of day. Another feature is value of the measured traffic load at
a time of the day. We associate each instance (set of features)
of the problem to a class, i.e., a classification decision. We
convert the auto-scaling problem to a classification problem
by training the classifier with a set of correctly-identified
instances, called training set. In training phase, ML classifier
learns a mapping between features and classes. After training
phase, a classifier can be tested using a set of instances, called
test set, which is not part of training set.

The Time vs. “Traffic demand” graph in Fig. 2.b is used to
explain the input and output of the ML classifier. Fig. 2.b
shows different timestamps (a, b, ¢, etc.) and auto-scaling
decisions (s(n—1), s(n), s(n+1), etc.), where s(n) indicates
the auto-scaling decision for the n-th interval. Let measured
network traffic load for given timestamp x be A(z), and
timestamp of auto-scaling step n be given by 7(n), where

7(n)—7(n—1) = ¢.
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a2 A. Feature Selection (Input)
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Feature selection is the first important step towards defin-
ing the ML classifier. All our features are of numeric value.
Referring to Fig. 2.a, we convert the traffic load measurements
into the following features:
o Timestamp of decision: 7(n)
e Day of Month (DoM): for 7(n)
e Day of Week (DoW): for 7(n)
o Weekday or Weekend (W): for 7(n)
o Hour of Day (HoD): for 7(n)
e Minute of Hour (MoH): for 7(n)
o Measured traffic at time 7(n): A(7(n))
e Traffic change from 7(n-1) to 7(n): A(r(n)) —
A(r(n—1))

e Measured traffic at time 7(n — 1): A(7(n — 1))

o Traffic change from 7(n-2) to 7(n — 1): A(7(n —1)) —
A(r(n —2))

e Measured traffic at time 7(n —2) : A(7(n —2)) ...

o Traffic change from 7(n — 11) to 7(n — 10): A(7(n —
10)) = A(7(n — 11))

o Measured traffic at time 7(n — 11) : A(7(n — 11))

We consider measured traffic up to n—11, giving us total 27
features, containing temporal information of measured traffic
load and traffic load change from recent past. In Section VI,
we explain how and why we choose these 27 features. Features
1-6 capture the temporal properties in the data, and rest of the
features capture measured loads and how loads change over
time. We explain the impact of these features on ML classi-
fier using attribute selection algorithms, Principal Component
Analysis (PCA), etc., in Section VL

B. Class Definition (Output)

Next step is to define the output of the ML classifier, i.e.,
set of target classes that the classifier tries to predict. Note
that, to provide a comprehensive prediction tool, we perform
prediction of all resources (bandwidth, memory, and comput-
ing). But, as a certain amount of traffic requires a certain
and pre-calculable amount of computing and memory capac-
ity (depending on NF type, traffic type, etc.), we decided to
derive conversion function from network bandwidth require-
ment to computing and memory requirement. Later, we present
the conversion as functions; and, in Section VI, we show the
numerical values that are used for conversion.

In our study, class depicts bandwidth requirement in Gbps,
which is an integer value between N, ]g”m and N/ To gen-
erate the labeled training set (instances with known class
labels), we ensure that the scaling decision taken at step n
allocates enough bandwidth to serve the traffic until the next
decision-making step n + 1.

To illustrate the trade-off between minimizing QoS viola-
tion and maximizing cost reduction, we propose two different
approaches to generate the class values:

1) QoS Priority ML (QPML): In SC auto-scaling, there is

a trade-off between QoS and cost reduction. We need to
allocate more resources to guarantee QoS, but allocat-
ing more resources reduces cost saving. QPML gives
priority to QoS over cost saving. To guarantee QoS,

TABLE I
EXAMPLE INSTANCES WITH KNOWN LABELS

Ce Fea. | Fea. | Fea. | Fea. QPML CPML
ase 1 2 3 4 Class Class

1 15 | 3 1 2 qos(A(h)) q%‘ig;')“

os(A(t

2 15 3 1 2 gos(A(h)) ?n +(1)())

auto-scaling decision at step n (present) considers traffic
changes until the next auto-scaling step n + 1. QPML
generates the class value as follows:

s(n) = max(A(t)),Vte{r(n),...,7(n+ 1)} (1)

where ¢ is timestamp with traffic data between steps n
and n + 1 (including 7(n) and 7(n + 1)).

Cost Priority ML (CPML): In some cases, network
owner/leaser may choose to ignore short-lived bursty
traffic between steps n and n + 1 to save cost by
avoiding over-provisioning of resources and accepting
short-lived degradation. CPML considers measured traf-
fic load only at step n (present) and at next auto-scaling
step n + 1 (future). CPML generates the class value as
follows:

s(n) = max(A(7(n)), \(t(n + 1))

2)

@)

where 7(n) is the time at which step i takes place and
7(n + 1) is the time when step n + 1 occurs.

C. Data Generation

After defining the input and output of the classifier, the
next task is dataset generation. For training-set and test-set
generation, we assume that realistic traffic-load measurement
data H(SCy, t) is available for each of the SCs. Table I shows
an example of training instance for QPML and CPML for
scaling decision at steps n—1 and n (Fig. 2) where f,g,h,i, etc.
are time values.

D. Machine Learning Algorithms

Selecting the right ML algorithm is the next task towards
training the classifier. We explore different algorithms in the
ML suite WEKA [30], including decision-tree-based algo-
rithms (Random Tree, J48, REPTree, Random Forest), rule-
based algorithms (Decision Table), artificial neural networks
(ANN), and Bayesian-network-based algorithms (BayesNet).
A brief introduction to the algorithms is covered in [8].

In our study, we also compare the accuracy of the machine
learning algorithms with Deep Neural Networks (DNN) and
Long Short-Term Memory (LSTM). DNN [34] is an artifi-
cial neural network (ANN) with multiple layers between the
input and output layers. DNN can extract complex relation-
ship between the input and the output. This has made DNN a
successful prediction method in many studies.

LSTM [33] is an artificial recurrent neural network (RNN)
architecture often used in the field of deep learning. We
have used ‘ADAM algorithm’, an adaptive learning rate
optimization algorithm. In contrast to DNN, LSTM has loops,
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472 allowing prediction of future events while remembering past
473 events. Detail architecture and design of DNN and LSTM can
474 be found in [34] and [33], respectively.

475 E. Performance Evaluation

a7s A test dataset is used to evaluate the performance of the
477 trained classifier. Given a trained classifier and a test set, the
478 test outcome is divided into four groups: i) True Positive (TP):
479 positive instances correctly classified; ii) False Positive (FP):
40 negative samples incorrectly classified as positive; iii) True
1 Negative (TN): negative samples correctly classified; iv) False
> Negative (FN): positive samples wrongly classified as negative.
43 We consider three different performance metrics:

44 (a) Precision (%): Precision corresponds to the fraction of

44

®

4

o

485 predicted positives which are in fact positive. Precision
486 is a strong indication of accuracy for the classifier.
487 Precision is given by percentage of: TP/(TP + FP).

48 (b) False Positive (%): FP is an important indicator of clas-
489 sifier as lower FP indicates less classification mistakes.
a0 (¢) ROC area: Receiver Operating Characteristic (ROC)
491 curve is a graphical plot in which true positive rate
402 (TP/((TP + FN)) is plotted as function of the false pos-
493 itive rate (FP/(FP + TN)). ROC area is a robust metric
494 for classifier performance.

495 V. SC AUTO-SCALING METHODS

a6 In this section, we propose two SC auto-scaling meth-
7 ods: (i) Operator-driven and (ii) Negotiation-game-driven. The
498 Operator-driven SC scaling algorithm (ORASC) helps us
499 to quantify and compare different prediction methods from
soo the literature with our proposed machine learning approach
sot (Figs. 7-9 in results). To mimic traditional SC scaling meth-
so2 0ds, ORASC considers fixed level of QoS sensitivity and fixed
so3 refund. On the other hand, negotiation-game-driven SC scaling
4+ algorithm (NRASC) is our novel SC scaling method, which is
so5 the first to propose a solution for multiple levels of QoS sensi-
so6 tivity (for tenants) and negotiated refund (between tenants and
so7 NO). Later, we compare ORASC and NRASC to demonstrate
sos the win-win scenario brought by NRASC (see Figs. 10-13 in
s00 results).

sto  Both methods utilize prediction methods to auto-scale SC
1 resources. The methods consider Network Management and
2 Orchestration (NMO) and Distributed Cloud Management
si3 (DCM) entities which control network and compute/memory
s14 resources, respectively. Also, prediction methods are re-trained
s1s after a certain interval to keep them up to date. Re-training
s16 threshold o determines if prediction methods need to be
s17 re-trained.

4

©

5

=}

5

5

s A. Operator-Driven SC Scaling Method (ORASC)

sto  In Operator-driven auto-scaling (Algorithm 1), NO uses
s20 predicted demand to allocate/de-allocate resources from SCs
s21 assuming that tenants are always willing to release resources
s22 (or to accept additional resources).

s2s  Algorithm 1 uses the predicted bandwidth requirement
s24 (line 4) to determine the required number of computing (line 6)
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Algorithm 1 Operator-Driven Resource Auto-Scaling for
Service Chains (ORASC)
1: Initialize with given input parameters in Section III;
2: Train prediction methods (Section V) for each SC; using
input data H(SCy, t);

3: for each SC; in SC do

4: NP « prediction method output for SCy;

5: for each NF; served in SC; do

6: CP « f1(NP,NFy); > amount of computing
units

7: MP + f2(NP,NF}); > amount of memory units

8 C + true;

: RAM(C, C?, M, MP ,N,NP, NF;,5Cq,();
10: end for
11: end for
12: if o is expired then
13: go to line 2;
14: else
15: Update o;
16: go to line 3;
17: end if

and memory (line 7) resources for each NF, using bandwidth-
to-computing conversion function f1(.) and bandwidth-to-
memory conversion function f2(.), respectively. In line 9,
the algorithm calls function RAM(.) (i.e., Algorithm 2) with
appropriate parameters. RAM(.) scales up (lines 6-34) or down
(lines 36-42) the resources according to the demand change.
RAM(.) also handles scenarios such as not enough resources
at the DC/Edge-DC (lines 23-33), resource requirement did
not change (lines 3-4), and tenant demand has grown so much
that QoS can not be satisfied with the current SC resources; so,
NO needs to deploy an additional SC in a new route where we
have enough (computing, storage, and bandwidth) resources to
serve the tenant (lines 44-49).

Run-time complexity of ORASC is O(g*I), where ¢ = num-
ber of SCs and / = average number of NFs in SCs.

B. Negotiation-Game-Driven SC Scaling Method (NRASC)

ORASC proposes the traditional way of auto-scaling chains
where the operator takes the auto-scaling decision based on
performance metrics, without consulting tenants’ preferences.
But, in practice, depending on the usecase of the service
chain, the tenant may have preferences (e.g., willingness or
unwillingness) to participate in auto-scaling.

From QoS point of view, tenant’s decision will depend on
the priority level of the service chain. For example, a bank
handling sensitive information might be more risk-averse than
a video-streaming service. Hence, a bank will be less will-
ing to auto-scale its SCs (keeping all free resources to itself),
compared to the video service provider.

From economic point of view, tenant’s decision will depend
on how much refund it will gain by giving back free resources
to NO. In ORASC, we assume the NO pays full refund to
tenants. But, in practice, NO will be interested to pay less
refund. Hence, NO’s goal is to maximize free resource collec-
tion while paying minimum refund. Also, tenants with higher
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Algorithm 2 Resource Allocation Method (RAM)

1: Input: C, C?, M, M?, NF}, SCy, (;

2: > unchanged requirement
3. if CP == C & MP == M then

4: Load balance (DCM) traffic flows in F;

5: > more resources required
6: else if C? > C & MP > M then

7 V4 NFlh;

8: d; + CP —

9: 6j ~— MP — M;

10: 0p +— NP — N;

11: > enough resources at v
12: if (0! — %) >8; & (v}, — v¥%) > &, then

13: if SCy does not have d;, additional bandwidth then
14: Find new route S qu " with NP bandwidth;

15: SCy + scr'

16: Re-route traffic through SC';

17: end if

18: Allocate §; additional Cs and 5j additional Ms,
19: to NF] at location v;

20: Load balance (DCM) traffic flows in F'y;

21: > not enough resources at v
22: else

23: v’ +~ DCM finds optimum location to host NFy;
24: Allocate C? and MP at v’ via DCM;

25: Migrate necessary data from NFj instance at v
26: to v’ via DCM;

27: Turn on NF} instance at v’ with allocated compute
28: and memory resources and migrated data;

29: Find new route S C’qr " with NP bandwidth

30: through v';

31: SCT + SCy';

32: Re-route traffic through SC/;

33: Release C' & M at v via DCM;

34: end if

35: > remove extra resources
36: else if CP < C & MP < M & ( == true then

37: V4 NFlh;

38: 0; — C — CP,

39: dj < M — MP;

40: DCM finds optimum §; C's and 0, M's to de-allocate
41: from NFj instance at v location;

42: Load balance traffic flows in F'y;

43: > SC QoS upper limit
44: else if C? > (C™% then

45: Consult NMS, DCM, and placement algorithm to

46: create a new SCs, SC’&;

47: Reroute and load balance flows from

48:  Fy between SCy and SCy;

49: end if

QoS requirement will release free resources only if the NO
is paying high refunds. Our proposed negotiation-game-based
method allows the NO and its tenants to negotiate such that
both can achieve a win-win equilibrium.

Let the list of unused resources in service chain SCj for next

interval o be given by S C’é( . Leasing cost paid by tenant for

=3 | |
[ 1R | . se=s |

‘ 2. Free resources? «/
4. Yes, 3 3.R/SCE>5C5?
=sss
6. Free resources?Vv
8.No, 0 | 7. R/SC{;ZSCI}?*

9. R=R+A ‘

| 10. Free resources?*
12. No, O | 11. R/SCE > SC3? v/

14. Free resources?V

|

L a \/
M 15. R/SCLI 2 SCq :
‘\‘» Continues until no frele resources

| or Operator reached maximum R

Fig. 3. Example negotiation between NO and tenants.

current unused (and available resources) in SCj is expressed
as SC’qL. NO’s ‘Offered Refund (OR)’ for a certain negotia-
tion round is expressed by R and ‘Refund Ratio’, a, is the
ratio between ‘Offered Refund’ and leasing cost of unused
resources, o = R/SC’qL.

Tenant’s ‘Expected Refund (ER)’ for service chain SCy is
expressed as SCg". SCg" denotes that tenant is willing to par-
ticipate in auto-scaling (i.e., releasing its unused resources) if
a> SCF.

Fig. 3 explains the negotiation game between NO and ten-
ants with an example. At step 1, NO offers refund R to Tenant
1 (Expected Refund (ER) = 0.2). As refund R satisfies the
tenant’s expected refund level, the tenant agrees to auto-scale,
releasing 3 free resources. But, for Tenant 2 (ER = 0.5), refund
R is not enough, hence it rejects to participate in auto-scaling.

In the next round, NO increases the ‘Offered Refund, R’
with A amount and re-starts negotiating. Now, R is suffi-
cient for Tenant 2, so it agrees to participate in auto-scaling.
These negotiation rounds keep going on until there are no free
resources or NO has reached maximum R (equilibrium).

Fig. 3 shows the example of the negotiation game show-
ing a few rounds of negotiation going on between the NO
and the tenants in runtime. However, the implementation in
NRASC (Algorithm 3) does not require physical communi-
cation between the tenants and NO. In NRASC algorithm,
the tenants’ parameters required for the negotiation rounds
are available at the beginning of the negotiation game. NO
executes the NRASC by looking into the parameters (e.g.,
expected refund, etc.) already defined by the contracts with
the tenants.

Algorithm 3 uses similar negotiation steps in the context
of service chains. Lines 3-19 create a candidate list for auto-
scaling with SCs which have free resources. Line 21 starts
with an initial R and starts the negotiation with SCs from
the candidate list. If SC agrees (line 25) to auto-scale for the
given R, the algorithm calls RAM(.) functions for each NF
with appropriate parameters. After one round of negotiation,
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Algorithm 3 Negotiated Resource Auto-Scaling for Service
Chains (NRASC)
1: Initialize with given input parameters in Section III;
2: Train prediction methods (Section V) for each SC; using
input data H(SCy,1);
3: candidate_list < empty
4: for each SC; in SC do
5. NP <« prediction method output for SCq;
6: for each NF; served in SCy do
7
8
9

CP + f1(NP 6 NF));
MP + f2(NP, NF));
: end for
10: Calculate SC’;‘;

11: if SC% is not empty then > unused resources

12: candidate_list < candidate_list U SCy

13: else > may need additional resources
14: for each NI served in SC; do

15: ¢ + false;

16: RAM(C, C?, M, MP,N,NP, NF;,S5Cq,Q);
17: end for

18: end if

19: end for

20: > Negotiation starts

21: Initialize R

22: while (unused resources available || NO has not reached
maximum R) do

23: for each SC; in candidate_list do

24: NO offers R to SCy; Tenant;

25: if R/SCE > SC then

26: > Tenant agrees to release

27: ¢ « true

28: for each NF; served in SCy do

29: RAM(C, CP, M, MP N, NP, NF;,

30: S5Cq, Q)

31: end for

32: end if

33: NO moves to next Tenant with same offer R;

34: end for

35: > Offer more refund in next round

36: R+ R+ A

37: end while

line 37 updates R. This process keeps going on until there are
no free resources or NO has reached maximum R. Runtime
complexity of NRASC is O(g*l + x*q*l), where g = number
of SCs, I = average number of NFs in SCs, and x = average
number of negotiation rounds.

We are aware that, in special circumstances, tenants can be
tempted to engage in collusion (e.g., share information with
one another) to maximize their refund, leading to a broken
negotiation process. We have explored existing mechanisms
to avoid collusion between tenants, and we have identified a
vast literature from both technical [36], [37] and legal [38]
domains. SC scaling is much different than the traditional
game theory problems where we have multiple bandits/outlaws
who do not obey the law. The tenant and the NO are bound by

IEEE TRANSACTIONS ON NETWORK AND SERVICE MANAGEMENT

the legal and technical contracts which limit the tenants abil-
ity to share sensitive information. Breaking the legal contracts
will lead to huge financial loss for the tenant compared to the
gain achieved by the collusion. Hence, we can safely illustrate
that NOs (or any other organization handling hundreds of com-
peting tenants over many years) have mechanism in place to
avoid collusion between tenants. Scope of our study is not suf-
ficient to discuss and cover all these mechanisms. However,
we assume that NO will consider using technical [36], [37]
and legal [38] mechanisms to protect the negotiation process
from collusion.

C. Leasing Cost Model

We propose this leasing cost model to show the cost savings
from the tenant’s point of view. Let us define:

Ly: Total leasing cost tenant pays for the service.

L Leasing cost per unit (CPU core) of compute resource
per hour.

Ljs: Leasing cost per unit (GB) of memory per second.

Ly : Leasing cost per unit (Gbps) of bandwidth per hour.

Lp: Penalty per hour due to degraded service (under-
provisioning). Revenue that tenant loses if the service does
not maintain QoS.

Bq: Duration of service for SCy.

¢ Duration of degraded service for SCj.

Leasing cost for one VNF instance NFj:

NFE = (Cx Lo+ M* Ly + N+ Ly) * B4 (3)

During a SC’s life time, auto-scaling methods may introduce
QoS degradation due to under-provisioning of resources (e.g.,
7 Gbps bandwidth is required, but the forecast was 6 Gbps).
Our study captures this degradation of service as a duration
of degraded QoS. We model the revenue penalty occurred by
this duration spent in degraded QoS using Eqn. (4). Leasing
cost for one SC SCy, including QoS degradation penalty, is:

sck = Z(NFf) + Lp * 4. &)
[

VI. ILLUSTRATIVE NUMERICAL EXAMPLES

This section provides performance analysis of the proposed
ML classifier for prediction and then presents results for
ORASC and NRASC.

A. ML Classifier Prediction Accuracy

1) Experimental Setup for ML Classifier: To generate “fea-
tures” and ‘“classes” for training and testing of the ML
classifier, we use realistic traffic load traces from [35]. Traffic
load data (in bits) was collected at every five-minute intervals
over a 1.5-month period from a private ISP and on a trans-
Atlantic link [39]. Maximum traffic load in the data is 10 Gbps,
so we use 10 Gbps as maximum traffic processing at any SC
deployment (N™%%), and minimum N™" is considered as
1 Gbps. As traffic load traces are at every 5-minute interval,
we use a prediction interval (¢) = 10 minutes. However, our
methods are generic to work for other intervals (explained with
Table IV).
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TABLE 11
PREDICTION ACCURACY OF THE PROPOSED CPML CLASSIFIER

algg;_tlhm Precision (%) Posiﬂif: (@) | ROC Area (%)
Random Forest 96.5 0.7 99.7
Random Tree 91.4 1.7 94.7
J48 94.9 1 98.5
REPTree 95.1 0.9 99.3
Decision Table 95.5 1 99.6
ANN 92.8 1.4 99.4
BayesNet 90.9 1.7 99.5
DNN 95.1 0.7 99.8

LSTM 95.7 0.7 -

TABLE III
PREDICTION ACCURACY OF THE PROPOSED QPML CLASSIFIER

algg/ﬂ;hm Precision (%) Posiﬁiljf (@) | ROC Area (%)
Random Forest 95.5 1.2 99.4
Random Tree 90.9 2 93.9
J48 93 1.6 97.3
REPTree 94.2 1.3 99.1
Decision Table 92.8 1.5 99.2
ANN 91.3 1.8 98.3
BayesNet 90.3 1.9 99.1
DNN 92.4 0.7 99.8

LSTM 93.1 1.6 -

667

ML settings used in WEKA [30] are as follows:

s o Random Forest: batch size = 100, number of iterations

669 - 100

670 o Random Tree: batch size = 100, minimum variance
671 proportion = 0.001.

ez o J48: batch size = 100, confidence factor = 0.25.

o3 o REP Tree: batch size = 100, minimum variance propor-
674 tion = 0.001.

675 o Decision Table: batch size = 100, search method: best
676 first (hill-climbing algorithm with backtracking).

ez o Artificial Neural Networks (ANN): batch size = 100,
678 learning rate = 0.3.

eo e BayesNet: batch size = 100, search algorithm = K2 (hill-
680 climbing algorithm).

est o DNN: batch size = 100, learning rate = 0.3.

e2 o LSTM: optimization algorithm: ADAM algorithm.

ess 2) Prediction Accuracy of Proposed ML Classifiers: Here,
ess we consider the three performance metrics discussed in
ess Section IV-E to explain the accuracy of the proposed meth-
ess 0ods. In Table II, we compare the prediction accuracy of
es7 the CPML prediction method for different ML algorithms.
ess For results in Tables II and III, we use 40 days of data
eso (40*144 = 5760 instances) for training and two days of
so0 data (2*%144 = 288 instances) for testing. We assume that
o1 the ML model is retrained with new data every two days
ez (0). First, Tables II and III shows that, among different ML
e93 algorithms used to train the classifier, “Random Forest” has
se4 higher precision for both QPML (95.5%) and CPML (96.5%)
ses approaches. Difference in prediction accuracy is due to dif-
eos ferent “class” generation results (from Eqn. (1)) than CPML
eo7 (from Eqn. (2)). Note that, LSTM does not have the ROC Area
sos (%) evaluation metric.

ee9  False Positives are important metric for ML classifiers. If
700 @ ML classifier generates too many false positives, in most

TABLE IV
IMPACT OF PREDICTION INTERVAL () VARIATION ON PRECISION (%)

ML Algorithm | 5 minutes | 10 minutes | 15 minutes
Random Forest 95.3 96.5 93.8
Random Tree 95.3 91.4 90.4
J48 95.2 94.9 92.8
REPTree 93.9 95.1 92.8
Decision Table 94.0 95.5 93.3
ANN 94.2 92.8 90.4
BayesNet 95.4 90.9 87.1
DNN 94.4 95.1 91.6
LSTM 93.8 95.7 91.4

scenarios, the classifier will not be considered as a recom-
mended one. Tables II and III report False Positives (lower
is better) for QPML and CPML with different ML algo-
rithms. Again, “Random Forest” shows lowest FP with 1.2%
for QPML and 0.7% for CPML.

ROC Area is another important and robust metric for ML
prediction models. ROC Area considers the performance of
ML classifier in complete range of true positives and false
positives, and then reports overall performance of the classifier.
Tables II and III show ROC Area (%) for QPML and CPML
(higher is better). Again, Random Forest shows highest ROC
Area with 99.4% for QPML and 99.7% for CPML.

Decision-tree-based algorithms perform better for the
prediction accuracy compared to artificial-neural-network-
based and Bayesian-network-based algorithms. Among
decision-tree-based algorithms, “Random Forest” leads with
highest precision (96.5%), highest ROC Area (99.7%), and
lowest false positives (0.7%). Clearly, the pattern of the data
and feature set favor decision-tree-based algorithms to learn,
as the tree-based algorithm keeps all the intermediate tree
classifiers during the learning process. In addition, “Random
Forest” further improves the performance by averaging/voting
between several tree-classifier instances. However, ANN-
based model uses backpropagation by gradient descent to
set the weights of neurons’ connections. Such ANN-based
models suffer from a fixed learning issue, where the model
fails to learn new trends once the weights are fixed [41]. This
limitation causes lower performance for ANN, compared to
decision-tree-based method such as Random Forest.

Table IV shows the impact of prediction interval (). We
consider intervals of 5, 10, and 15 minutes for CPML. We
observe that, for prediction interval of 5 minutes, Random
Forest (95.3%), Random Tree (95.3%), and BayesNet (95.4%)
present high accuracy. For prediction interval of 15 minutes,
Random Forest (93.8%) performs with the highest accuracy.
On the other hand, as we move away from ¢ = 10 minutes
to ¢ = 15 minutes, the accuracy reduces slightly. Explanation
of this phenomenon is that, for longer ¢, the prediction accu-
racy depends on more data points, limiting the performance of
ML model. But, it is safe to conclude that Random Forest is
performing steadily for all three prediction intervals. We have
explored similar results for QPML as well. Hence, for the rest
of the numerical evaluations, we use results from “Random
Forest”.

3) Learning Curve Analysis (Impact of ‘Number of
Features’ and ‘Training Dataset Size’ on Prediction
Accuracy): Figs. 4-5 provide learning curve of the proposed
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Fig. 5. Training data size vs. prediction accuracy in precision (%).

ML classifier. Learning-curve analysis presented here helps us
to understand the following two important aspects of training
a classifier: “How many features generate best results?” and
“Does more data help or not?”

Our study did not start with fixed 27 features. Instead of
deciding the number of features upfront, we explored differ-
ent number of features and compared their performances, to
determine the best performing configuration. We started by
considering a small number of features (8), observed the high-
est accuracy with 15 features, and then increased up to a
number (27), which clearly shows that the performance is not
improving with more features. As shown in Fig. 4, 15 features
have the highest accuracy, with accuracy going up starting
from 8 features, and going down for 20 and 27 features. Hence,
27 features were the number of features we needed to report
this complete picture. For example, number of features “8”
means we are using only the first eight features from Section
IV-A. As shown in Fig. 4, accuracy of ML classifier increases
with number of features. But, after number of features exceeds
“15”, accuracy decreases. This means that, if we keep adding
more features by moving away from the time of prediction, the
additional features impact the accuracy negatively. Hence, we
use 27 features only to decide the highest performing ‘number
of features’. Once decided, for the rest of the results (shown
in Tables II-VI and Figs. 5-13), we use 15 features.

Fig. 5 shows impact of training dataset size on prediction
accuracy (precision) of ML classifier. The general intuition
is that, with more data, ML classifier should perform better.
We observe that 7 days of training data has significant
performance improvement over 2 days of training data. One
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TABLE V
IMPACT OF DIFFERENT FEATURES

Measured Load | DoM | DoW | W | HoD | CPML
v 96.1
v v v v v 96.2
v v v v 83
v v 95.8
v v 95.5

explanation of this phenomenon is that 7 days of training data
offers insights from seasonal pattern and periodicity of the load

778

779

during the whole week (compared to 2 days). Then, 10 days of 70
training data improves the ML model further, but 20 days of 7

training data does not have much additional learning points.
Then, 40 days of training data introduces the monthly pattern
and improves the precision significantly more than 20 days.
For rest of the study, we consider 15 features and 40 days of
training data.

4) More Insights (Feature Ranks and Impact of Different
Features on Prediction Accuracy): Important questions regard-
ing ML classification are: “Can we identify the dominant
features from the feature list?” “Which features impact clas-
sification accuracy more?” “Can we explain how different
combination of features impact the accuracy?”’ Below, we
explore different methods to answer these questions.

First, we wuse attribute (feature) selection algorithm
InfoGainAttributeEval [40] from WEKA which evaluates the
importance of a feature by measuring the information gain
with respect to classification. After ranking the first 15 fea-
tures, features 7, 9, 11, 13, and 15 are ranked 1 through 5, in
that order. This observation gives two important insights: a)
“Measured loads” are most important features that contributed
to accurate classification; and b) “Measured loads” closer to
decision time have more significant impact on classification.

We have confirmed this observation using Principal
Component Analysis (PCA), a statistical procedure (often
used with feature-ranking methods) to find correlated fea-
tures and their impact on classification. In PCA, the first
principal component has the largest possible variance which
accounts for much of the variability in the data. Our PCA
reports a combination of features 7, 9, 11, 13, and 15 as
the first principal component, conveying similar takeaway as
InfoGainAttributeEval. Feature 2 (day of week), feature 1 (day
of month), and feature 3 (weekday or weekend) are ranked
6th, 7th and 8th, respectively. As expected, these three fea-
tures carry information related to the temporal variation of
load, so they are ranked highly in feature ranks. Rest of the
features are ranked in the following sequence: 14, 12, 6, 4, 8,
10, and 5.

Table V shows impact of different features on auto-scaling
decision accuracy. We compare the precision of the algorithms
with different combination of features such as “Measured
Load” (features 7, 9, 11, 13, and 15), DoM (Day of Month),
DoW (Day of week), W (Weekday or Weekend), HoD (Hour
of Day), etc. As discussed earlier, only “Measured load” fea-
ture set shows very high precision. Then, in second row,
“Measured Load” with rest of the temporal features improves
accuracy to 96.2%. Only temporal features (row 3) show
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TABLE VI
TRAINING AND TESTING TIMES OF ML CLASSIFIER

ML Algorithm | Training Time (ms) | Testing Time (ms)
Random Forest 1770 20
Random Tree 50 0
J48 280 20
REPTree 150 0
Decision Table 700 0
ANN 16690 0
BayesNet 170 10

significant accuracy of 83%. One interesting observation is
that, if we pick a single temporal feature with “Measured
Load” features, performance degrades. This means tempo-
ral features can help to improve decisions only when they
work together to provide the complete seasonal variations and
patterns.

5) Training and Testing Time of ML Classifiers: Our study
assumes that the ML classifier will run in real-time to pro-
vide auto-scaling decisions. Also, the model will be retrained
every two days with updated data. Hence, it is important to
report the training (off-line model building) and testing (run-
time decision making) times of the ML classifiers. Table VI
shows training time (5760 instances, 40 days of data) and test-
ing time (288 instances, two days of data) for different ML
algorithms. WEKA reports times in seconds upto two dig-
its after decimal point. This means the zeros reported in the
table take milliseconds or less time to make 288 auto-scaling
decisions, which is very promising for real-time deployment
for our method. Also, training times are few seconds or less,
which supports retraining the model every two days.

To compare the algorithms, “MLP” (neural network) takes
longest (16.69s) and “Random Tree” takes shortest (0.05s) to
train the models. In run-time, we see many sub-millisecond
algorithms such as “Decision Table”. On the contrary,
“Random Forest” takes 0.02 seconds. This is an important
decision-making point. For example, in a special case, if the
NO is willing to accept slight loss of accuracy (Decision Table
95.6% vs. Random Tree 96.5%) to obtain faster decisions,
“Decision Table” can be a better choice than “Random Forest”.
Such practical consideration related to ML-based solutions is
a strong motivation for our study.

6) DNN and LSTM Performance Analysis: For DNN and
LSTM, we have used the same dataset, feature set, and training
and testing data ratio as in the previous part of the study.

As the number of hidden layers are a key parameter for the
performance of the DNN, in Fig. 6 we report the accuracy
of DNN model with respect to number of hidden layers. We
observe that, with growing number of hidden layers, the accu-
racy of prediction increases (up to 95.1% for CPML). With
number of hidden layers = 15, for both CPML and QPML,
DNN (95.1% and 92.4%, respectively) performs better than
ANN (92.8% and 91.3%, respectively). However, from hidden
layers = 20, the accuracy starts decreasing. This phenomenon
can be explained by the fact that, as DNN starts adding more
and more hidden layers, it starts overfitting, thus resulting in
lower accuracy.

We also observed the impact of prediction interval () on
prediction accuracy of DNN. Table VII reports the impact of

Fig. 6.
for DNN.

96
94
92

Precision (%)
S

u QPML

Number of hidden layers

TABLE VII

CPML

90
88
86
:
82
80
5 10 15 20 25 30

IMPACT OF PREDICTION INTERVAL () VARIATION ON
ACCURACY OF DNN

No. of hidden layers | 5 minutes | 10 minutes | 15 minutes
5 93.0 89.0 89.4
10 93.7 94.1 89.5
15 94.4 95.1 91.6
20 93.7 92.2 89.9
25 92.6 91.7 89.6

11

Number of hidden layers vs. prediction accuracy in precision (%)

three different decision intervals (p): 5, 10, and 15 minutes.
Again, in all three interval scenarios, DNN outperforms ANN:
5 minutes (DNN 94.4% vs. ANN 94.2%), 10 minutes (DNN
95.1 vs. ANN 92.8%), and 15 minutes (DNN 91.6 vs. ANN
90.4%).

We have also explored LSTM-based prediction using the
same dataset. We have used Deeplearning4j [42] to implement
the LSTM method. The LSTM-based method shows a promis-
ing accuracy of 95.7%, which is higher than DNN (95.1%)
and closely comparable to the highest-performing ML algo-
rithm Random Forest (96.5%). The reason LSTM can not
outperform Random Forest can be explained from two aspects:
1) LSTM is more suitable for time series data prediction [33],
while, in our study, we have modeled the problem as a classifi-
cation problem; and ii) long-term information inside the LSTM
model can often get corrupted (discussed in detail in [43]),
and data of our study is dependent on both short-term daily
variations and long-term weekly and monthly variations.

B. Experimental Setup for Auto-Scaling of Service Chains
(ORASC and NRASC)

Our study considers that service-chain requests arrive
from different tenants, and NO allocates necessary resources.
During the SC’s life time, resource requirement varies and
the auto-scaling algorithms allocate/de-allocate resources as
necessary. For rest of the results, we use QPML as the ML
algorithm. We use the NSFNet topology from Fig. 1 with DCs
at nodes 2, 6, 7, and 13. Each link has 400 Gbps capacity.
We consider each DC with 1000 racks capacity. We con-
sider rest of the nodes as Edge-DCs with 5 racks capacity.
In our study, each rack has 2 hypervisors and 4 servers with 8
core CPU each. We consider 2 GB memory for each core of
CPU. We also consider the following: 1 CPU core leasing cost
Le = 0.002 dollar per hour [44], 1 GB memory leasing cost
Lp; = 0.001 dollar per hour [44], 1 Gbps bandwidth leasing
cost Ly = 0.0972 dollar per hour [45].
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TABLE VIII
SERVICE CHAIN TYPES AND PERCENTAGE IN SIMULATION

Service chain Traffic (%) VNF chain
Web Service 20 NAT-FW-TM-WOC-IDPS
VOIP 10 NAT-FW-TM-FW-NAT
Video Streaming 60 NAT-FW-TM-VOC-IDPS
Online Gaming 10 NAT-FW-VOC-WOC-IDPS
TABLE IX

CONVERSION TO COMPUTE (CPU) RESOURCES (f1(.))

Bandwidth requirement (Gbps)
VNE I {23 ]4]5]6]7 8 9 10
NAT 1|1 | 1|1 ]|1]2]2 2 2 2
FwW 1|1 2]2]|4]4]8 8 16 | 16
TS 112|448 |8| 8| 12] 12|16
woCc |1 |1 |1 |1 ]2]2]|2 2 2 4
IDPS | 1 |1 |2 |2 |4 |48 8 16 | 16
VOC |2 |2 |4 |4 |8|8| 8| 12] 12|16
TABLE X

CONVERSION TO MEMORY (GB) RESOURCES (f2(.))

Bandwidth requirement (Gbps)
WE T 12731475617 8910
NAT |1 |1 [ 1]1 1 1 1 1 2 2
FW 21214141 8 8 16 | 16 | 32 | 32
TS 1 {24141 8 8 8 8 16 | 16
WOC |1 |1 [1]|1 2 2 2 2 2 4
IDPS |2 | 2|4 |4 ] 8 8 16 | 16 | 32 | 32
VOC |4 |4 |8 |8 | 16|16 | 32 | 32| 64| 64

We consider 4 types of SCs with 6 types of NFs: Network
Address Translator (NAT), Firewall (FW), Traffic Shaper (TS),
WAN Optimization Controller (WOC), Intrusion Detection,
and Prevention System (IDPS), Video Optimization Controller
(VOC). Table VIII lists the SCs along with NF chaining
requirements [20], [21]. For example, Web services require
chaining of the following NFs, in this order: NAT, FW, TS,
WOC, and IDPS. We also consider 4 difference types of
services: Web services (search, etc.), Voice Over IP (VOIP)
(audio), Video Streaming, and Online Gaming, with represen-
tative percentage in traffic.

Table IX shows conversion from network bandwidth
requirement to compute (CPU) resource requirement, gener-
ated by extrapolating information from prior studies [20] and
industry data [46].

Table X shows conversion from network bandwidth require-
ment to memory resource requirement inspired by prior
studies [20] and industry data [46].

C. Impact of Prediction Methods on ORASC

For this part of the results (Figs. 7-9), we consider 100
SC request arrivals per hour, and the simulation runs for
24 hours. For this part of the study, we consider operator-
driven auto-scaling (ORASC). To feed our ORASC algorithm,
we use three prediction methods proposed in this study: i)
DNN (with 95.1% accuracy), ii) LSTM: (with 95.7% accu-
racy), and iii) ML (Random Forest as the highest-performing
ML algorithm with 96.5% accuracy).

We compare our proposed methods with three prior
works: dynamic-threshold-based approach derived from cloud
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scaling prediction methods.

auto-scaling (DT) [10], a recent SC auto-scaling study
(AR) [23] that uses auto-regression as prediction method, and
an artificial-neural-network-based method (ANN) [35].

Fig. 7 shows leasing cost saving for tenants using ORASC
powered by different prediction methods. In addition to CPU,
memory, and bandwidth leasing cost, we also consider the
QoS penalty cost for tenants due to degraded service ($1 per
hour). The left-most column shows total leasing cost for “No-
scaling” method, where all leased resources are allocated all
the time (hence no QoS cost for tenants). Then, auto-scaling
using “Dynamic Threshold (DT)” based method saves $26,638
by auto-scaling the tenants’ free resources. “Auto-Regression
(AR)” based prediction method performs a little better than
DT method, due to better prediction. Our proposed Random
Forest algorithm (ML) yields lowest leasing cost (or savings
of $28,630) for the tenants. The other methods (DNN and
LSTM) outperforms the prior studies, and demonstrate cost
savings very close to ML. Fig. 6 also reports the QoS degra-
dation penalty incurred by under-provisioning of resources.
DNN, LSTM, and ML methods show lower penalty compared
to prior studies DT and AR.

Fig. 8 shows total resource consumption data breakdown
for Fig. 7, in CPU, memory, and network units. As expected,
DNN, LSTM, and ML perform better than prior study AR.

Fig. 9 compares impact of auto-scaling methods on different
SC types. Here, we use different level of QoS cost for different
SC types (e.g., Web = $3, VOIP = $2, Video = $1, and
Gaming = $2.5). As the results show, impact of more accurate
prediction (ML) is higher on the more QoS sensitive services.

D. Negotiation-Game-Based Auto-Scaling (NRASC)

For Figs. 10-12, we use the following set of values (uni-
formly) for tenants’ ‘Expected Refund’ Sg” :0.2,0.3, 04, 0.5,
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Fig. 9. Different SC types: resource leasing cost vs. auto-scaling prediction
methods.

0.6, 0.7, 0.8, 0.9, 1.0, 1.1, 1.2. For maximum R, we use 1.0,
indicating that, at maximum, the NO is willing to pay the
original leasing cost as refund.

In this part of the study, we compare the impact of
prediction methods on ORASC and NRASC, to demon-
strate the benefits from negotiation. Our proposed highest-
performing method ‘ML’ is compared with prior study ‘AR’ by
using following three combinations: i) O-AR: ORASC algo-
rithm powered by auto-regression-based prediction, ii) O-ML:
ORASC powered by ML-based Random Forest algorithm.
iii) N-ML: NRASC powered by ML-based Random Forest
algorithm.

In Fig. 10, on the right two columns, ‘Operator’s cost sav-
ings’ shows the win for the NO. Compared to operator-driven
approach (O-ML), in negotiated approach (N-ML) NO pays
much less ($14,617), as refund. In Operator-driven approach
(O-ML), NO makes auto-scaling decision without considering
different QoS levels of tenants, hence offering full refund to all
the tenants. On the other hand, in negotiation-based approach
(N-ML), the NRASC algorithm is aware of the QoS levels of
the tenants. Hence, NO engages in a negotiation game with
the tenants, so that NO can pay the least amount of refund
(compared to full refund in O-ML). This results in lower cost
for N-ML in Fig. 10.

On left, for negotiated approach (N-ML), tenant pays less
leasing cost by gaining $23,641 from auto-scaling refund
(compared to no scaling). Some service chains have higher
‘Expected Refunds’ (e.g., ER = 1.1, 1.2) than the max-
imum ‘Offered Refund’, as a result. Without considering
QoS penalty, we observe that N-ML saves less money for
tenants than the Operator-driven approach (O-ML). But, con-
sidering higher QoS penalty (e.g., 100 per hour for ER =
1.1 and 1.2), O-ML will fail to capture the importance of
the sensitive service chains and auto-scale anyway, result-
ing in high QoS penalty. Hence, negotiated approach (N-ML)
increases the tenants’ happiness as well, by creating a win-win
situation.

Figs. 11 and 12 show insights for Fig. 10. Fig. 11 com-
pares released resources (unit-hour) by tenants (which leads
to refund and reduced leasing cost). As discussed before,
Operator-driven approach, powered by machine learning (O-
ML) and powered by auto-regression (O-AR), releases more
excess resources, compared to negotiation-based approach
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Fig. 10. Win-Win for Operator and tenants: cost vs. auto-scaling methods.
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Fig. 12. Refund cost for operator vs. auto-scaling methods.

powered by ML (N-ML). But excess released resources from 1o14
O-AR and O-ML come with excess QoS penalty, as shown in 1015
Fig. 10.

Fig. 12 shows normalized refund cost over different resource 1017
categories. We observe around 40% cost savings across all 1o1s
resource categories.

To further investigate the NO’s cost benefit (associated to 1o0
refund) due to negotiation (N-ML), Fig. 13 shows the impact 1021
of maximum offered refund in case of computing resources. At 1022
maximum offered refund = 0.5, to release 200,853 unit-hours 1023
of CPU resource, the NO pays for only 68,439 unit-hours 1o
equivalent refund, leading to payment of 34% of the original 102
cost (hence, the NO can keep 66% of the leasing cost to itself). 1026
At higher value for maximum offered refund (e.g., 0.9), NO 1027
pays 54% of the original cost (hence, the NO can only keep 1028
46% of the leasing cost to itself). We observe similar trends 1oz
for memory and network resources as well.
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1032

VII. CONCLUSION

Our study proposed two SC auto-scaling methods which

1033 benefit from ML prediction method. The ML classifier learns
1034 from historic data and shows promising accuracy (96.5%).
10ss [llustrative results explain different aspects of the proposed

1036
1037
1038
1039
1040 1N, g
1041
1042

1043

ML prediction model. Our proposed auto-scaling methods
consider practical SC usecase scenarios with a backbone
network and geo-distributed DCs/Edge-DCs. Numerical results
show that our proposed prediction method yields lower leas-

cost for network tenants compared to prior works. In

addition, negotiation-game-based auto-scaling method reduces
both tenant leasing cost and NO’s refund cost, while respecting
tenants’ willingness to participate in the auto-scaling process.

1044 Future studies should explore more detailed operational and
1045 leasing costs.
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