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To this end, we propose an end-to-end deep learning framework
to price the assets. Our framework possesses two main proper-
ties: 1) We propose EQUITY2VEC, a graph-based component that
effectively captures both long-term and evolving cross-sectional
interactions. 2) The framework simultaneously leverages all the
available heterogeneous alpha sources including technical indica-
tors, financial news signals, and cross-sectional signals. Experi-
mental results on datasets from the real-world stock market show
that our approach outperforms the existing state-of-the-art ap-
proaches. Furthermore, market trading simulations demonstrate
that our framework monetizes the signals effectively.

1 INTRODUCTION

It is widely acknowledged that forecasting stock prices is a difficult
task. Most traditional efforts rely on time series analysis models,
such as Autoregressive models [34], Kalman Filters [43], and techni-
cal analysis [31, 44, 45]. Deep neural networks, especially recurrent
neural networks (RNN) [10, 11, 20, 26, 51, 57, 61] recently emerged
as an effective solution for stock prediction tasks. Such lines of work
have significantly increased in popularity in recent years, mostly
fueled by the fact that a large collection of high-quality financial
data sets have become available.

We observe two fundamental limitations in the prior works:
1. Cross-sectional effects are not properly leveraged. Most existing
approaches treat each stock independently and overlook the cross-
sectional effect. The cross-sectional effect posits the fact that the
information from one stock may influence/impact another stock’s
price change in both static and dynamic aspects. Statically, the
stocks that share the same intrinsic properties may move syn-
chronously. For instance, when Twitter goes up, Facebook is more
likely to go up because they are in the same sector (social media ad-
vertising). Dynamically, stock relation is also temporally evolving.
For example, in early 2021, AMC theatres, GameStop, and Black-
Berry suddenly exhibit co-movement driven by investors on social
media who are buying up these stocks.
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(b) The co-mentions capture supply-chain relation between stocks
Figure 1: Examples showing our key observations: When the news
mention stocks frequently, the stocks are 1) likely to reflect rela-
tions, such as sector and supply-chain, 2) likely to have similar
movement on prices.

2. Heterogeneous data sets are not leveraged to their fullest extent.
Most models use only one type of data (i.e., either textual informa-
tion or “technical factors” [26, 41, 42, 48, 60] in numeric form). The
latter is derived from prices and traded volumes. It remains open to
building a model that leverages heterogeneous data sources. This
model needs to reconcile and aggregate information from different
data sources.

An efficient stock embedding scheme that addresses the first
limitation must determine: 1) what data source includes the co-
movement information, 2) how to extract the cross-sectional signals
from the data source, and 3) how to incorporate both the static and
dynamic stock relations into the stock embedding. We propose
EquiTy2VEC that answers the three questions.

Ideally, the stock representation should reflect comprehensive re-
lations such as sector, supply chain, value, growth, business cycles,
volatility, and analysts’ confidence towards the stock. One possible
way is to collect such information manually from experts and an-
alysts, but it is inefficient and costly. Further, there are no widely
agreed upon standard approaches to converts people’s opinions
into stock representations. Since millions of investors, analysts, and
financial experts share opinions, events, comments, and transactions
about stocks in the news, we consider using news as a data source to
learn stock representations.



Next, we make two key observations by analyzing news on
stocks. When two stocks are frequently co-mentioned, 1) they are
likely to share common characteristics such as sector and supply-
chain relation, 2) their prices tend to have a similar trend. For
example, the co-mentioned stocks in Figure 1 (a) are in the same
sector (energy), while Figure 1 (b) shows they have a supply-chain
relationship (i.e., L]JX is a supplier of BYD). In both cases, the prices
of these co-mentioned stocks often move synchronously and most
often in the same direction. Based on our observations, we use news
co-mention! to learn the stock representation.

Moreover, EQuITY2VEC extracts the long-term (static) and evolv-
ing (dynamic) stock relations by the following approach. To capture
the long-term relation, we build a global stock co-occurrence ma-
trix [49] (see Figure 3(a) (@)) with a long observation window. We
extract the stocks’ long-term representations via matrix factoriza-
tion of the co-occurrence matrix. To learn the evolving relation,
we build a stock graph that reflects the dynamic neighboring re-
lations, where EQUITY2VEC propagates the embedding of a stock
to its neighbors to capture the cross-sectional information of the
stocks effectively.

To leverage the heterogeneous data sources (i.e., second limi-
tation of prior works), we propose a framework that integrates
the learned stock embeddings, news signals, and technical factors
into a neural network model to make the final prediction. We per-
form extensive experiments on real-world data that contains more
than 3,600 stocks in the Chinese stock market from 2009 to 2018.
The experimental results demonstrate the effectiveness of stock
representations extracted by EQuiTYy2VEC outperforms existing
state-of-the-art works. The market trading simulation illustrates
that EQuiTy2VEc along with the proposed framework increases
profit significantly.

In summary, this paper makes the following contributions:

e We propose EQuiTy2VEC that incorporates news into stock
embeddings. To the best of our knowledge, EQuiTY2VEC
is the first work that mines the stock representation from
the news co-mention. Moreover, EQUITY2VEC captures both
long-term (static) and evolving (dynamic) relations between
stocks.

e We forecast stock prices using multiple categories of sig-
nals (i.e., heterogeneous data sets), including cross-sectional
embeddings, technical signals, and financial news signals.

o Extensive experiments on real-world data sets confirm the
efficacy of our approach, comparing favorably to state-of-
the-art methods.

2 PRELIMINARIES AND FRAMEWORK
OVERVIEW

Problem setting. Given a universe of n stocks s, s2, ..., Sp, the
stock price trend is log return for a given stock i on day ¢t rti =
P;
Pi
We formulate the task of predicting the future price trend as a
regression problem. The response is the future return r’_ , and xi

t+1°
denotes the vector of features associated with stock i on day t. The

,) where pi denotes the open price of stock i on day t.

log (

!Through the statistic analysis of real-world online media, a piece of news refers to
3.0 stocks on average.

historical features up to time t are defined as xiS ;- We aim to learn
the function rti a=r (X’S £

Framework Overview. Figure 2 shows our overall framework,
which includes the EQuITY2VEC component and the heterogeneous
data source component. The EQUuITY2VEC component first learns
the stocks’ long-term relations from the global stock co-occurrence
matrix, and then extracts the static stock embedding as e; (@). Then,
at time ¢, we build the temporal graph G; dynamically based on the
local stock co-occurrence matrix to capture the evolving relations
(®@). Within graph Gy, each solid circle represents a stock. Stocks
close to one another are likely to be associated with a similar moving
trend. Finally, our approach obtains the final stock representation
cg by propagating its neighbors’ basic embedding via an attention
mechanism (@).

In the heterogeneous data source component, we integrate the
stock embedding (c;‘) with dynamic input (gg) (generated from tech-
nical factors and online textual data), and denote the heterogeneous
output as hi. Finally, the RNN model forecasts future return rti 1
based on the input hi.

3 EQUITY2VEC FROM NEWS

We propose EQuiTY2VEc, which mines the stock embeddings from
the news, since such data comprises a valuable knowledge reposi-
tory with rich relation information between stocks from the crowd
of financial experts/journalists. Our approach is inspired by the
observation (as depicted in Figure 1) that stocks frequently co-
mentioned by the same news are likely to share similar properties
and exhibit co-movements in their price trends. We formulate the
stock co-occurrence matrix, and use matrix factorization to extract
the static stock representation in Section 3.1. To explicitly lever-
age the cross-sectional signals and circumvent the challenge that
the relations between stocks are evolving, we build a temporal
stock graph and fine-tune the stock representations by dynamically
infusing neighbors latent representations (Section 3.2).

3.1 Capturing long-term stock relations

We now focus on learning the long-term relation, and discuss how
to address the dynamic relations in the next subsection.
Co-occurrence Matrix. We build a stock co-occurrence matrix by
counting the stock co-occurrence within each news. We prefer the
stock co-occurrence matrix instead of the entire news and stock
matrix for the following two reasons: (1) The size of the stock co-
occurrence matrix only depends on the number of stocks, and is
much smaller than the news and stock matrix. (2) We only care
about the stock representation, which thus renders news represen-
tations as not necessary. We use the global co-occurrence matrix
to obtain static representations that reflect the essential relations
between stocks in the long term.

Formally, suppose we have n stocks and X € R"™" denotes the
stock co-occurrence matrix. Figure 3(a) (@) shows X; j, counting
the number of articles that mention both s; and s; before testing
phase. We associate a vector e; € R to represent the stock i’s static
representation, where d is the dimension of the stock representa-
tion. In this way, the similarity between stock i and stock j can be
formulated as the inner product of e; and ej, given by e;re 78

Matrix Factorization. Figure 3(a) (@) shows that we adopt matrix
factorization [32] to learn the embedding of the stocks. Here, matrix
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Figure 2: The illustration of our end-to-end framework. It contains the EQuiTY2VEc component (Section 3) and heterogeneous data source

component (Section 4).
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Figure 3: (a) Our approach to build the stock co-occurrence matrix
and calculate the static embedding for stocks. (b) The construction
of temporal graph.

factorization works as a collaborative filtering method. The idea
behind matrix factorization is to learn the latent representation
where stocks near each other will likely obtain similar embeddings.
Given the co-occurrence matrix reflects the similarity between
stocks, we obtain the latent representation of stocks through fitting
the training data by optimizing the objective function

Js = Z (e] e — Xij)*.

i,j=1

1

In reality, there could exist prior bias of stocks as the prior pref-
erence of financial journalists/experts. Hence, we use b; and b; as
the bias of stock i and stock j and introduce them to the objective
function,

n
Js= > (e ej+bi + b = Xij)* + BUIOI) )
i,j=1
where [|0]] = (||e;]|? + ||ej||2) + bi2 + bjz. and f(]|0]|?) is the regular-
ization term that prevents overfitting.

3.2 Capturing evolving stock relations

The latent representation learned from the above global occurrence
matrix reflects the static stock relations. Motivated by the fact that
the stock relations are changing over time and cross-asset signals
are beneficial towards stock price prediction, we further fine-tune
the stock representation by building a temporal stock graph and
infusing the neighbors’ embedding dynamically.

Temporal stock graph. As shown in Figure 3(b), the construction
of G; consists of two steps. (1) Construct the stock graph using the
co-occurrence matrix. Assume Gy = {V, &;} is the stock graph at
time t, where V = {s1,...,sn} is the set of stocks. (s, sj) € &; if
and only if s; and sj are co-mentioned by the news collected at time
t. The edge eight over s; and s; is the number of co-occurrences

across all news on date ¢. (2) Due to insufficient number of news
about specific stocks in time ¢, we maintain a sliding window w
(w is a hyper-parameter) to collect a sequence of stock graphs and
then construct G; by taking an exponential moving average of
Gi—» ... Gt, Gy, where we assign a nearby graph a larger weight.

Propagation of neighbors’ embedding via a stock attention
mechanism. Given the temporal graph (G;) identifies the dynamic
stock structure, it is crucial to appropriately update the stock repre-
sentation by infusing the current neighbors’ embedding. Motivated
by the fact that not all the neighbors contribute to the current stock
trend, we filter out the stocks that are too far away from the current
stock (See Section 6 for more details). Specifically, for stock s;, we
focus on the k nearest neighbors when sorting by the edge weight
(which reflects the magnitude of the co-occurrence), where k is
a hyper-parameter. Formally, let S;(i) denote the set of k nearest
neighbors of s; in G; at time ¢.

We introduce an attention mechanism [58] to infuse the neigh-
bors embedding weighted by an assigned attention value. In this
way, we reward the stocks offering more forecasting power by
assigning them larger attention values.

C;-L: Z ajjej, (3)
J€S: (i)
Z aij = 1for j € S;(i), 4)

JeS (D)
where c;' denotes the fine-tuned stock representation for stock i
at time ¢, and a; ; € R is the attention weight on the embedding e;,
which is given by
) = exp(f(ei, ej)) .
res(i) exp(f(eirep)

(©)

The weights define which neighboring stocks are more significant.
f(ei, ej) measures the compatibility between embeddings e; and
ej, and is parameterized by a feed-forward network with a single
hidden layer, which is jointly trained with other parts of the model.
We let f(-,-) have the following functional form

flei,ej) = v;—tanh(Wa[ei;ej] +bg), (6)

where v, and W, are weight matrices, and b, is the bias vector [58],
obtained during model training via backpropagation.



4 LEVERAGE HETEROGENEOUS DATA
SOURCES

In this section, we show how to integrate heterogeneous data
sources for making forecasts, and how we gather different sources
of signals.

4.1 Sequential modeling

Finally, we integrate the stock embedding from EQuiTY2VEC with
stock dynamic features into the neural net model to predict the
future return. The stock dynamic input is given by g;, which stems
from technical factors and news data. We overlay the stock vector
cf with gi as an input. Specifically, let h; be the hidden state at time

t for stock i ; i
ht = [Ctagt], (7)

where [+, -] denotes a direct concatenation.

Keeping in mind that stock trends are highly influenced by a
variety of time-series market signals, it is intuitive to take the
historical features of a stock as the most influential input to predict
its future trend. Therefore, we use Recurrent Neural Networks
[40, 53] as the neural net model. LSTM is a variant of the recurrent
net, which is capable of learning long-term dependencies. The final
output is given by

Oy vb_j, vp = LSTM(RL, hY...hs; 0)), )
where 0; denotes the parameters from LSTM.

Temporal attention layer. Since a stock’s historical data con-
tributes to its price trend unequally, we adopt the attention mecha-
nism at the temporal level. We consider
i i
Frer = Zp Ppope
S 9
B, = exp(f(v,,vg)) ©)
P Bg exp(fopvg)
where By is the attention weight for prior date p indicating the
importance of the date. We then compute the weighted sum to
incorporate the sequential data and temporal attention.
Assume we have m trading days and n stocks. We use the mean
squared error as the loss function for gradient descent, given by

1 n m ; . )
= — -7 . 10
J mn ;:1 ;:1(’”1 Fra1) (10)
Alg. 1 describes our entire algorithmic training pipeline. Specifi-

cally, Lines 2 & 3 show the procedure to extract long-term relations,
and Lines 7-11 show the steps to extract the evolving relation.

4.2 Gathering difference sources of alphas

Financial studies have attributed stock movements to three types of
market information, i.e., cross-sectional signals, numerical technical
indicators, and news features. To the best of our knowledge, the
proposed framework is the first one that fuses technical factors,
financial news and stock embedding together for stock predictions.

Stock graph: leveraging cross-sectional signals. Trading on
cross-sectional signals (i.e., when Google goes up, Facebook is more
likely to go up) is remarkably difficult because we need to exam-
ine all possible relations. We leverage news articles that mention
multiple stocks to detect correlations between stock prices. De-
tecting co-movements by news appears to be much more effective

Algorithm 1 Our Algorithmic Training Pipeline

Input: Online news corpus, technical factors
Output: Prediction on future fi 1
1: Variables: Stock embedding matrix E, stock attention parame-
ters a; j, LSTM parameters 0;, temporal attention parameters
Bi.
2: Build the global stock co-occurrence matrix X.
3: Use the matrix factorization on X with the loss function (Equa-
tion 2) to extract static stock embedding.

4: repeat

5. s; « stock i from universe

6:  for time stamp t do

7: Build temporal graph G;

8: for stock jin S; do

9: Obtain the «; ; with Equation 5

10: end for

11: Calculate the stock i’s final representation c!

12: Concatenate with the stock dynamic input to obtain final
representation hi with Equation 7

13: Forecast future return f; +1 using Equation 9.

14:  end for

15:  Calculate prediction loss J by Equation10

16:  Update parameters based on the gradient of J
17: until convergence

than existing methods. Our EQuiTY2VEC learns both long-term and
evolving relations.

Technical factors: hand-built features are more effective. We
note that features extracted by deep learning [12, 36] are often
less effective than features (technical factors) crafted by financial
professionals [9]. Thus, we overlay an LSTM over technical factors,
so that we can simultaneously leverage expertise from financial
professionals, and also extract serial correlations from deep learning
models.

Financail news Advancing development of Natural Language Pro-
cessing techniques has inspired increasing efforts on stock trend pre-
diction by automatically analyzing stock-related articles [1, 8, 26].
We pre-trained WoRrD2VEC [38, 39] on the news corpus from the
training data set to produce word embeddings. We average all the
word vectors in a piece of news to represent the news vector. For a
given date t and stock i, we compute the daily news vector by ex-
tracting the news related to stock i and averaging the news vectors
within date t.

5 EVALUATION METHODOLOGY

We now evaluate the methodology proposed. We focus on the
Chinese market, whose value is the second largest in the world.

5.1 Data Collection

Chinese Equity Market. Our data set consists of daily prices and
trading volumes of approximately 3,600 stocks between 2009 and
2018. We consider the universe with all the stocks except for the
very illiquid ones. We use open prices (at 9:30 am) to compute the
daily returns, and we focus on predicting the next 5-day returns.
The last three years of the period are out-of-sample.
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Figure 4: Performance comparison in terms of correlation (a) and #-statistic (b) among our EQuiTy2VEc, ARRR, HAN, AlphaStock, VR, and

SFM. For both correlation and ¢-statistic, higher scores are better.

Technical Factors. We manually build 337 technical factors based
on the previous studies [2, 9, 23, 28, 50]. “Technical factor” is a
broad term encompassing indicators constructed directly from data
related to trading activities. Specifically, all these factors are derived
from price and dollar volume by mathematical calculation. Table 1
shows a set of popular technical factors.

Table 1: A set of popular technical indicators and the corresponding
description.

Factors Description

EMA Exponential moving average over price or dollar volume. [9]
RSI The magnitude of one equity’s recent price changes. [9]
ROC Price variation from one period to the next. [19]

Volume Std | Standard deviation of volume. [18]

VCR Volume cumulative return [9]

News Dataset. We crawled all the financial news between 2009/01/01
and 2018/08/30 from a major Chinese news website Sina®. It has a
total number of 2.6 million articles. Each article can refer to one or
multiple stocks. On average, a piece of news refers to 2.94 stocks.
We link each of the collected news articles to a specific stock if the
news mentions the stock in the title or content. The timestamps of
news published online are usually unreliable (the dates are reliable,
but the hour or minute information is usually inaccurate). We use
news signals on the next trading day or later to avoid look-ahead
issues.

5.2 Experimental settings

Training and Testing Data. We use three years of data for train-
ing, one year of data for validation, and one year for testing. The
model is re-trained every testing year. For example, the training set
starts from Jan 1, 2012 to Dec 31, 2014. The corresponding validation
period is from Jan 15, 2015, to Dec 16, 2015. We use the validation
set to tune the hyperparameters and build the model. Then we use
the trained model to forecast returns of equity in the same universe
from Jan 1, 2016 to Dec 31, 2016, where we set 10 trading days as the
“gap”. We set a “gap” between training and validation periods, and
validation periods and testing periods to avoid look-ahead issues.
The model is then re-trained by using data in the second training
period (2013 to 2015) to make forecast on the second testing year.

Parameter Setting. We use the standard grid search to select
the hyper-parameters in our experiments. We build the global co-
occurrence matrix in Section 3.1 by using all the news before the
first day of the testing year. To learn the stocks’ embedding, we
tune the dimension of stocks’ representation within {32, 64, 128,

Zhttps://finance.sina.com.cn

256}. We explore the number of LSTM cell within {2, 5, 10, 20}. We
greedily search the number of neighbors for the stock graph from
no neighbors to all the neighbors. The sliding window for temporal
graph w is tuned within {2, 5, 10, 20, 60}. In addition, we tune the
learning rate within {0.001, 0.01} with the Adam optimizer [30], and
set the batch size within {128, 256}.

Evaluation Metrics. We evaluate our performance in terms of
correlation, t-statistic, and PnL.

Correlation. Unlike the other regression tasks, correlation [4] is a
preferable metric in stock price prediction compared to MSE since
the direction instead of magnitude is more crucial for forecasting
return.

Significance test (t-statistics). The use of ¢-statistics estimators [47]
can account for the serial and cross-sectional correlations. Recall
that r; € R" is a vector of responses and t; € R" is the forecast
of a model to be evaluated. We examine whether the signals are
correlated with the responses, i.e., for each t we run the regres-
sion model r; = f;T; + €, and test whether we can reject the null
hypothesis that the series f; = 0 for all t. Note that the noises in
the regression model are serially correlated, and thus we use the
Newey-West [47] estimator to adjust for serial correlation issues.

PnL. Profit & Loss (PnL) is a standard performance measure used

in trading. PnL captures the total profit or loss of a portfolio over a

specified period. The PnL of all forecasts made on day ¢ is given by
n

1 o
PnL = - Z sign(Fp) *ry, t=1,...,m, (11)

5.3 Baselines for comparison

To test our proposed deep learning framework, we compare our

model against state-of-art baselines, as described below. For all the

baselines, we use the validation data set to configure the hyper-

parameters.

SFM [61]. SFM is designed for stock prediction. It decomposes the
hidden states of an LSTM [51] network into multiple frequencies
by using Discrete Fourier Transform (DFT) in order for the model
to capture signals at different horizons.

HAN [26]. This work introduces a so-called hybrid attention tech-

nique that translates news into signals. HAN uses Word2Vec to
transfer news into vectors, and uses RNN as the modeling method.

AlphaStock [59]. AlphaStock integrates deep attention networks
reinforcement learning with the optimization of the Sharpe Ra-
tio. For each stock, AlphaStock uses LSTM [52] with attention on
hidden states to extract the stock representation. Next, it relies on
CAAN, a self-attention layer, to capture the inter-relations among
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Vector Autoregression. We include a standard linear vector au-
toregression (VAR) [46]. VAR is a typical stock forecast baseline.
Formally, it assumes ry4+1 = f(x;) + &, where x; denotes the fea-
tures of all stocks, and rs1+1 = (rt41,1 . - . , 't+1,n) denotes the future
return of all stocks in the universe.

ARRR [60]. ARRR is a new regularization technique designed
to address the overfitting issue in vector autoregression under the
high-dimensional setting. Stock prediction is one of its applications.
Specifically, ARRR involves two SVD steps; the first SVD is for
estimating the precision matrix of the features, and the second SVD
is for solving the matrix denoising problem.

6 PERFORMANCE AND DISCUSSION

In this section, we discuss our overall performance, analyze the

effectiveness of k-nearest neighbors, the learned stock embedding,

and market trading simulation results.

Overall Performance on Correlation and ¢-statistic. Figure 4(a)
and Figure 4(b) report the comprehensive analysis on all compared

methods, for each testing year in terms of both correlation and

t-statistic. The results confirm that our EQuiTY2VEC method con-
sistently outperforms all other baselines, for each testing year and

across all metrics.

Impact of Different Number of Neighbors. We investigate the
number of neighbors k against the correlation metric. Figure 5(a)
shows that with the increase of k, the out-of-sample correlation
first increases and then decreases. This indicates the performance
gains from our choices on k-nearest neighbors graph in Section 3.2.
Effect of Learned Stock Representation. To demonstrate the
effects of learned stock representations for stock prediction, we in-
vestigate the performance of EQuiTY2VEC by replacing the learned
stock representations with the following representations:

e NoEmd: Remove the EQuiTy2VEc module.

e PoorMan: Remove the influence from neighbors.

o SectEmd: Replace the embedding with the aggregated em-
bedding from the same sector.

e OneEmd: Replace the embedding with the embedding from
all the neighbors.

e RadiusEmd: Instead of using k-nearest neighbors, we also
used the radius to select neighbors and the radius is a hyper-
parameter.

As shown in Figure. 5(b), EQuiTYy2VEC achieves better perfor-
mance than the above five baselines. We have the following obser-
vations: (1) Comparing with NoEmd proves the effectiveness of the
information aggregated through stock embedding. (2) Comparing
with PoorMan and OneEmd enables us to confirm the efficacy of
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Figure 6: The cumulative PnL (Profit and Loss) curves of the top
quintile portfolio. For example, on any given day, we consider a
portfolio with only the top 20% strongest predictions in magnitude,
against future market excess returns. We simulate the investment
on both (a) Long-short portfolio and (b) Long-index portfolio.
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learning evolving relations from k-nearest neighbors. (3) Compar-
ing with SectEmd shows that EQUITY2VEC not just capture merely
the sector information. (4) The RadiusEmbd is our variation and
also achieved competitive results.

Market Trading Simulation. To further evaluate our method’s
effectiveness, we conduct a back-testing by simulating the stock
trading for three out-of-sample years. We simulate investments
on our signals in two ways:(i) Long-short portfolio. (ii) Long-index
portfolio: Long-only minus the market index. We conduct the trad-
ing in the daily granularity and select the stocks from the top 20%
strongest forecast signals. The position of each stock is proportional
to the signal (i.e., the dollar position of i-th stock is proportional to
our forecast fit ). The holding period is 5 days. *By allowing short-
selling, we can execute on negative forecasts to understand the
overall forecasting quality. Figure. 6 shows the cumulative PnL for
our approach and baselines. We can see that our signals are consis-
tently better than other baselines in both Long-short and Long-index
portfolios, suggesting that our method generates stronger and more
robust signals for trading.

Ablation study To test the effectiveness of different parts of the
EquIiTy2VEC, we conduct an ablation study that excludes compo-
nents and measures the out-of-sample correlation in the year 2018.
The results are shown in Figure 7. We draw two main conclusions
from these results. (i) Each component has a substantial impact on

3Short is implementable in the Chinese market only under particular circumstances,
e.g., through brokers in Hong Kong under special arrangements.
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Figure 8: t-SNE of final stock representations (colors code industry
sectors).

the performance: the results validate the inclusion of each com-
ponent in our method. (ii) Effect of cross-categorical learning: the
model using graph achieves higher performance than the baselines
without it, thus illustrating its ability to capture and leverage latent
stock interactions.

7 INTERPRETATION ANALYSIS

In this section, we assess the interpretability for stock relationships,
temporal weights in LSTM, and news as follows.

Visualizing Learned Stock Embedding. As depicted in Figure 8,
we use t-SNE [37] on our final stock representation to assess the
interpretation of the universe of stocks. Each dot represents a stock,
and the color denotes the largest sector from Barra [13] associated
with the given stock, while the text annotations represent the de-
tailed stock categories. It shows that our EQuiTY2VEC learns the
interpretable stock representations that are well aligned with the
Barra sectors.

News Interpretation. To understand the news predictive ability,
we track back the news from two groups in the test dataset. We
focus the samples within the smallest 5% and the samples within the
largest 5% errors based on Equation 10. We extract the correspond-
ing news and show the detailed results in Figure 9. We focus on the
demonstrative news from these two groups of samples. One can
see that the news in the high accuracy group contains significant
events with predictive ability, while the news in the low accuracy
group mainly has no apparent influence on the stock forecast.
Temporal Attention Explanation. Next, we show the overall
attention weights from the testing data set in Table 2 when we use
the past 5 days’ historical data. The hyperparameter 5 is set by the
performance in the validation dataset. The recent days have larger
weights indicating the recent days play more significant roles in
the prediction.

-5day |-4day |-3day |-2day |-1day
Weights | 0.0055 | 0.0265 | 0.1662 | 0.3064 | 0.4954

Table 2: The temporal overall attention weights.

BEIR: 2017EER=RATN (Annual Earning projection/ forecast)
BH%k: BIFATRRM/AE (Increase company holding)
HEERAD: BN S $FDIEK DT (Profit express and analysis)
RO EAEWEE (Important event and trade suspension)
R ARk EEENIEEMER D ARAR (Buyback equity /share repurchase)

[High accurate: important events]

25 AR 18FERERFEMIFLEMA (Good domestic economic structure)
RIZFAR: 2018 2 IKEM AT /EAE (Global Economic Analysis)
MARRHE: NASETUFREFHENE (New Year flag-raising ceremony )

[Low accurate: not predictive news |

Figure 9: The demonstrative news from high accuracy and low ac-
curacy performance.

8 RELATED WORK

Predicting equity returns (i.e., empirical asset pricing) is an ex-
tensively studied academic disciplinary that can date back to the
beginning of the 20th century [6, 21], so it is impossible to provide
a comprehensive review here. Instead, we focus on recent work on
using machine learning to forecast asset prices.

Linear Model. Empirical asset pricing (e.g., estimating the “true
price” or forecasting the future price) is an important area in Fi-
nance [3]. Linear regression has been a dominating methodology
to forecast equity returns, especially for intraday tradings [5, 15,
24, 33]. Because these linear models usually use a large number
of features, regularizations are usually needed [27, 29, 46, 60]. For
example, recently researchers examined regularization for “ultra-
high dimensional” setting, in which the number of features could
be significantly larger than the number of observations [60].

Deep Learning. There are two major approaches to forecast eq-
uity returns. Approach 1. ANN as a blackbox for standard “factors.”
First, “factors” that are known to be correlated with returns are con-
structed. These factors can be viewed as features constructed by fi-
nancial experts. Second, the factors are fed into standard ANN black
boxes so that non-linear models are learned (see e.g., [22, 25] and
references therein). Little effort is made to optimize ANN’s architec-
ture or algorithm. Approach 2. Forecasting the price time-series. This
approach views the price, trading volume, and other statistics repre-
senting trading activities as time series and designs specialized deep
learning models to extract signals from the time series. Little feature
engineering is done for these models. See e.g., [12, 17, 35, 36, 51, 54].
Approach 1 represents the line of thought that feature engineering
is critical in building machine learning models, whereas Approach 2
represents the mindset that deep learning can automatically extract
features so effort on feature engineering should be avoided. The
co-movement effect is often ignored by the previous studies. Only a
few works on stock predictions have explored this effect [7, 16, 59].
However, [7] relies on non-public dataset and learns the relations
in a static way. [16] consider only consider the relation to a partic-
ular type (sector and supply chain) and ignore the other relations,
such as stocks affected by the same event. [59] has unsatisfying
performance (even in their own reports on experiments) and only
consider the co-movements of historical prices.

News. NLP-based techniques are developed to correlate news with
the movement of stock prices. Earlier works use matrix factorization
approaches (see e.g., [41, 56]) whereas more recent approaches use
deep learning methods [1, 8, 11, 26]. These methods exclusively use
the news to predict equity returns, and they do not consider any
other “factors” that can impact the stock prices.



Factor Model (Cross-sectional Returns). The movement of two
or more stocks usually can be explained by a small subset of factors.
For example, Facebook and Google often co-move because their
return can be explained by the technical factors. The so-called
“factor model” (e.g., [14, 55, 60, 61]) can effectively capture the co-
movement of prices but these methods usually rely on PCA/SVD
techniques and are not computationally scalable.

Comparison. 1. Comparing to existing linear models. Our method is
more effective at extract non-linear signals. 2. Comparing to existing
DL models. We find that we need both careful feature engineering
and optimizing DL techniques to use technical factors in the most
effective manner, moreover, we do not restrict the stock relation
into a particular type and learn the evolving relations. 3. Comparing
with News/NLP-based techniques. We do not exclusively rely on the
news. Instead, we explicitly model the interaction between news
and other factors so that our model avoids low quality signals (e.g.,
news-based signals could be essentially trading momentum), and 4.
Comparing with factor models. A key innovation of our model is the
introduction of EQUITY2VEC component. This component models
the interaction between stocks and circumvents SVD computation
on large matrices.

9 CONCLUSION AND FUTURE WORK

This paper presents a novel approach to answer two research ques-
tions. (i) How can we interpret the relationship between stocks? (ii)
How can we leverage heterogeneous data sources to extract high-
quality forecasting power? Through extensive evaluation against
the state-of-art baselines, we confirm that our method achieves su-
perior performance. Meanwhile, the results from different trading
simulators demonstrate that we can effectively monetize the sig-
nals. In addition, we interpret the stock relationships highlighting
they align well with the sectors defined by commercial risk models,
extract important technical factors, and explain what kind of news
has more predictive power.

We identify several potential future directions. First, it is worth
exploring more effective features from social media such as finan-
cial discussion forums. As individual investors often engage in
insightful discussions on finance topics and stock movements, the
large volume of such discussions could indicate potential upcoming
major events. Second, the proposed EQUITY2VEC can generalized
to other problems, such as mining the relations between futures.
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