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Abstract—Microgrids (MGs) comprising multiple interconnected 
distributed energy resources (DERs) with coordinated control 
strategies can operate in both grid-connected and islanded modes. 
In the grid-connected mode, the frequency and bus voltages are 
maintained by the utility grid. In the islanded mode, the DERs 
maintain the frequency and bus voltages in the MG. This paper 
presents a load demand sharing strategy in an islanded voltage 
source inverter-based microgrid (VSI-MG). The survivability of 
the interconnected MG in the presence of a single fully loaded VSI 
in an islanded VSI-MG is investigated. The concept of virtual 
synchronous machines (VSM) that enables the modeling of the 
VSI to emulate the inertia effect of synchronous machines is 
applied and then a Jacobian-based approach is formulated that 
takes into account, the capacity of the VSI. Simulation results are 
presented to verify the effectiveness of the approach. 

Index Terms—AC microgrid, distributed energy resources, droop 
control, transient stability, virtual synchronous machine (VSM). 

I. INTRODUCTION 

Electric power grids are rapidly evolving globally where 
distributed energy resources (DERs) comprising distributed 
generation (DG) like solar photovoltaic systems (PV), wind 
turbine generators (WTG), microturbine generators (MTG), 
diesel engine generators (DEG), as well as energy storage 
systems (ESS) like battery energy storage systems (BESS), fuel 
cells (FC), flywheel energy storage (FES), superconducting 
magnetic energy storage (SMES), compressed air energy 
storage (CAES) and super capacitors (SC) are interconnected 
through a low voltage distribution or a medium voltage 
transmission network to feed required loads in what constitutes 
the microgrid (MG) concept [1]–[3]. MGs comprising of 
controllable loads can operate in both islanded and grid-
connected operating modes and have been proven for a few 
decades now to be beneficial for power systems in terms of 
reduction in emission, lowered energy costs, enhanced 
resiliency and reliability, lowered costs of upgrades on system 
infrastructure, and enhanced power quality and energy 
efficiency [1], [4]. 

These DERs are interfaced with voltage source inverters 
(VSI) which are power electronic converters in the case of AC 
MGs, that enable interconnection in grid-connected and 
islanded modes of which researchers have investigated its 

control and management over the years [5]. Primarily with 
regards to modeling, stability analyses and operational control 
of these microgrid systems [6], [7]. Some challenges in either 
grid-connected or islanded modes include active (P) and 
reactive (Q) power sharing, low inertia, voltage regulation, 
uncertainty, transition between modes with resynchronization, 
protection from internal faults and power balance in the 
associated network [4], [8], [9]. Through these VSIs, various 
centralized, decentralized, and distributed control strategies 
have been proposed to address these challenges, which can be 
aggregated into a hierarchical control architecture [4], [9]–[12]. 
Three levels exist within the control hierarchy: primary control, 
secondary control, and tertiary control. Primary control 
establishes the sharing of active and reactive power while 
ensuring the stability of the microgrid. This is done through 
decentralized droop controllers which tend to deviate steady-
state network frequency and bus voltages from their nominal 
values. Secondary control is employed to minimize these 
deviations so that these nominal values for network frequency 
and bus voltages can be returned to. Tertiary control is 
contingent on energy markets and prices to reach a global 
economic dispatch, operation scheduling and power regulation 
over the network [11], [12]. A summary of control objectives, 
problems, and solutions in MGs can be found in [13]. 

In MG networks, DGs can be classified as dispatchable or 
non-dispatchable power units [14]. Non-dispatchable units 
comprise mainly of intermittent renewable energy-based DGs 
like PVs and WTGs due to the dependence of their output 
power on weather conditions and not load demand. These non-
dispatchable units are commonly backed up with an ESS 
technology to alleviate this intermittency [3], [11]. Conversely, 
dispatchable units like MTGs, DEGs and ESSs can generate 
controlled power on demand and therefore are able to regulate 
the network frequency and bus voltages while operating in 
islanded mode. Non-dispatchable units are out of the scope of 
this paper [2], [14].  

In this paper, a load demand sharing strategy is developed 
for dispatchable DGs in an islanded MG by adopting the 
conventional droop control which requires no communication 
link and is based on local measurements [15]. A variety of load 
power sharing and control strategies from conventional droop 
to adaptive/improved droop and a network-based droop were 
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all compared and summarized in [11]. A wider classification of 
these control and sharing strategies into conventional droop 
methods, angle droop control methods, voltage-real power 
droop/frequency-reactive power boost (VPD/FQB) methods, 
virtual impedance methods, virtual inertia methods, consensus-
based methods and others can be found in [8]. Furthermore, a 
performance evaluation was done to compare the conventional 
droop control, the generalized droop control, a transient droop 
control, inverse droop control methods and virtual synchronous 
machines (VSM) methods in [16]. In summary, most of these 
methods are offspring of conventional droop methods.  

Through existing literature, a majority of the control 
methods seeking to address load sharing begins with a detailed 
dynamic modeling of installed components in the MG; the 
subsequent system of equations are then linearized around 
stable operating points of which a representation in state-space 
is derived; then eigenvalue, sensitivity and participation 
analysis could be done to investigate the small-signal stability. 
After the assessment of stability conditions, time-domain 
computer simulations or illustrative experiments are carried out 
to verify the accuracy of the detailed model and control 
approach proposed [17]–[21]. These detailed models are 
usually of a high order and could become computationally 
burdensome in investigating larger MGs. Hence simplifying 
assumptions with quasi-stationary approximations or tested 
conditions following the analysis of the timescale separation 
between the power control modes and the network modes can 
be used to develop reduced-order models and assuage the 
computational burden [22]–[24]. It was later discovered in [25] 
that even this ratio of timescales would not be sufficient for 
justifying the exclusion of certain fast states in analyzing small-
signal stability and hence new stability certificates were 
proposed for assessing stability. 

From preceding commentary, there is an opportunity to add 
to an existing gap that investigates how other controllable VSIs 
participate in load sharing when one or more VSIs has reached 
or approaches its power capability in an islanded MG. Here, the 
survivability of the interconnected MG in the presence of a 
single fully loaded VSI in an all islanded VSI-MG is 
investigated. One of the earliest investigations into this can be 
found in [26]. Convergence on the fixed slope defining the 
droop characteristics was nonexistent, but islanded operation 
could be transiently possible in the presence of an ESS. Hence, 
in steady state, even in this “fixed droop” method; the output 
power limits should be enforced. This led to the development 
of the “variable droop” method in [27] that provides an 
additional control block to the “fixed droop” method. An 
overload mitigation controller is presented in [28] to address 
issues during an increase in load demand when some or all the 
grid-forming sources (comprising of VSIs, an ESS and a MTG) 
become overloaded in a MG. The extra load is transferred to 
other sources when one or more VSIs are overloaded as a result 
of rapid reduction in frequency. Should all the grid-forming 
sources be overloaded, then each source participates in 
reducing the network frequency before under-frequency load 
shedding can be triggered to disconnect non-essential loads and 
ensure the MG’s survival. This overload mitigation controller 
is exhibited by the MTG when its electromagnetic torque 
exceeds the maximum mechanical torque attainable [28].  

There seems to be insufficient studies investigating the 
survivability of the interconnected MG in the presence of one 
or more fully loaded VSIs in an all islanded VSI-MG. DGs 
interfaced with VSIs respond faster than traditional DGs, so 
during the occurrence of a disturbance, the dynamic response 
of a VSI-interfaced DG in a MG include microsecond electro-
magnetic transient process and millisecond electromechanical 
transient process [25], [29]. To address the objective of this 
paper, the concept of virtual synchronous machines (VSM) is 
employed [30]. This concept emulates the inertia effect of 
traditional synchronous machines where the filter time constant 
and droop gain of the droop controller’s power feedback can be 
related directly to the inertia constant and damping factor 
respectively of a VSM [31]. Inertia is included virtually to the 
VSI-interfaced DGs by adding swing equation [32]–[34]. With 
the application of this concept and inclusion of requisite 
algebraic and electrodynamic equations, a Jacobian-based 
approach is proposed to constrain the VSIs within their power 
limits while redistributing load so a new steady-state network 
frequency and bus voltages can be reached. Stability can be 
assessed during transients in a similar manner done for 
conventional power systems [35]. 

The rest of the paper is organized as follows: Section II 
presents the set of algebraic and electrodynamic equations that 
characterize the VSI-MG and shows how the VSM concept can 
be applied. The Jacobian-based approach is introduced in 
Section III. In Section IV, results are presented and discussed 
under different cases imposed on the MG system under study; 
before making concluding remarks in Section V. 

II. MATHEMATICAL MODELING FOR VSI-MG AND VSM 

A. Inverter, Network and Load Equations 

As widely reported in literature, the complete system model 
including the VSI, the load and the network model is developed 
in the d – q frame [17]–[25]. 

1) Inverter Power and Droop Control Equations:  

The conventional droop control laws that perform the 
primary control function for the VSI in an islanded MG can be 
written as: 

�� � ����� 	

��
��

� � ���� 	 ���          (1) 

�� � ����� 	

��
��
� � ���� 	 ���        (2) 

where �set and �set represent the nominal setpoints for 
frequency and voltage controllers respectively, while �n� ��
�inv��base is the rating of the VSI with respect to the base power 
�base. The nominal per-unit frequency droop gain at the 
maximum real power is kp, while the nominal per-unit voltage 
droop at the maximum reactive power is kq. These values are 
typically set within 0.5% – 3% [17]. The nominal frequency and 
voltage are set by �0  and �0  respectively. The variables �  and 
� represent the active and reactive power output of the VSI 
respectively. To eliminate noise and oscillations, instantaneous 
active and reactive power values (�e and �e) is filtered through 
a low pass filter designed with cutoff frequency �c, as shown: 

� � ��
� ��

���!������ �
��
� ��

����      (3) 
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The instantaneous powers (�e and �e) are calculated from 
measured output voltage ("#$, "#%) and current (i#$, i#%) signals 
as shown:  

�� � &'()'( * &'�)'��!������� � &'�)'( 	 &'()'��+�    (4) 

2) Network Equations:  

The equations for the line currents connected between buses 
m and n are as shown: 

(,-.�/!0!1�
(� � 	 2-.�/!1�

3-.�/!1�
4567�!(!87 * �94567�!�!87 *

:�0!1;�0!�<
3-.�/!1�

     (5) 

(,-.�/!�!1�
(� � 	 2-.�/!1�

3-.�/!1�
4567�!�!87 	 �94567�!(!87 *

:��!1;��!�<
3-.�/!1�

     (6) 

where =line, >line are the line resistance and inductance, ?line,d, 
?line,q are the d – q axis line currents, and �d, �q are the d – q axis 
bus voltages respectively. 

3) Load Equations:  

A general RL load is considered. The equations for the load 
currents connected at bus m is as shown: 

(,-@A0!0!1
(� � 	 2-@A0!1

3-@A0!1
45'B(!(!8 * �945'B(!�!8 *

�0!1
3-@A0!1

    (7) 

(,-@A0!�!1
(� � 	 2-@A0!1

3-@A0!1
45'B(!�!8 	 �945'B(!(!8 *

��!1
3-@A0!1

    (8) 

where =load, >load are the load resistance and inductance, and 
?load,d, ?load,q are the d – q axis load currents respectively. 

B. VSM Concept 

To emulate the swing equation of synchronous machines for 
VSIs, the active power droop equation described in (1) and in 
conjunction with (3) can be rewritten as shown: 

�� � ���� 	 ��
��
� ��

�  (9) 

An assumption that the output frequency follows the 
reference frequency �* = �, can be made since the inner current 
and voltage loop act fast due to higher bandwidth [32]. Hence, 
what follows is: 

� � ���� 	 ��
��
� ��

�              (10) 

In differential form, the above equation can be rewritten at 
bus C, and rearranged as shown: 

(�1
(� � D

E1
:����!8 	 �8 	��!8�8<        (11) 

where Fm  = 1/�c,m  is the filter time of the power controller for 
the VSI at bus m. An analogy can be made between (11) and 
the swing equation [30], [32]. That inertia G and damping 
coefficient H, have the following relational proportionality: 

I J D
8����

�!�����K J D
8��

��  (12) 

An analogous function of the virtual inertia is served by the 
active power first order low pass filter’s cutoff frequency, �c. 
The higher the droop gain, the higher the damping and hence 

mathematically verifying that VSIs contribute more to damping 
of electromechanical modes [30], [32]. From (11), with the 
required level of accuracy, the angle can be described using: 

(L1
(� � �8 	 �9         (13) 

By mirroring (11) and using (2) in conjunction with (3), the 
following equation can be used to characterize the reactive 
power: 

(�1
(� �

D
E1
:����!8 	 �8 	 ��!8�8<       (14) 

The following algebraic equations would also be included 
to complete the emulation of the VSI as a VSM: The active and 
reactive power generated by a VSI at bus m are: 

�8 � MNO�8NPL1 Q 4567�!87�

RS1 T * MNO�8NPL145'B(!8� T    (15) 

�8 � 4�O�8NPL1 Q 4567�!87�

RS1 T * 4�O�8NPL145'B(!8� T  (16) 

where Mm is the set of bus numbers with a direct connection to 
bus m, and the following phasor equations below represent the 
voltage, line, and load currents respectively: 

�8 � ��(!8 * U��!8 � �8NPL1    (17) 

4567�!87 � � 4567�!(!87 * U4567�!�!87    (18) 

45'B(!87 � � 45'B(!(!87 * U45'B(!�!87     (19) 

III. JACOBIAN-BASED APPROACH 

A Jacobian-based approach is formulated to keep the VSIs 
within their maximum power capability so that during a load 
change, a new steady-state network frequency can be found 
while redistributing loads in the VSI-MG if one of the VSIs 
reaches its output power capability. The approach begins by 
using the equations (5) – (8), (11), (13) and (14) to characterize 
the dynamic states of the system. Theses states are calculated as 
functions of time using appropriate numerical procedures. 
While advancing the states in time, the algebraic equations (15), 
(16) are monitored for any capacity violations. When a 
violation occurs, the following equation describing correction 
terms is constructed at that instant in time:  
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(20) 

where k is the last m-index in the subset km, belonging to the set 
of all network buses M where there is a VSI connected, and the 
Jacobian matrix includes the partial derivatives of the active and 
reactive powers given in (15) and (16) with respect to angle and 
voltage states. For example, in a network with 5 buses 
represented by the set M = {1, 2, 3, 4, 5} and having the subset 
km = {2, 3, 5} where a VSI is connected; the first and last entries 
(1,1) and (k,k) in the Jacobian matrix are �P2/��2 and �Q5/�V5 
respectively. The terms �gC  and �gC  are ratio terms given by: 
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�!���������� R h8� (21) 

With the constructed equation (20); on its rightmost 
column, only the violation encountered is entered with the rest 
of the other entries being made to equal zero so that the new 
correction terms on the left side of equation (20) are computed 
and used to supplement the requisite states in (13) and (14) at 
the next iteration in time. What happens next is the collective 
slow retardation of the states that continue to contribute to the 
violation encountered. For an active power violation, the angle 
states contributing to that violation would incur a slightly 
increasing slope to hold that violation while other VSIs raise 
their outputs to meet the power generation deficiency in the 
VSI-MG. The same occurs with a reactive power violation and 
voltage states. With this approach, the VSIs seek a new network 
steady-state frequency after the loads have been redistributed. 
This is the load sharing strategy. 

A new steady-state network frequency can be attained if all 
VSIs in the MG are able to collectively ride through the 
violation and redistribute loads by respecting the conventional 
droop control. The conventional droop control method is a 
“fixed slope” method and all the VSIs in the MG search for this 
new operating point on their respective slopes without violating 
its own power capability. The Jacobian-based approach 
described, aids to this regard. 

IV. VSI-MG TEST CASE SIMULATION RESULTS 

The VSI-MG under study is a 381V, 50 Hz interconnected 
system and is shown in the Figure 1 below. The parameters for 
this network and VSI model parameters are given in Table I. 

            

����

�
�

����� ����	

����


 
Figure 1. VSI-MG Under Study. 

TABLE I.  NETWORK AND OTHER MODEL PARAMETERS 

Parameter Description (Value) 

Sbase Base Inverter Apparent Power (10 kVA each) 

�0, V0 Nominal Frequency (100� rad/s), Nominal Voltage (381 V) 

�c Filter Constant (10� rad/s/W) 

mp P – � Droop Gain (3.14e-4 rad/s/W), i.e. kp (1% at Pmax = 10 kW) 

nq Q – V Droop Gain (3.81e-3 V/Var), i.e. kq (1% at Qmax = 10 kVar) 

Rline , Lline Line Resistance (0.165 �/km), Line Inductance (0.26 mH/km) 

linemn Line Length in km (line12 = 10 , line13 = 8 , line23 = 6) 

Rl,1 , Ll,1 Bus 1 Load Resistance, Inductance (25 �, 19.1 mH) 

Rl,2 , Ll,2 Bus 2 Load Resistance, Inductance (20 �, 15.024 mH) 

Rl,3 , Ll,3 Bus 3 Load Resistance, Inductance (40 �, 40.0434 mH) 

The initial steady-state operating points in per-unit (on 10 
kVA, 381 V, 100� rad/s base) were obtained and presented in 
Table II. The test cases to be investigated are summarized in 
Table III. 

TABLE II.  INITIAL STEADY-STATE OPERATING CONDITIONS 

Parameter Description (Value) 

Vm Bus 1, 2, 3 Voltages (0.9978, 1.001682, 1.001014) 

�0 Nominal System Frequency (1.0) 

Vset, m Nominal m-VSI Voltage Setpoints (1.00129752, 1.0020, 1.0012) 

�set,m Nominal m-VSI Frequency Setpoints (1.0037143, 1.008, 1.004) 

�m Bus 1, 2, 3 Voltage Angles in rad (0.0, 0.016849, 0.014305) 

Ild,m + jIlq,m Load 1, 2, 3 Currents (0.54780818 – j0.13148365, 
0.69131036 – j0.15089985, 0.33202693 – j0.09922594) 

Iline,d,m + 
jIlline,q,m 

Line 1-2, 1-3, 2-3 Currents (– 0.08546154 – j0.10617070, 
– 0.09009769 – j0.11286880, 0.02230564 + j0.02645944) 

Pm + jQm m-VSI Power Outputs (0.371430 + j0.349752, 
0.8000 + j0.031784, 0.4000 + j0.018553) 

m – corresponds to the bus number location (1, 2, 3) of the VSI 

TABLE III.  TEST CASES 

Case t = 1 s t = 2 s t = 3 s 

A 25% � in Load 1 25% � in Load 2 25% � in Load 3 

B 25% � in Load 1 50% � in Load 2 25% � in Load 3 

C 25% � in Load 1 75% � in Load 2 25% � in Load 3 

 

A. Simulation Results 

As seen in Table III, the three cases differ at time, t = 2s. 
The initial loads in per-unit at bus 1, 2 and 3 using the 
parameters in Table I are 0.5466 + j0.1312, 0.6898 + j0.1628 
and 0.3309 + j0.1041 respectively on a 10 kVA base. With the 
aid of MATLAB, and application of appropriate numerical 
procedures in conjunction with the Jacobian-based approach, 
the following results are presented within. 

 
Figure 2. Case A: (a) Bus Voltages, (b) Frequency, (c) Reactive Power 

Output (d) Active Power Output at VSI Buses (1-red, 2-magenta, 3-blue). 

In case A, the VSI at bus 2 is seen in Figure 2(d) to 
momentarily reach its maximum output active power of 1 p.u. 
At each time instant when there is a change in load at the bus, 
the VSI at that bus picks up most of this load change before 
power sharing occurs between the VSIs. This is the base case 
to be used in comparison with the other cases B and C.  

In case B, where there is a 50% increase in the load at bus 2 
instead of the 25% increase seen in case A; the VSIs at all buses 
are seen to collectively reach a lower steady-state network 
frequency (0.99813 p.u) compared to case A (0.9987 p.u). 
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Some noticeable differences in Figure 3(b, d) are seen around t 
= 2s; where in case B, the equations (11) and (13) for each VSI 
are amended with the Jacobian matrix so as to stall the increase 
of active power from the VSI at bus 2, while the other VSIs 
meet the deficiency in active power generation. Also, there is 
noticeable longer voltage dip because of the Jacobian matrix 
amending the voltage at bus 2. At a later time t � 3.1s, the VSI 
at bus 2 again momentarily reach its maximum output active 
power of 1 p.u, but this effect is not as severe as the earlier 
power violation and all VSIs are able to ride through. In case A, 
the VSI at the bus of the load change picks up most of the load 
change, but in case B all three VSIs pick up the load change 
together when a VSI’s power capability is reached. 

 
Figure 3. Case B: (a) Bus Voltages, (b) Frequency, (c) Reactive Power 

Output (d) Active Power Output at VSI Buses (1-red, 2-magenta, 3-blue). 

 
Figure 4. Case C: (a) Bus Voltages, (b) Frequency, (c) Reactive Power 

Output (d) Active Power Output at VSI Buses (1-red, 2-magenta, 3-blue). 

In case C, where there is a 75% increase in the load at bus 
2, the system attains a lower steady-state network frequency 
(0.9975 p.u) among the three VSIs as seen in Figure 4(b). Just 

like in case B at around t = 2s; the equations (11) and (13) for 
each VSI are amended with the Jacobian matrix so that when 
the power capability of the VSI at bus 2 is reached, the other 
VSIs raise their active power generation to meet this deficiency. 
The voltage at bus 2 is also amended and constrained to be 
lower so that the active power limitation imposed by the VSI at 
bus 2 is accommodated.  

B. Discussion 

To illustrate the differences between the three cases, the 
figures below show the search path for equilibrium on the Q – 
V and P – � droop control characteristics.  

 
Figure 5. Case A: (a) Q – V Droop Relation, (b) P – � Droop Relation 

for VSIs at Buses (1-red, 2-magenta, 3-blue). 

 
Figure 6. Case B: (a) Q – V Droop Relation, (b) P – � Droop Relation 

for VSIs at Buses (1-red, 2-magenta, 3-blue). 

The active and reactive power capability of all VSIs are set 
at 1 p.u and while integrating the state equations with time, the 
Jacobian-based approach plays the role of preventing each VSI 
from exceeding this power limitation. What differs in all three 
cases is the performance of the droop controllers. The P – � 
droop controllers in case A and B as shown in Figures 5(b) and 
6(b) respectively see the sustenance of the power limit imposed 
by the VSI at bus 2 for load changes at t � 2s. In case C, the P 
– � droop controller in Figure 7(b) sustains the power limitation 
while correction terms from the Jacobian-based approach 
lowers the frequency of the VSI at bus 2 in order to enable a 
new steady-state network frequency to be attained as in Figure 
4(b). The Q – V droop control characteristics are also presented, 
and cases A and B show convergence on its characteristics 
while case C is amended to accommodate the active power 
limitation imposed by the VSI at bus 2. 
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Figure 7. Case C: (a) Q – V Droop Relation, (b) P – � Droop Relation 

for VSIs at Buses (1-red, 2-magenta, 3-blue). 

V. CONCLUSION 

In this study, simulations are shown to verify the 
effectiveness of the proposed Jacobian-based approach to 
redistribute loads between the VSIs in a VSI-MG when a single 
VSI has reached its maximum power capability. Three cases are 
shown at different loading conditions and the proposed 
approach is able to assess the survivability of the VSI-MG via 
their respective conventional droop characteristics. 
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