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1. Introduction

The need to evaluate matrix functionals of the form
F(A) := v f(A)w, (1.1)

where A € R™" is a large symmetric matrix, v € R", f is a function that is defined on the convex hull of the spectrum of A,
and the superscript T denotes transposition arises in many applications, including in Tikhonov regularization and network
analysis; see, e.g., [1-5] for illustrations. For notational simplicity, we will assume that ||v|| = 1. Here and throughout this
paper || - || denotes the Euclidean vector norm.

Golub and Meurant [6,7] describe a technique for computing upper and lower error bounds for matrix functionals of
the form (1.1) based on the connection between the Lanczos process, orthogonal polynomials, and Gauss-type quadrature
rules. Their technique considers the expression (1.1) as a Stieltjes integral with integrand f. This indicates that Gauss-type
quadrature rules can be applied to compute approximations of (1.1). Assuming that derivatives of the integrand f do not
change sign in the convex hull of the spectrum of A, Golub and Meurant [6,7] observed that pairs of Gauss, and suitable
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Gauss-Radau or Gauss-Lobatto rules, provide upper and lower bounds for (1.1). This follows straightforwardly from the
sign of the remainder terms for these quadrature rules.

When derivatives of the integrand f change sign in the convex hull of the spectrum of A, the technique developed by
Golub and Meurant [6,7] is not guaranteed to provide upper and lower error bounds for (1.1).

Example 1.1. Let A € R?09%200 he the symmetric Toeplitz matrix with first row [2/3,2/5, ..., 2/401]. Its largest and
smallest eigenvalues are given by Apmin = 0.19175 and Apg = 8.0626, respectively. Consider the approximation of the
functional

F(A) =T exp(—g) sin(g)v. (1.2)

and define the integrand

Fx) = exp(—%)sin(z). (13)

Some derivatives of this integrand change sign on the interval [Apmin, Amax]. We illustrate in Example 4.1 of Section 4 that
pairs of Gauss and Gauss—Radau rules, or pairs of Gauss and Gauss-Lobatto rules, do not furnish upper and lower error
bounds for (1.2).

We are interested in exploring whether the technique of Golub and Meurant can be extended to give upper and lower
error bounds for (1.1) also in situations when some derivatives of the integrand f change sign in the convex hull of
the spectrum of A. Specifically, we will show that pairs of Gauss rules and suitably chosen generalized Gauss-Radau or
generalized Gauss-Lobatto rules give upper and lower error bounds for (1.1) in some situations when pairs of Gauss and
(standard) Gauss-Radau or Gauss-Lobatto rules are not guaranteed to furnish upper and lower bounds.

Generalized Gauss—-Radau rules are Gauss-Radau-type rules, in which the fixed node has multiplicity larger than one;
similarly, generalized Gauss-Lobatto rules are Gauss-Lobatto-type rules, in which at least one of the fixed nodes has
multiplicity larger than one. Generalized Gauss-Radau and Gauss-Lobatto rules have received considerable attention;
see, e.g., [8-14]. Applications of these quadrature rules include the computation of spline approximations that reproduce
as many consecutive moments of the integrand f as possible; see Gautschi [15, Section 3.3] for details.

This paper is organized as follows: Section 2 reviews generalized Gauss-Radau quadrature rules, and describes a novel
way to evaluate these quadrature rules. Generalized Gauss-Lobatto rules are considered in Section 3, and a few computed
examples are presented in Section 4. Concluding remarks can be found in Section 5.

We conclude this section by discussing how the matrix functional (1.1) is related to a Stieltjes integral. The develop-
ment follows Golub and Meurant [6,7]. Introduce the spectral factorization

A=SAST, A = diag[ry, Az, ..., Anl,

with the eigenvalues A; < A, < --- < A, and S € R™" an orthogonal matrix, whose columns are eigenvectors. Then we
define

f(A) = sf(A)s";

see, e.g., [16,17] for discussions on the definition of matrix functions. Introduce the row vector [vq, Vs, ..., V] = V'S.
Then the functional (1.1) can be written as

F(A) = v'Sf(A)STv =) " fO?. (1.4)

j=1

The right-hand side can be expressed as a Stieltjes integral

b
If = / f(x)dA(x), (1.5)
a
where the distribution function A associated with the measure dA can be chosen to be piece-wise constant and defined
by
0, if x<a=»A,

Mx) =Y v i A Sx<Agr, i=1,2,....n-1,

Yrovi if b=dy <x.

The m-point (standard) Gauss quadrature rule associated with the measure dA(x) is of the form

Gnf =) wif (%),

i=1
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and is characterized by the property that
If =Guf,  VfeP™

where P~ denotes the set of polynomials of degree at most 2m — 1. The nodes x; of the quadrature rule are distinct
and known to be the zeros of an mth degree orthogonal polynomial with respect to the inner product

(. 8) = 2(f2). (1.6)

When the integrand f is 2m times continuously differentiable in the interval [a, b], the error in the quadrature rule
can be expressed as

m)
f = (T — G =100 /]‘[x—xl)zdx (17)

for some x¢ € [a, b], where f®™)(x) denotes the 2mth derivative; see, e.g., [7,15] for proof.

We will approximate the integral (1.5), and therefore the functional (1.1), by Gauss-type quadrature rules. Under
suitable conditions, the sign of the quadrature error can be inferred from the remainder terms of the quadrature rules
used. While our discussion focuses on functionals of the form (1.1), a generalization to functionals u’f(A)v with u € R"
different from v is straightforward by using the identity

1
u'f(Ay = 1 (u+v)fA(u+v)— (u—v)fA)u—v).

2. Generalized Gauss-Radau formulas

This section considers generalized Gauss-Radau rules of the form

r—1

G of = ZwJ x)+ Y wPx) (2.1)

i=1 j=0

for approximating the integral (1.5), where the x;, 1 < i < m, are “free” distinct nodes in the open interval (a, b), and
Xo is a prescribed node of multiplicity r > 2 outside this interval. Let int(a, b, xo) denote the convex hull of the set
{a, b, xo}, where —oo < X9 < aorb < xy < oo. We assume that f and its required derivatives (see below) are defined
in int(a, b, xo). Many properties of generalized Gauss—Radau rules are discussed in [8-15]. Here we recall that the nodes

X1,X32, ..., Xy are the zeros of the mth degree orthogonal polynomial with respect to the measure (x — a)" dA(x). The
generalized Gauss-Radau quadrature rule satisfies
If = gm,rf7 vf € P2m+r—l; (2.2)

see, e.g., [15] for details.
When the integrand f is 2m + r times continuously differentiable in int(a, b, xo), the error in the generalized
Gauss-Radau quadrature rule (2.1) can be expressed as

m

._ _ f(2m+r)(XCR) r 2
gm.rf — (I - gm,r)f - W . /{; - XO ll:! X — Xl) d)‘ (23)

for some xgg € int(a, b, xo); see, e.g., [18] for a proof of (2.3). If the derivative f®*™+") is of known constant sign in
int(a, b, xo), then we can tell the sign of &, .f. For instance, when f®™+)(x) < 0 for x € int(a, b, x¢), and xo = a, the
quadrature rule G, .f furnishes an upper bound for Zf.

Gautschi [8-10] describes several ways of computing the nodes and weights of generalized Gauss-Radau rules (2.1). We
will describe a new approach to evaluate these quadrature rules that is convenient to use when the measure is implicitly
defined by a sum (1.4). Our approach does not require the explicit evaluation of the nodes and weights.

Application of m 4 r steps of the Lanczos process to the matrix A with initial unit vector v gives the Lanczos
decomposition

AUnyr = UnyrJmer + ,3m+rum+r+1e;+r, (2.4)
where the matrix Un,r = [W, U, ..., Upyr] € R™M) and vector w1 € R satisfy u; = v, Urfprrumr = Inyr
lmirs1ll = 1, and Um+rum+r+1 =0. Throughout this paper ¢; = [0,...,0,1,0,..., 0]" is the jth axis vector of suitable

3
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dimension, and J; stands for the identity matrix of order j. Moreover, B4, € R4 and the matrix

IR ]
VB o VB2
]m+r = \/E o e c ]R(m+r)><(m+r).

B B v IBm+r—1

L A/ ,3m+r—1 Omtr—1
is symmetric and tridiagonal. The Lanczos procedure is a discrete analogue of the Stieltjes procedure in the sense that
the former is applied to a matrix and a vector; it requires the support of the measure to be a finite discrete point set.
Of course, continuous analogues of the Lanczos procedure can be defined, in which case the matrix A is replaced by a
symmetric operator. The Stieltjes procedure is described, e.g., by Gautschi [15] and the (discrete) Lanczos procedure is
discussed by Golub and Meurant [6,7]. Typically, 1 < m + r < n in computations. We tacitly assume that m + r is small
enough so that the decomposition (2.4) with the stated properties exists. This is the generic situation. In the rare event
that the Lanczos process breaks down before m + r steps have been carried out, the computations simplify. We will not
dwell on the ramification of breakdown.

The dominant computational effort required for the calculation of the decomposition (2.4) by the Lanczos process is
the evaluation of m 4 r matrix-vector products with the matrix A; see, e.g., [6,7]. Each matrix-vector product evaluation
with A requires O(cn) arithmetic floating-point operations (flops), where c is the average number of nonvanishing entries
of A per row.

The relation (2.4) shows that the columns u; of Uy, can be expressed as

u=pi1(Ay, j=123,..., (2.5)

for certain polynomials p;_; € P,
It follows from the orthonormality of the vectors u; and (2.5) that

b
(pj—lvpk—l):/ Pi—1(X)Pr—1(X)dA(x) = v Sp;_1(A)pr—1(A)S"v

0, j#k
=v'pi_1(A)pr_1(A)V = "jT"k = { 1, j=k.

Thus, the polynomials p; are orthonormal with respect to the inner product (1.6).
The decomposition (2.4) defines a recurrence relation for the columns u; of Up.,, which, in view of (2.5), gives the
following recurrence relation for the polynomials pj,

VBipi(x) = (x—ao)po(x),  po(x) =1,

. (2.6)
VBpi(x) = (x—aji_1)pi-1(x) — /Bi—1pj-2(X), 2<j<m+r,
where
aj,lz(pj,l,xqu)‘ j=12,...,m+r,
and the g; > 0 are determined by the requirements (p;, p;) = 1 for all j.
Introduce the vector
po(x)
p1(x)
p(x) = :
Pmsr—1(X)
Then the recurrence relation (2.6) can be written in the form
xP(X) = JmrP(X) + v/ Bmtr Pmar(X)emor, (2.7)

which shows that the eigenvalues of J,,,, are the zeros of the polynomial py,,. It can be shown that the (m + r)-node
(standard) Gauss quadrature rule associated with the measure dA in (1.5) can be expressed as

Gmirf = eqf0m+r)el- (2.8)

Here we have used the fact that the vector v in (1.4) is of unit norm; see [7] for details. Note that the Gauss rule (2.8)
can be computed by evaluating the function f of the generally fairly small matrix J,,.,, without explicitly calculating the
nodes and weights of the Gauss rule. Many algorithms for evaluating functions of a small to moderately-sized matrix are
described and analysed by Higham [17].
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We now show how the generalized Gauss-Radau rule (2.1) can be evaluated without explicitly computing its nodes
and weights. Let mg, 71, 712, ... be orthonormal polynomials with respect to the inner product

b
(f.gh = / Fx)g(x)(x — xo) dA(x), (2.9)

where the measure da is the same as in (1.5). Thus,
)1, i=j,
(71’,‘, 7Z'j)r - { 0, i #]7
and 7; € P! Define the polynomial gy () = mm(X)(x — Xo)". Then

m+r—1

WPmir-1(X) =Y i) + Smarmer (1), (2.10)

for suitable coefficients d; and s, . The orthonormality of the polynomials p; with respect to the inner product (1.6) gives,
fori=0,1,....m+r—1,

b b
4 = / XPmr 1 (OPLOIAK) = Smsr / T (OPX)X — XY dA(X).

Now using the orthogonality of the polynomials p; with respect to the inner product (1.6) and the orthogonality of the
polynomials 7j with respect to the inner product (2.9) shows that d; = 0 for 0 < i < m. It follows that (2.10) simplifies
to

m+r—1
XDm4r— 1(X Z dp: +Sm+rqm+r( ) (2-11)

We obtain analogously to (2.7) the relation

xp(x) = ]§1+r P(x) + Sm+rqm+r(X) €mr, (2.12)

where the matrix J® ,, € R(™X(m+7) js obtained from J,. by replacing the last row by the vector
[0, RN 07 dIﬂa dm+1s RN dm+r71]-

It follows from (2.7) that the nodes xg, X1, . .., Xy, of the quadrature rule (2.1) are eigenvalues of]r’ﬁm. and the vectors
p(x;),i=0,1, ..., m,are corresponding eigenvectors. We will show below that the eigenvalue xy has algebraic multiplicity
r and geometrlc mult1p11c1ty 1.

Let p, ) denote the jth derivative of the polynomial p;. The nontrivial entries of the last row of JR ., can be determined
by solving the linear system of equations

m+r—1
XoDoyr1(%0) + DBy 1(X0) = Z dpP(xo). j=1.....r—1, (2.13)

which is obtained by differentiating (2.11) and using the fact that q(rL)Jrr(xg) =0forj=0,1,...,r—1.
We next verify that the Gauss-Radau rule (2.1) can be expressed as

Gnof = €f U e (2.14)

This formula is analogous to (2.8). We show (2.14) by deriving the Jordan decomposition of the matrix JR
[19, Section 4] for details for more general situations. Differentiating equation (2.12) j times yields

4} see

xpPx) + 700 = R PO + s @0 (X €y, =1,2,...,1 =1,

where pY)(x) denotes j times component-wise differentiation of p(x) with respect to x. Dividing the right-hand side and
left-hand side by j! and setting x = xo gives

1 1 o
Unr = 20) 5 0V 0) = o0V xo),
ie., pY(x0)/(),j=1,...,r—1, are principal (generalized eigen-) vectors of]r’fm. Introduce the (m+r) x (m 4 r) matrix
1
= [P(x1), -, P(xm), P(x0), PV (x0), - P Vxo)]. (2.15)

T(r—1)!
5



J. Alahmadi, M. Pranic and L. Reichel Journal of Computational and Applied Mathematics 396 (2021) 113604

We have derived the Jordan factorization

X1

Xm
X0 1

R
FoW=wa, A= o 1

(2.16)

X0 1
Xo

Thus, the matrix A € R(M+1*(M+1) has 3 leading m x m diagonal block matrix and a trailing r x r Jordan block associated
with the eigenvalue xg.

Our proof of the representation (2.14) requires explicit formulas for the entries in the first column of W', Introduce
the matrix V € RIM*m+1) 'whose ith row is v/, where

Vi=wiP(Xi) i=12,...,m,
Vings = Z ww@pt =),  s=1,2,....,r
u=s—1

Denote the ith row of W by aiT = [ay, ay, ..., @myr], and the jth column of V by b; = [by, by, ..., byyr]T. We will show
that

a'b; = Gnr(pi_1pj-1)-

Note that
ap = pi—1(Xk), b = wipj—1(x), k=1,2,...,m
and
1 D (u+1—s)(x )
_ (s—1) lw (0) j—1 0 -
a = = u! 7, s=1,2,...,r.
m+s (S ) p, 1 ( m+5 u;] u + 1— S)!
It follows that
m+r r
Zakbk Zwkpz 1(t)pj—1(xk) +Z Z P(s Dix ( B 1>wE,O)Pj—1("+l_S)(X0)
k=1 s=1 u=s—1
= Z WkPi-1 Xk p] 1 Xk + Z w(O) ( )p1 1(X0)Pj(f q)( )
q=0 q
m r—1
=Y wpip )X + Y w(pi-1pj-1)(x0)
k=1 (=0
= Gm,r(Pj-1Pi-1)- (2.17)

In view of (2.2), we have fori +j— 2 < 2m +r — 1 that
1, i=j,
gm,r(pjflpifl) = { 0 i #j

It now follows from (2.17) that the first m 4+ 1 columns of the matrix V are the first m + 1 columns of W~ In particular,
W le; = [wr, wa, ..., W, wé ), v, (r— 1)!w£0_)1]7. (2.18)
We obtain from (2.15) that
Wle, =[1,1,...,1,0,...,0]". (2.19)
Finally, Egs. (2.16), (2.18), and (2.19) give
e fUn )er = EWF( AW e; = G, f,
which shows (2.14).
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We conclude that the generalized Gauss-Radau rule G, .f can be evaluated by using either (2.1) or (2.14). Which one
of these expressions is most convenient to compute depends on whether software for computing the integrand f at the
small matrix J& 4 is available or easily can be written. This is the case, for instance, for the exponential function, logarithm,
square root, and rational expressions. When the form (2.1) is used, the nodes and weights have to be evaluated. This can
be done with software written by Gautschi [20].

We note that if the moments u; := fab xidA(x),i = 0,1,2,... , are explicitly known, which is the case for many
classical positive measures on the real line, the modified moments

b
v = / X(x—xo)dAa(x), i=0,1,2,...,
a
can be easily computed. Then the coefficients d; in (2.13) can be evaluated without solving linear systems of equations.

Taking f(x) = (x — xo)"P(x), where P(x) € P*"~1, in (2.1) we verify that the first sum on the right-hand side in (2.1) is
actually the (standard) m-point Gauss quadrature for the integral

b
If = / F)Ax),  di(x) = (x — xo) dA(x).

Thus the quadrature G, .f can be written in the form

r—1
gm,rf = ﬁ”loe-{f(jm)ﬁ + Z w;O)fU)(XO)a

j=0

where]m is the Jacobi matrix of dimension m x m associated with the modified positive measure di(x), and g = jab dA(x).
This formula can be used for the computation of the generalized Gauss-Radau quadrature when the measure di(x) is
explicitly known, but not in the case when dA(x) is implicitly defined by the matrix A and the vector v.

3. Generalized Gauss-Lobatto formulas

This section discusses the application and computation of generalized Gauss-Lobatto rules

r—1 m s—1
Gmrsf = Y w0 1) + > wif(x) + > w®fDxg) (3.1)
j=0 i=1 j=0

for the approximation of the functional (1.1) or, equivalently, of the Stieltjes integral (1.5). Here the x;, 1 < i < m, are “free”
distinct nodes in the open interval (a, b), —oco < xp1 < a is a prescribed node of multiplicity r > 1,and b < xp, < o0
is a prescribed node of multiplicity s > 1. We assume that max{r, s} > 2 to avoid discussing “standard” Gauss-Lobatto
rules. The nodes x1, xa, . .., X, are the zeros of the mth degree orthogonal polynomial 7;, with respect to the modified
measure

(x = X0,1)" (X0,2 — x)° dA(x).
Many properties of generalized Gauss-Lobatto rules are discussed in [8-13,15,18]. For instance, it is shown that
If — gm,r,sf» Vf c P2m+r+s—l. (3.2)

Moreover, let int(a, b, Xo 1, X0 2) denote the convex hull of the set {a, b, xo 1, X0 2} and let the integrand f be 2m 41 +s
times continuously differentiable in int(a, b, Xo,1, Xo,2). Then analogously to (2.3), the error in the quadrature rule (3.1)
can be expressed as

Emrsf = (T — Gmrs)f

_ f(2m+r+s)(xGL) b . . m 2
= m '/a (x —X0,1)" (X — X0,2) E(X — X)) dA(x),

where xg. € int(a, b, X1, Xo2). If f®™7*9) is of constant sign in int(a, b, Xo 1, Xo2), then the sign of &, f can be
determined by choosing suitable multiplicities r and s.

We derive a formula analogous to (2.14) for the evaluation of G, , sf. Our derivation is similar to the one for (2.14).
We therefore only provide an outline. Application of m + r + s steps of the Lanczos process to the matrix A with initial
unit vector v gives the Lanczos decomposition

T
AUnmrvs = Untradmrrts + v/ Bmtr+smtr+s+1€n s (3.3)
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This decomposition is analogous to (2.4). Here we only note for future reference that the (m +r +s) x (m +r +s) matrix

T a0 /Bi 7
VB VB2
«/Fz [2%]

Imtres =

- : - : v IBm+r+s—l
L A Brr4s—1 Omtrys—1
is symmetric and tridiagonal; we assume that m + r + s is small enough so that the decomposition (3.3) exists. Using
(2.5) and defining

pm+r+sfl(x)
we can express (3.3) in the form
XP(X) = Jmir+s P(X) + +/ Bm-tr+s Pmtrs(X) @mprps.

Introduce the inner product

b
Fr s = f FOOB(x = Xo.1) (x0.2 — XFAA(K),

and let the polynomials g, 771, 12, ... be orthonormal polynomials with respect to this inner product, i.e.,
1, i=],
(nivnj)r,s = { 0, l#],
and 7; € P'. Define the polynomial

Gmtr+s(X) = Tm(X)(X — X0,1) (X0,2 — X)°.

Then
m4r+s—1

Wmires1() = D AP + Tmgrislmsrs(X), (34)
i=0

for suitable coefficients d; and 4. Using the orthogonality property of the p;, we obtain

b b
di = / XD r4s—1(X)pi(X)dA(X) — Tm+r+sf Tm(X)Pi(*)(x — X0,1) (X0,2 — X)°dA(x),

fori =0,1,...,m+r + s — 1. Using the orthonormality properties of the polynomials p; and m,,, gives that d; = 0 for
0 < i < m. Thus, the relation (3.4) simplifies to
m+r+s—1
Wmires1() = D dPix) + Tmsrsmrs(X). (35)
i=m
The coefficients d,;, d+1, - - - , dmir—1 can be determined by solving the linear system of equations
m+r—1
xO,m%m_](xo,]) +J'P%11r)+s_1(xo,1) = Z dp(x01), j=1,...,r—1, (3.6)
=m
and the coefficients dyr, dmirsi1, - - -, dmires—1 are similarly obtained by solving the linear system of equations
mAr+s—1
X02P0 s 1(X02) F Do rs a(02) = Y dip(x02), j=1,....s—1. (3.7)
i=m+r

We remark that the systems (3.6) and (3.7) are obtained from (3.5) by using the fact that q(,f,)”ﬂ(xo,]) = 0forj =
0,1,...,r — 1,andq(,{,)+,+s(xo,2)=0forj=0,1,...,s— 1.

Let the matrix Ji_ ., € RIMTHX(MH1+5) he determined from Jpr4s by replacing the last row by

[0, RN 07 dma dm+1s RN dm+r+sfl]-



J. Alahmadi, M. Pranic and L. Reichel Journal of Computational and Applied Mathematics 396 (2021) 113604

This gives the relation

xp(x) = ]111'1+r+s P(X) + Tmtras Qmsras(X) €nr (3.8)
It follows from this expression that the nodes x4, X3, . . ., Xm, Xo0,1, X0.2 in the quadrature rule (3.1) are eigenvalues of],ﬁ,+r+s,
and that p(x1), p(x2), . . ., P(xm), P(x0.1), P(X02) are corresponding eigenvectors. Differentiation of (3.8) gives

xpVx) + 700 = JE PO + Trirss @0 (X €nsr, F=1,2,...,1 — 1.

Dividing the above equation by j! and setting x = x¢ 1 gives

. 1 .
L _ — W) — - -1 - _
Umras Xo,ll)j!P (%0,1) = U_])!P (x0,1), j=12,...,r—1.
Similarly, differentiating (3.8) component-wise and setting x = xg , yields
. 1 .
L _ —pW) — - -1 - _
Umras Xo,zl)j!P (%0,2) = U_])!P (x02), j=1,2,...,s—1

Hence, p¥(x0,1)/(j!), 1 <j < r, and p¥(x0)/(j!), 1 <j < s, are principal vectors of J- . . associated with the eigenvalues
Xp,1 and Xxg », respectively.
We are in a position to discuss the Jordan decomposition of J;, .. Define the matrix

1

W= |:P(X1), ey Pm), P(x0.1), PP (x0.1),s - - = 1),P(r_1)(xo,1),
1
P(x0.2). PV(X0.2). . ... ———P D(xo2) |, (39)
(s— 1)
and let
- X -
Xm
X0,1 1
Xo0,1 1
A= X0,1 1
X0,1 0
X0,2 1
XO,Z 1
X0,2 1
L Xo,2

Thus, the matrix A € RO +)x(m+7+5) i5 bidiagonal with a leading m x m principal diagonal matrix, which is followed
by a Jordan block associated with the eigenvalue X, ; of order r, and another Jordan block associated with the eigenvalue
Xp2 of order s. We have the Jordan factorization

Jan+r+s W=wa.

Similarly as at the end of Section 2, we need the first row of the matrix W and the first column of W~! to define
an expression for the quadrature rule (3.1) that does not require explicit knowledge of the nodes and weights. It follows
from (3.9) that the first row of W is of the form

[1,...,1,0,...,0,1,0,...,0];

the ones are in the positions where there is no derivative. To determine the first column of W1, we define the matrix
V, whose rows are viT, i=1,2,...,m+r +s, are defined as follows:

v = wkp(xk) k=1,2,...,m,

(u+1— k)x
Vmik = Zu’w P o) (*0.1) k=1,2,...,r,

st u+1—k)
(u+17k)(xo 2)

Viirik = Zu' 7‘ k=1,2,...,s.
st (u+1—=k)!
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Denote the ith row of W by aiT = [a1, ..., Gmyr4sl, and the jth column of V by b; = [by, ..., bmyrislT. We will show that
alTbj = gm,r,s(pi—1pj71)~
Note that, in view of (3.2),
b 1 i=j
Gm,rs(Dic1Pj—1) = / Pi—1(X)pj—1(X)dA(x) = { 0 i #j’
a , )
fori+j—2<2m+r+s— 1. We have

=pi—1(%), bx = wipj—1(x), k=1,2,...,m,

Um+k = ! p(k11(01)7 k=1,2,...,r,
(k i

+1—k)
pj-1 (%0,1)
bk = E ulw (Ol)m, k=1,2,...,r,

u=k—

1
Amyrik = (k ! P5k11( 02), k=1,2,...,5,

—k)
p_] 1 (XO 2)
E uyw(oz) R k:],z,...,s.
m+r+k u=k—1 +1- k)

After some computations similar to those at the end of Section 2, we obtain

m+r+s m r—1
> aby = Z wilpi-1p- 1)) + Y wi (pioapy1)(x0.1)
k=1 =0

+ th pi 1Pi- 1) (%0.2) = Gmris(Pj—1Pi-1)-
=0

It follows similarly as in Section 2 that

(0.1

T
Wle, = [w1, Wo, ey Wiy Wy e, (M — l)!w(o‘n wl®? (s — 1)!w£(}12)]

Wy
We finally obtain the desired representation of the quadrature rule,

€ fUniris)er = W (AW les = G r (). (3.10)

Similarly as at the end of Section 2, we conclude that the generalized Gauss-Lobatto rule G, - of can be evaluated by using
either (3.1) or (3.10). Which one of these expressions is most convenient to use depends on the integrand.

4. Computed examples

In this section, we present three examples to illustrate the performance of the generalized Gauss-Radau and gen-
eralized Gauss-Lobatto quadrature rules. The examples show pairs of a Gauss rule and a generalized Gauss-Radau or
generalized Gauss-Lobatto rule to provide upper and lower error bounds for the expression (1.1) in situations when pairs
of Gauss rules and standard Gauss-Radau or standard Gauss-Lobatto rules do not. All computations were carried out
using MATLAB R2017b on a 64-bit MacBook Pro personal computer with about 15 significant decimal digits.

Example 4.1. This example continues the discussion of Example 1.1. Thus, we would like to determine an approximation
of the functional (1.2) with the matrix A defined as in Example 1.1. The vector v has normally distributed entries with
zero mean and is normalized to be of unit norm. The exact value is F(A) ~ 0.1183.

We first consider the approximation of (1.2) by pairs of a Gauss rule and a standard or generalized Gauss-Radau rule
with a fixed node X = Auin, and by pairs of a Gauss rule and standard or generalized Gauss-Lobatto rule with fixed
nodes Xo.1 = Amin and Xp2 = Amg. Let Gy 1f and Gi, 1,1f denote (standard) Gauss-Radau and Gauss-Lobatto quadrature
rules, respectively. We observe that the derivatives f?™7) and f(®m+7+5) of the integrand (1.3) change sign on the interval
[Amin> Amax] when m = 2k and r = s = 1. This implies that pairs of the Gauss rule G,,f and the standard Gauss-Radau rule
Gm.1f, or pairs of the Gauss rule G,f and the standard Gauss-Lobatto rule G, 1 1f, are not guaranteed to bracket the value
F(A). Indeed, for m = 2 we have F(A) — Gp.1if = —2.991- 107> and F(A) — Gm.1.1f = —1.021-107C, Table 4.1 shows that
F(A) — Gnf also is negative. Thus, the value F(A) is not bracketed by Gp, 1f and Gp.1.1f. We conclude that the technique
described in [6,7] for bounding F(A) based on evaluating pairs of Gauss and (standard) Gauss-Radau or Gauss-Lobatto
quadrature rules fails to yield upper and lower bounds for the expression (1.2). These quadrature rules therefore are not
useful for assessing the errors in Gpm 1f or Gm 1.1f.

10
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Table 4.1
Example 4.1: Errors for computed approximations of F(A) := v’ exp(f%)sin(%)v,
A a symmetric Toeplitz matrix, r =4 in Gp,, and r =s =2 in Gmrs.

Errors m=2 m=4 m==6
F(A) — Gnf —1.900- 1073 2.112- 1077 —1.653-10713
F(A) = Gm..f 3.312-107° —1.143-1071° 2.636- 10716
F(A) — Gm.r.sf 1.050 - 10~ —4.096 - 10~ 5.134-10"16
Table 4.2
Example 4.2: Errors for computed approximations of F(A) =
v exp(A)(cos(A) — sin(A)v, A a symmetric Toeplitz matrix, r = 4 in
Gmr,and r =s=2in Gprs.
Errors m=3 m=>5
F(A) — Gnf 3.862-107° —1.331.1071°
F(A) — Gm.rf —1.735-1078 1.054- 10714
F(A) = Gmr.sf —3.993-107° 466210~

The derivatives f49) in (1.7), when £ is odd, are of negative sign in the interval [Anin, Amax]. This yields errors of negative
sign and therefore the quadrature rule provides an upper bound for Zf. In addition, the derivatives f4©), when ¢ is even,
are of positive sign in the interval [Apmin, Amax]. In this case, we have a positive error and the quadrature rule furnishes a
lower bound for Zf. However, note that the derivatives f*¢+1) and f4¢+2) change sign in the interval [Apin, Amax]. Therefore,
pairs of a Gauss rule and a (standard) Gauss-Radau or Gauss-Lobatto rule are not guaranteed to give upper and lower
error bounds for (1.2).

The above discussion suggests that pairs of suitable Gauss and generalized Gauss-Radau or generalized Gauss-Lobatto
rules may be used to bracket (1.2). Let r = 4 and X9 = Ap;, for the generalized Gauss-Radau rules G, .f, and let r = 2,
S = 2, X0.1 = Amin, and Xo2 = Amqy, for the generalized Gauss-Lobatto rules Gy, , of. Then pairs of Gauss rules and these
generalized Gauss-Radau or generalized Gauss-Lobatto rules bracket (1.2). This is illustrated by Table 4.1.

Example 4.2. We consider the approximation of the functional
F(A) := v exp(A)(cos(A) — sin(A))v, (4.1)

where A = 1(B 4+ 2£1) € R20*20 with B € R?0*2% a symmetric Toeplitz matrix with first row [1, 1/2, ..., 1/200].
The vector v has normally distributed entries with zero mean and is normalized to be of unit norm. The exact value
is F(A) ~ 0.7343. In this example, the extreme eigenvalues of A are Ay;; = 0.28878 and Apq = 1.7141. Consider the
integrand

f(x) := exp(x)(cos(x) — sin(x)).

We compute approximations of (4.1) by pairs of Gauss rules and standard or generalized Gauss-Radau rules with a fixed
node xo = Apyin, and by pairs of Gauss rules and standard or generalized Gauss-Lobatto rules with fixed nodes xg 1 = Amin
and X02 = Amax-

The derivatives f@™*7) and f(2m+7+5) of the integrand change sign on the interval [Amin, Amex] When m = 2k + 1 and
r = s = 1. This indicates that pairs of Gauss rules G,f and standard Gauss-Radau rules Gp 1f, or pairs of Gauss rules
Gmf and standard Gauss-Lobatto rules Gn 1.1f, are not guaranteed to bracket (4.1). For instance, we find for m = 5 that
F(A) — Gm1f = —6.452-10713 and F(A) — Gn.1.1f = —6.246 - 107!, Comparison with results of Tables 4.2 shows that the
pairs of rules {Gnf, Gm.1f} and {Gnf, Gm.1.1f} do not bracket the value (4.1).

Note that the derivatives f4¢*2) are positive in the interval [Amin, Amax] When £ is odd. This shows that the errors
are positive, and then the quadrature rule yields a lower bound for Zf. Moreover, the derivatives f(4/+2) are negative in
the interval [Amin, Amax] When £ is even. Hence, we have negative errors and the quadrature rule yields an upper bound
for Zf. We therefore can determine upper and lower error bounds for (4.1) by suitable pairs of Gauss and generalized
Gauss-Radau or generalized Gauss-Lobatto rules. Let r = 4 and Xp = A, for the generalized Gauss-Radau rules G, ,f,
and let r = 2,5 = 2, X9,1 = Amin, and Xo 2 = Amax for the generalized Gauss-Lobatto rules Gy, ; ¢f . Table 4.2 shows pairs of
Gauss rules and these generalized Gauss—-Radau or generalized Gauss-Lobatto rules to bracket (4.1).

Example 4.3. We would like to compute an approximation of the functional

F(A) =T exp(—?) cos(g)v, (4.2)

where A € R?114%2114 j5 the symmetric adjacency matrix for the Yeast network; see [21,22]. This matrix is available at [23].
We let the vector v have normally distributed entries with zero mean and to be of unit norm. The extreme eigenvalues

11
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Table 4.3
Example 4.3: Errors for computed approximations of F(A) := v’ exp(%")cos(é)v, A
a symmetric adjacency matrix for the Yeast network, r =4 in G, ;,and r =s =2

in Om,r.s-

Errors m=2 m=4 m=26

F(A) — Gnf —1.600- 103 2.555-1077 —1.083-107"
F(A) — Gm..f 2.621-107° —7.180-1071° 6.106- 101
F(A) = Gmn,rsf 2.310- 107 —4.266- 107" 2.220-10716

of A are Ayin = —7.5159 and Mgy = 7.5412. Introduce the integrand

Fx) = exp(—;) cos(;). (43)

We consider the approximation of (4.2) by pairs of Gauss rules and standard or generalized Gauss-Radau rules with a
fixed node xg = Amin, and by pairs of Gauss rules and standard or generalized Gauss-Lobatto rules with fixed nodes
X0.1 = Amin and Xg2 = Amax. We observe that the derivatives f2m+7) and f(2™+7+) of the integrand (4.3) change sign on
the interval [Amin, Amax] When m = 2k and r = s = 1. Therefore, pairs of Gauss rules G,,f and standard Gauss-Radau rules
Gm,1f, or pairs of Gauss rules Gn,f and standard Gauss-Lobatto rules G, 1 1f, are not guaranteed to bracket the value (4.2).
For instance, we obtain for m = 4 that F(A) — Gm.1f = 2.672 - 1078 and F(A) — Gm1.1f = 1.499 - 10~%. Comparison with
results of Table 4.3 shows that the pairs of rules {Gnf, G 1f} and {Gnf, Gm.1,1f} do not bracket (4.2).

However, note that the derivatives f*)(x) are of a negative sign in the interval [Amin, Amex] When £ is odd, and of a
positive sign when ¢ is even. This observation allows us to compute upper and lower error bounds for (4.2) by suitable
pairs of Gauss and generalized Gauss-Radau or generalized Gauss-Lobatto rules. Let r = 4 and X = Amj; for the
generalized Gauss-Radau rules G, .f, and let r = 2, s = 2, X1 = Amin, and Xo2 = Amgx for the generalized Gauss-
Lobatto rules G, sf. Table 4.3 and shows that pairs of Gauss rules and these generalized Gauss-Radau or generalized
Gauss-Lobatto rules bracket (4.2).

5. Conclusion

Golub and Meurant [6,7] described a technique for computing upper and lower error bounds for a Stieltjes integral
by evaluating pairs of Gauss, and suitable Gauss-Radau or Gauss-Lobatto quadrature rules. However, this technique is
not guaranteed to furnish upper and lower error bounds when certain derivatives of the integrand f change sign on
the convex hull of spectrum of A. This paper extends the technique by Golub and Meurant by using pairs of Gauss, and
suitable generalized Gauss-Radau or generalized Gauss-Lobatto rules, to determine upper and lower error bounds for
Stieltjes integrals with an integrand f, some of whose derivatives change sign on the convex hull of the support of
the measure. New methods for evaluating generalized Gauss-Radau and Gauss-Lobatto rules are described. Computed
examples illustrate the benefit of using these quadrature rules.
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