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Abstract

Cold-air drainage and pooling can have wide-ranging impacts, including affecting ecosystem processes and agricultural crops,
and contributing to decreased air quality associated with temperature inversions. Future climate changes may alter both the
frequency and intensity of cold-air drainage. This study estimates the response of nocturnal cold-air drainage to warming
resulting from anthropogenic greenhouse gases, specifically CO,, considering radiative and thermodynamic effects but not
changes in background air flow (dynamic effects). A simple index is proposed to represent the propensity for clear-sky noctur-
nal cold-air drainage as a function of air temperature and humidity near dusk. Decreases in this index with increasing atmos-
pheric emissivity due to increasing anthropogenic greenhouse gase concentrations imply a weakening of cold-air drainage.
The magnitude of the decrease in the index is positively related to the initial background temperature and humidity: Warm
regions are more sensitive than cold regions, and humid regions are more sensitive than dry regions, implying that warm and/
or humid regions are more at risk of decreases in cold-air drainage. Under atmospheric CO, concentrations consistent with
Representative Concentration Pathway (RCP) 8.5, the magnitude of decrease in the index indicates that nocturnal cold-air
drainage intensity may decline by at least 10% by 2100 CE (compared to 1979-1990) with larger decreases in warm and
humid regimes. The index should be tested with intentionally designed field or lab experiments, and the relative effects on
cold-air drainage of changes in radiative, sensible, and latent heat fluxes, and atmospheric circulation, should be compared.

1 Introduction initiates cooling of near-surface air on a sloping surface.

If this cooling air consequently achieves a density greater

Cold-air drainage down hillslopes and the resulting cold-air
pooling in valleys and depressions are common meteorologi-
cal phenomena (Whiteman et al. 2004; Vitasse et al. 2017,
Jemmett-Smith et al. 2018; Mir6 et al. 2018; Kelsey et al.
2019; Joly and Richard 2019). Cold-air drainage develops
when a net positive upward radiative flux at the surface
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than that of the air farther from the surface but at similar
altitude, the near-surface air will move downslope. Warmer
air replaces the displaced air, subsequently cools, and itself
drains. The draining air may continue downslope until it
reaches a surface barrier or constriction, it may accumu-
late above previously drained air, forming a cold-air pool
(Marvin 1914; Burns and Chemel 2014) or the drainage may
be interrupted by local dynamical processes related to the
draining flow itself (e.g., Jemmett-Smith et al. 2019). Cold-
air drainage and pooling is driven by many factors, includ-
ing local radiative, sensible and latent heat fluxes, surface
roughness, canopy cover, and synoptic-scale atmospheric
circulation that drives local winds, vapor transport, cloud
cover, and precipitation (e.g., Pepin et al. 2011). Clear skies
and the absence of solar radiation can result in the radiative
conditions necessary to produce cold-air drainage, while
other favorable meteorological factors include light winds
and a stable atmosphere (Barr and Orgill 1989; Daly et al.
2010; Jemmett-Smith et al. 2018).
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Cold-air drainage and pooling affects carbon fluxes
(Pypker et al. 2007; Novick et al. 2016), snow and ice melt
(Whiteman et al. 2001), and habitat for flora and fauna
(Dobrowski 2011; Lenoir et al. 2017). Persistent cold-air
pools (e.g., lasting at least one diurnal cycle) can lead to
poor air quality and to hazards associated with fog and freez-
ing rain (e.g., see review in Reeves and Stensrud 2009).
Despite the importance of cold-air drainage to biological and
physical processes, little has been published on how climate
change might affect cold-air drainage. Daly et al. (2010) con-
sidered how climate warming together with an increase in
the synoptic-scale atmospheric conditions positively asso-
ciated with cold-air drainage could affect spatial patterns
of temperature distribution across a small mountain basin.
However, Daly et al. (2010) did not address whether warm-
ing driven by anthropogenic greenhouse gases (AGHGs)
would actually increase, or decrease, such synoptic-scale
atmospheric conditions. Ji et al. (2019) found a strength-
ening of simulated near-surface inversions over southeast
Australia under projected global warming, but did not isolate
the role that changes in cold-air drainage had on inversions.
Much uncertainty remains in how factors that influence
cold-air drainage, particularly synoptic-scale atmospheric
dynamics, will respond to AGHGs at a given location (Col-
lins et al. 2013).

To our knowledge, no studies have examined how
AGHGs might directly affect the frequency or magnitude
of cold-air drainage. To assess the potential sensitivity of
cold-air drainage to changing AGHG concentrations, we
develop an index of cold-air drainage propensity and apply
the index to estimate possible responses of cold-air drain-
age to AGHG changes under various conditions of moisture
and temperature. Our theoretical analysis considers only the
direct radiative effects on cold-air drainage from AGHG-
driven background warming.

2 Methods

2.1 Deriving a simple radiation-based index
for cold-air drainage propensity

We consider only clear-sky conditions because clear skies
strongly promote the development of nocturnal cold-air
drainage (Barr and Orgill 1989) and this assumption simpli-
fies the radiative balance. Under clear skies, the long-wave
downwelling radiative flux R, ,, (W m~2) at the surface is
often approximated by

R, = eoT} (1)

where € is effective atmospheric emissivity (e.g., Brutsaert
1975), T, is the air temperature measured near the ground
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surface (though not immediately above it, a distinction
whose importance will be made clearer in Sect. 2.2), and o is
the Stefan-Boltzmann constant (5.6703E-8 W m~2 K™*). The
long-wave upwelling radiative flux R; ;; (W m~2) can be sim-
ilarly calculated from the surface emissivity €,,,, (Wilber
et al. 1999) and surface temperature 7, by

Ry = €uyoTy,, 2

At local dusk, defined as time =0, or the moment when
the short-wave downwelling (and upwelling) radiative flux
at the surface becomes negligible, there is normally an
imbalance between the downwelling long-wave and the
upwelling long-wave radiative fluxes at the surface, such
that R; ;> R, .

We suggest that an index of the potential, or propensity,
for cold-air drainage to develop at night can be derived
from the difference between the air temperature at dusk
(T;) and what T, would need to be to instantaneously
achieve long-wave balance: R; ;=R . The hypothetical
surface temperature required to instantaneously achieve
radiative equilibrium, which we call the instantaneous

equilibrium surface temperature at t=0, T,/ .. is solved
for by equating Eq. (1) and (2) and substituting 7., for
Tsurf
1/4
€
Tsurf,eq = < ) Ts,O (3)
emrf

Clearly, the surface temperature will not reach
Ty,,1eq under realistic transient nighttime conditions
because R;, will change through time and R;; will
respond to changes in sensible, latent, and ground heat
fluxes as they adjust to achieve radiative balance.

Despite the preceding caveat, T,,.., <<T;, implies
high potential for the surface to cool to a temperature
lower than the air temperature above it and therefore high
potential for a thin layer of air to form immediately above
the surface that is colder than the background air. Using,
therefore, the difference T}, - T,,,,, as a measure of the
potential for cold-air drainage to develop, we propose the
following dimensionless simple radiation-based index for

cold-air drainage propensity, y.

Yy = [(TS,O - Tsurf,eq)/Ts,O] 2 (4’)

A high value of y implies a potential for the surface,
and therefore the air immediately above it, to cool rapidly.
Motivation for the exponent 1/2 is given in Sect. 2.2.

The index y can also be expressed in terms of potential
temperature 6, which is advantageous because potential
temperature provides a more direct measure of the verti-
cal stability of air at the ground surface with respect to air
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at temperature 7, by bringing 7| ; to the surface pressure
Py, adiabatically. Replacing temperature with potential
temperature in Eq. (4) yields

1/2
Yy = [(95,0 - Tmrf,eq)/es’o] (5)
where
0,0 = Too(Paupo/ o)/ ©)

where R, is the gas constant for dry air (287.053 J kg™ K™,
¢, 1s the specific heat of dry air (1000 J kg~ K7'), and P
is the pressure level (hPa) at 7| . Note that because T,/ .,
is not an air temperature, it does not make strict sense to
express it with an equivalent potential temperature (see
Online Resource Appendix S1).

Clearly, the index y is essentially a function of effective
atmospheric emissivity if it is expressed in terms of the ratio
of the effective atmospheric emissivity to the surface emis-
sivity, which is shown by substituting Eq. (3) into Eq. (4)
to yield

1/2

v = 1= (c/ewy) "] ™

Using potential temperature in place of temperature in
Egs. (3) and (4), the index can be expressed as follows:

c 1/2
Y= [1 - (e/esurf)l/4 (Ps,O/Psurf,O>Rd/ p] (8)

In practice, using potential temperature matters more
when P, or P, are markedly different. For this study,
we assume a thin draining air layer such that Eqgs. (4) and (5)
or Egs. (7) and (8) would give similar results.

2.2 Cold-air drainage propensity index
and downslope flow velocity

Here, we provide the motivation for the functional form of
y given by Eqgs. (4) and (5). Assume a thin layer of air with
thickness & directly above a surface with a slope angle a.
Furthermore, assume that the potential temperature out-
side the layer is 8, (i.e., the background temperature) and
the potential temperature within the layer is ,. The ratio
(6, —6,)/6, is a measure of the buoyant force that drives
air to move downslope at velocity u (Mahrt 1982). Mahrt
(1982) showed how a downslope flow velocity under ideal-
ized equilibrium conditions (i) can be estimated using

* u _ l(eu_ol)]l/z

u' = =
[hgsinoz/(CD+k)]1/2 o

®

a

where g is the acceleration due to gravity, Cj, is the drag
coefficient, k is a mixing or entrainment coefficient, and u"

is the downslope velocity expressed in dimensionless form.
Although not explicitly shown, both C}, and k are themselves
functions of #, while the thickness of the layer £ may be
affected by the atmospheric stability. The development of the
drainage layer may also affect the background flow and thus
the vertical mixing, which can serve to weaken or disrupt
the flow (e.g., Jemmett-Smith et al. 2019). However, for sim-
plicity, we assume that the rate of change d [h / (C p+ k)] /du
is much smaller than d[(6, — 6,)/6,]| /du and thus treat A/
(Cp+k) as a constant. Clearly, Eq. (9) represents an ideal-
ized hillslope, whereas the development of cold-air drainage
will be different for different terrain, such as shallow basins
(e.g., Gustavsson et al. 1998) and deep valleys (e.g., Arduini
etal. 2016, 2017). Local details (e.g., land cover) will influ-
ence the manner and extent to which a change in radiative
cooling alone determines a change in the maximum flow
strength (Burns and Chemel 2014).

Based on Eq. (9), we assume that 1" is positively related
to our index . That is, when y is larger, the asymptotically
maximum downslope velocity achievable during the night
is also likely to be larger. More specifically, we assume that
relative changes in " with increasing background air tem-
perature are approximately equal to the relative changes in
y with increasing background air temperature:

1 oy 1 ou
; Wa() e 0_49[, (10)

We emphasize that we do not claim that (6 g — Ty,r.,)/ 050
from Eq. (5) can substitute for (8, — 6,)/6, in Eq. (9) to pre-
dict u”. First, (050 = Tyt e4)/ 050 does not express an existing
relative temperature difference, but a hypothetical difference
that would exist if the surface equilibrated instantaneously
to a given temperature T, (with corresponding potential
temperature 0, ). Instead, (6, — T,,,r..,)/ 0, can be viewed
as a potential (what we call propensity to not confuse it with
the “potential” in potential temperature) for cold-air drainage
to occur due to long-wave cooling.

Second, 6, in Eq. (9) is the air temperature in the drain-
ing layer, whereas T, ,, is a hypothetical temperature of
the surface. Although the surface temperature will influence
the air temperature through the exchange of mass (mois-
ture) and energy (e.g., Sun et al. 2005), they need not be
identical. Under clear skies, the surface is typically warmer
than the air temperature 1 to 3 m above it during the day
and cooler at night, with a transition from warmer to colder
occurring shortly before sunset (Jin et al. 1997; Edwards
et al. 2011; Good 2016). Because the surface typically cools
faster than the air above it during the evening, our index
of a hypothetical buoyant force, (6, = Tyyroq)/0s0- Will
underestimate the buoyant force when the surface is colder
than the adjacent air, so a more precise expression would be

[95,0 —( Toirfeq t+ A)] /0,0, where A is the difference between
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Ty,t.0q and the associated potential temperature of the air Equation (12) underestimates effective emissivity at low

immediately above it. The effect of A will be negligible if
(95’0 =T ) > A, or if the following condition holds true:

surf,eq

T.o—A\*
€ <<< 0 ) (11)
esurf Ts,O

(see Online Resource Appendix S1 for the derivation of
Eq. (11)). For a typical condition near dusk where A =2 K
(e.g., Good 2016) and T ;= 298 K, ¢/¢,,,s < 0.973, show-
ing how the index becomes less valid as e approaches €.
Consequently, our propensity index will approach zero less
quickly as e increases than if we had included the effect of A.

2.3 Sensitivity of the cold-air drainage propensity
index to AGHG-driven warming

When considering the effect of anthropogenic AGHG-driven
warming on the cold-air drainage propensity index, it is clear
from Eq. (7) that the primary term of interest here is the
effective atmospheric emissivity. We assume surface emis-
sivity does not change, although it can vary with changes
in land use, land cover, and snow cover. We can estimate
effective atmospheric emissivity from Brutsaert (1975) who
derived a commonly used formula for clear-sky R, , based
on simplifying assumptions for the vertical profiles of tem-
perature and water vapor (Online Resource Appendix S2):

R m
—ri =€ =Ae/T) (12)

N

where € is the “Brutsaert emissivity”, e, is the ground-level
vapor pressure, m is an empirically derived constant, and
the parameter 4 is a function of both T and the change in air
temperature 7 with height z, or lapse rate I' =-d7/dz (Online
Resource Appendix S3). Brutsaert (1975) assumed m=1/7
and held A constant based on its relatively low sensitivity to
changes in 7, and I'. Although many formulas exist for esti-
mating clear-sky R, p, (see reviews in Prata 1996; Flerchinger
et al. 2009; Guo et al. 2019), Eq. (12) is convenient because
it provides an analytical expression for emissivity as a func-
tion of three local factors that are predicted to change with
increasing AGHG concentrations: T, e,, and I" (e.g., Ram-
anathan et al. 1979). Equation (12) is also well tested and
has been found to perform as well as, if not better than, other
formulas in a variety of tropical (e.g., Culf and Gash 1993;
Duarte et al. 2006), temperate (e.g., Flerchinger et al. 2009),
and Arctic (e.g., Sedlar and Hock 2009) settings. However,
we acknowledge that the universality of the functional form
of Eq. (12), and that of all common formulas using surface
meteorological conditions, is questionable (Abramowitz
et al. 2012).
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vapor pressure because ez goes to zero as e, goes to zero,
yet in reality the atmosphere’s effective emissivity would
remain > 0 due to the presence of other emitting gases
(Konzelmann et al. 1994; Prata 1996). We therefore limit e,
to a lower “background” emissivity value €,. Considering
CO, only, €, has a calculated range of 0.176-0.185 at mean
sea level (m.s.1.) at 300 ppm CO, (Prata 1996). Observation-
based published values of ¢, considering all atmospheric
gases range from 0.20-0.23 (e.g., Diirr and Philipona 2004);
we assume €= 0.2 at m.s.1.

Although Eq. (12) can be used to estimate the effect on
local R, , due to local temperature and humidity changes
arising from increasing AGHG concentrations, it cannot be
used as is to estimate the direct radiative effect of additional
AGHGs on R, because the Brutsaert emissivity does not
explicitly include a term for greenhouse gases. Moreover,
although the formula for €; was derived from physical prin-
ciples, it includes empirically derived parameters derived
from a function fitted to measurements of clear-sky emis-
sivity versus measurements of water vapor path length
(Prata 1996). These measurements were taken prior to the
publication of Brutsaert (1975), when the concentrations
of other important long-wave emitting gases in the atmos-
phere, namely CO,, were roughly at mid-twentieth century
levels. The concentrations of these other gases would also
have influenced the measured clear-sky emissivity of the
atmosphere at a particular water vapor path length. Brut-
saert’s emissivity formula, therefore, should be most valid
at greenhouse gas concentrations near those at the time the
measurements upon which the formula is based were taken.

We therefore add a quantity, Ae, g, to Brutsaert’s emis-
sivity that is the direct contribution of additional atmos-
pheric AGHGs beyond what is taken into account by €z in
Eq. (12):

Rip = (€5 + Aeygyg)oT: (13)

N
Here, we consider only the contribution of atmospheric
CO, concentrations to Ae,sy, knowing that other green-
house gases (e.g., CH,, N,O, O;), are expected to make
a lesser, but still important, combined contribution (e.g.,
Meinshausen et al. 2011). The contribution of CO, to emis-
sivity can be expressed as the effective emissivity of CO,
(€cpn) 1n a dry atmosphere plus an H,0-CO, overlap cor-
rection (e, ) that considers the overlapping of H,O and CO,
spectral absorption bands (Staley and Jurica 1972). The
direct contribution to effective emissivity from rising CO,
concentrations after some reference time is given by

A€agrg = €con + €or = (€conref T+ €0Lref) (14)
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where the effective CO, emissivity at the reference CO, con-
centration is €c¢; s and the H,0-CO, overlap correction at
the reference CO, concentration is €py, -

We assume the reference effective emissivity of CO,
(€con,ef) to be 0.19 at a reference CO, concentration of
329 ppm (i.e., a mass mixing ratio of 5E-4 g g~!) and m.s..
(~ 1000 hPa) based on Staley and Jurica (1972). This atmos-
pheric CO, concentration was reached circa 1973 CE, con-
veniently close to the Brutsaert (1975) era. By 2100 CE, the
CO, concentration is projected to be 920 ppm under Repre-
sentative Concentration Pathway (RCP) 8.5; this concentration
would be reached by high rates of fossil fuel emissions com-
pared to other published scenarios (Meinshausen et al. 2011).
At 920 ppm, €, = 0.213 (Staley and Jurica 1970; Online
Resource Appendix S4).

The H,0-CO, overlap correction as a function of tempera-
ture and both CO, and H,O optical depths is available from
tables in Staley and Jurica (1970). For our purposes, calculat-
ing the H,0-CO, overlap correction as a function of e, and
T, instead of H,O optical depth is more convenient, although
this requires assumptions about the vertical temperature and
humidity profiles in the troposphere. We assume the same
temperature and humidity profile as Brutsaert (1975) when
calculating a vertically integrated H,O optical depth, which we
use to estimate €,,; (Online Resource Appendix S5).

Finally, we can substitute €5 + A€,y for € in Egs. (7) and
(8) to get both forms of the cold-air drainage propensity index
accounting for the change in AGHG concentrations:

12
w=|1- ep+ Aeyong \
Eur

and

(15a)

2.4 Site-specific applications of the cold-air
drainage propensity index

To investigate how this sensitivity of the cold-air drainage
propensity index varies geographically, we consider typical
cold-air drainage conditions at three sites with contrasting
climates (Table 1): (1) H.J. Andrews Experimental Forest
(Cascade Range, Oregon, USA), where nocturnal cold-air
drainage and subsequent cold-air pooling is most common
in late summer and early fall (Daly et al. 2007; Rupp et al.
2020); (2) Kevo Subarctic Research Station located above
the Arctic Circle in Finnish Lapland, where nocturnal cold-
air drainage frequently commences during late afternoon in
the spring and fall (Pike et al. 2013; Pike 2013); and (3) the
FLONA Tapaj6s study area in Brazilian eastern Amazonia
(da Rocha et al. 2004), where Goulden et al. (2006) observed
evidence of cold-air drainage on clear nights. The effective
emissivity is adjusted for the elevation at each site (Table 1;
Online Resource Appendix S6).

To estimate the AGHG-driven warming effect on y we
apply Eqgs. (15a) and (15b) for a reference state (Aeygyg
=0; T, o=T,; I'=I',,p) and a future state (Ae,gy; > 0;
T, o=T,+AT; I'=I',,+Al’) where the reference tempera-
ture 7, reference lapse rate I',,, temperature change AT,
and lapse rate change AI” vary by location (Table 1). The
RCPS8.5 scenario produces about a 6 K increase in mean
August temperature over the northwest USA by 2100 CE
compared to the 1979-1990 CE mean (Rupp et al. 2017a),
averaged over simulations from the ensemble of global cli-
mate models in the Coupled Model Intercomparison Project
phase 5 (CMIPS). Because projected temperature changes
vary globally and seasonally, we scaled temperature changes
at the Finland and Amazonia sites relative to the Oregon site
(6 K increase) based on differences in the ensemble-mean
CMIP5 projections (Alder et al. 2013), rounded to the near-
est 0.5 K. For Finland, we used October values to avoid the
larger potential impacts of snow loss on cold-air drainage
in March and for eastern Amazonia we used August values
(peak dry season), resulting in 5.5 and 5.0 K projected tem-
perature increases for the two sites, respectively.

Table 1 Study site elevation, time of year, reference relative humidity (RH) range and reference air temperature (7, ) at dusk, projected RCP8.5
temperature change (A7), reference lapse rate (I',,p), and projected lapse rate change (AI)

Location Elevation (m) Month RH (%) T, (°C) AT (°C) r,,(Ckm™)*  Ar'(°Ckm™)
Amazonia® 200 August 70-90 25 5.0 6.5 -0.5
Finland® 200 October 70-90 -5 5.5 6.0 -0.1
Oregon® 600 August 50-70 20 6.0 6.5 0.1

“FLONA Tapajés study area in Brazilian eastern Amazonia (da Rocha et al. 2004; Goulden et al. 2006)

YKevo Subarctic Research Station, Finland (Pike et al. 2013; Pike 2013)

°H.J. Andrews Experimental Forest, Oregon, United States (Daly et al. 2007; Rupp et al. 2020)

dSee Online Resource Appendix S8
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Tropospheric lapse rates are projected to change
with anthropogenic warming, with declines over the
tropics, increases over the Arctic, and relatively lit-
tle change over the mid-latitudes (Ramanathan 1977;
Collins et al. 2013), though with seasonal variability
(e.g., Rupp et al. 2017b). For the Amazonia site, we
assume a decrease in I' of 0.5 K km™! by 2100 CE
(Fig. 12.12 in Collins et al. 2013). For the Oregon and
Finland sites, we assume I" increases and decreases,
respectively, on the order of 0.1 K km™' (Collins et al.
2013; Rupp et al. 2017b).

We assume that relative humidity (RH) remains
unchanged, as only minor changes are projected (Held
and Soden 2006; Seager et al. 2010; Pierce et al. 2013).
For example, over western Oregon and by the end of the
twenty-first century under RCP8.5, global climate models
project decreases in RH of only a few percentage points
(Pierce et al. 2013). However, we discuss the implications
of minor changes in RH in Sect. 3.

3 Results and discussion

3.1 Sensitivity of  to changes in temperature
and vapor pressure only

First, we examine the sensitivity of y to changes in tem-
perature and vapor pressure in the absence of changing
CO, concentrations to separate the direct effect of CO, on
emissivity from the effect of increasing specific humid-
ity with increasing temperature under constant RH (i.e.,
the Clausius—Clapeyron equation). For now, we assume
F,ef: 6.5 K km™! as did Brutsaert (1975). We find a con-
veniently near-linear relationship between the difference
0,0 = Turfeq» Which we refer to as the equilibrium tem-
perature deficit, and the background air temperature 6,
when RH is held constant (Online Resource Fig. S3):

05,0 - Tsurf,eq ~ Cles,O + ¢ (16)

where ¢, and ¢ are the linear equation coefficients. Substi-
tuting Eq. (16) into Eq. (5) yields

1/2

w R (co/0,0+c)) (17)

for ¢y /0, > —c;. The derivative of y with respect to 6, ( is

dy o

~

b 2930 (00/0&0 +c ) 1/2

(18)

Thus, the relative sensitivity of y to a small change in
0, can, after rearrangement of terms, be approximated by
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_LAay 1
w A0, 2(9570_093,()) (19)

where a=-c,/c, and for 0, ; > aeio. Because a is positive,
the term in parentheses in the right-hand side of Eq. (19)
goes to zero as ¢ goes to 1/a (e.g., 1/a=321 K or 48 °C
at RH="70%); therefore, it is immediately evident that the
relative sensitivity of the index increases with increasing
reference air temperature.

The relative decrease in the index -Ay/y for a 1 K
increase in 6, is small (<2%) at lower reference air tem-
peratures (below ~10 °C) and at any RH (Fig. 1). This
result implies that in colder regimes with their lower vapor
pressure, cold-air drainage is not very sensitive to warm-
ing. At higher temperature and high RH, however, y rap-
idly becomes sensitive to warming to a point where -Ay/y
exceeds 10% for even a 1 K temperature increase. Relative
decreases in y per K for each site are highlighted in Fig. 1
based on the reference RH and temperature at dusk given in
Table 1. To place the three sites on the same figure, we used

-100(Ay/y) per K (% K™)

0.5 A———————————————————————
-10 0 10 20 30

Temperature outside of gravity flow layer (°C)

Fig.1 Relative decrease (%) in the propensity of cold-air drain-
age index (y) per 1 K increase in the air temperature outside of the
drainage layer as a function of the reference air temperature (°C) out-
side of the drainage layer using the simplified approximate solution
(Eq. (19); solid black lines) and full derivation (dashed gray lines; see
Online Resources Appendices S1 — S5). CO, concentrations are con-
stant. Solid and dashed lines show contours of constant RH ranging
from 10 to 100% in 10% increments, increasing upward in the panel.
Approximate representative meteorological conditions for August at
the Amazonia (A) and Oregon (O) sites and October at the Finland
(F) site are shown by the shaded polygons. To be able to compare all
sites on the same graph, elevation and I',, for all sites were assumed
to be the same as the Oregon site (Table 1)
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Fig.2 Relative decrease (%) in the propensity of cold-air drainage »

index (y) by 2100 CE (RCPS8.5) as a function of the reference air tem-
perature (circa 1970s CE) outside of the drainage layer for the a Fin-
land, b Oregon, and ¢ Amazonia sites. A 280% increase in CO, con-
centration (920 ppm) above the circa 1970s CE reference (329 ppm)
is assumed, along with local temperature and lapse rate changes given
in Table 1. Solid lines include the direct emissivity effect of increased
atmospheric CO,. Gray-dashed lines exclude the direct effect of
increased atmospheric CO, on emissivity. Both solid and dashed lines
show contours of constant RH ranging from 10 to 100% in 10% incre-
ments, increasing upward in the panel. Approximate representative
meteorological conditions for each site (see Table 1) are shown by the
shaded polygons; darker/lighter polygons include/exclude the direct
effect of increased atmospheric CO, on emissivity

I, and the elevation (which influences y by affecting the
amount of atmosphere above the surface) of the Oregon site
for all sites (Table 1) as the effect of these two factors will
be small relative to the effect of site differences in reference
temperature and RH. The index decreases by 3.2-4.4% K™
for the Amazonia site, 1.9-2.5% K~! for the Oregon site, and
1.3-1.4% K~! for the Finland site, at constant RH.

3.2 Sensitivity of  to changes in AGHG

Under the AGHG-driven warming scenario (6 K increase
with a 280% increase in CO, concentration by 2100 CE), the
index decreases by at least 10% except for conditions that
are both cold (<0 °C) and very dry (<~ 10% RH) (Fig. 2).
At the Oregon site, y decreases by 19%, 20%, and 23% for
RH =50, 60, and 70%, respectively. As stated previously,
decreases in RH of a few percentage points are projected for
western Oregon and by the end of the twenty-first century
under RCP8.5. Such a decrease in RH would marginally
reduce the decrease in .

To demonstrate the effect of Ae,qy; alone, the y
decreases for the Oregon site described above (i.e., 19%,
20%, and 23% for RH=50, 60, and 70%) can be compared
to decreases in y that assume the same temperature increase
and associated water vapor increase but set Ae,gus= 0:
12%, 13%, and 15%, respectively (Fig. 2b, dotted lines).
The differences between these values with and without
including Ae, gy (€.g., 23% vs. 15% at RH="70%) reveal
that the increase in the CO, emissivity, while smaller than
the increase in the water vapor emissivity, is an important
contributor to the total change in atmospheric emissivity.

To isolate the effect of the change in lapse rate from the
change in temperature, we also calculated the change in y
with AI'=0. At the Oregon site in August, the assumed
increase in lapse rate would reduce the effective atmospheric
emissivity and consequently reduce the decrease in y. How-
ever, the decrease in y is reduced by only a tiny fraction
(<0.002) with the change in I imposed.

As expected given the results in Sect. 3.1 and Fig. 1, the
Finland site has the smallest decreases in y, approximately
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Fig.3 Relative decrease (%) in the propensity of cold-air drainage » a)

index (y) by 2100 CE (RCP8.5) as a function of the reference lapse 100 -

r.ate I' s for the a Finland, b Oregon, ‘and ¢ Amazonia sites.. Solid 80 _ leand [
lines are contours of constant RH ranging from 10 to 100% in 10% ] |
increments, in?reasing upward in the.panel. The Ashaded area shows 60 4 |
the representative RH range for each site. The vertical gray line marks

the value of I, used for Fig. 2. See Table 1 for reference conditions

and projected changes in conditions assumed at each site 40 - |
13 to 14% at RH ranging from 70 to 90%. The projected

decrease in I" adds slightly to the decrease in y, but the frac-

tional contribution of the change in I to the change v is less 20 -
than 0.005. In contrast, decreases in y at the Amazonia site d

are largest: 25%, 30%, and 35% for RH=70, 80, and 90%, lg
respectively. The projected change in " (— 0.5 K km™") also &E
has a small but nonnegligible effect: The fractional contribu- 10 '_\10% i
tion of the change in I" to the change in y ranges from 0.05 8 T r T

to 0.08 for RH ranging from 50 to 70%. ) 30 35 40 45 50 55 6.0 65 7.0

These relative decreases in the propensity index for the 100 o)
Amazonia site appear large, but they could be the result of 80 - regon
decreases in y for values of y that are negligibly small at
the start. For the reference conditions used to represent the
Amazonia site, the average value of yis 0.17. A comparison
with the Finland site where y =~ 0.31 and where cold-air
drainage is frequent suggests the reference values of y for
the Amazonia site, while smaller, are not negligible (Online
Resource Appendix S7; Fig. S4).

A key result is that the sensitivity of the index to AGHG-
driven warming is strongly dependent on the initial (ref-
erence) conditions. These conditions include the vertical
humidity profile which is linked to the vertical temperature
profile defined by I',,; (Online Resource Appendix S2). At 10 1
the cold Finland site, y decreases are not very sensitive to - S—
I,.; (Fig. 3a). With this site’s low temperature.s, vapor pres- c) 30 35 40 45 50 55 60 65 7.0
sures are low regardless of RH and the effective emissivity 100

O
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10%

remains low regardless of T',,, so y stays relatively high. 80 ] Amazonia K
Combined with a relatively low rate of change in vapor 1 100%
pressure with temperature (via the Clausius-Clapeyron rela- 60 B
tionship) at low temperatures, this produces small relative 1 i
changes in . In contrast, the warm Amazonia site is nota- 40 \_
bly sensitive to I, with decreases in y from roughly 30% T
(T,=7 Kkm™) t0>80% (I',,;=4 K km™") for RH=80% ) i
(Fig. 3c). Not surprisingly, the response at the Oregon site :
falls between the Finland and Amazonia sites, with decreases 20 4 -+
in y ranging from about 20 to 40% over the applied range of \\
I,;at RH=60% (Fig. 3b). \:
\
3.3 Study limitations 10 4 10%
This analysis assumes initial conditions (i.e., at dusk prior 30 35 40 45 50 55 60 65 7.0

to the formation of near-surface temperature inversions
resulting from cold-air drainage) of temperature and humid-
ity decreasing with height smoothly, following Brutsaert
(1975). However, actual temperature and humidity profiles at

1ﬂref (K km_1)
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any given time can be quite different from these hypothetical
profiles. For example, lower tropospheric temperature inver-
sions driven by synoptic-scale advection of warmer air over
cooler air produce a stable atmosphere that facilitates local
cold-air drainage (e.g., Reeves and Stensrud 2009; Daly
et al. 2010), but such initial conditions of negative I in the
lower troposphere cannot be explicitly produced under our
assumptions. AGHG warming would still cause a decrease
in y under such alternative initial temperature-humidity
profiles, but the precise magnitude of change in y as a func-
tion of the reference near-surface temperature and relative
humidity would depend on the relationship between these
near-surface variables and the downward long-wave radia-
tive flux that is specific to the temperature-humidity profile.

Many other factors besides changing local long-wave
radiative flux may also affect the response of cold-air drain-
age to global climate change. Changes in atmospheric circu-
lation, and subsequent effects on local atmospheric stability
and mixing and local background winds, might suppress or
promote the development of cold-air drainage and could
have a larger influence than the changes in radiative fluxes
examined in this study. Changes in radiative flux may also
affect local stability in nonlinear ways that challenge our
assumption that the index and downslope flow velocity
respond similarly to changes in background air tempera-
ture (Eq. 10), although linearity may still be a reasonable
approximation when background air temperature changes
are limited to a few degrees C.

Further work is needed to understand how the many mete-
orological factors that drive cold-air drainage may change
under projected future climate changes. Experiments are
needed to field test and refine y, such as using soundings
and measurements of low-level winds over a wide range
of temperatures and humidity, controlled for other envi-
ronmental factors. For example, soundings at dusk could
be compared between days that are similar when scaled by
surface temperature to determine how effectively the index
predicts subsequent cold-air drainage development. Such
tests could take advantage of data from existing field stud-
ies (e.g.. COLPEX, Price et al. 2011; PCAPS, Lareau et al.
2013; MATERHORN, Fernando et al. 2015; SLOPE, Old-
royd et al. 2016), though small sample size and inability to
control for multiple environmental factors will present large
challenges.

4 Conclusions

We present a simple index, y, for the propensity of ide-
alized nocturnal cold-air drainage to occur during calm
and clear-sky conditions. The index is a function of air
temperature and humidity at dusk and atmospheric CO,

concentration. Although here we only present results for
CO,, the index may be applied for other AGHGs. We
relate changes in the index due to changing atmospheric
emissivity to changes in idealized downslope velocity
during nocturnal cold-air drainage. Based on the index,
we hypothesize that cold-air drainage intensity would
decrease in a warming climate, in the absence of changes
to atmospheric circulation affecting background wind flow.
We further hypothesize that warm temperature regimes
(either by geography or season), especially those with
high relative humidity, would experience the largest rela-
tive decreases in cold-air drainage intensity. For example,
warm and humid areas of the Amazon River basin would
be particularly sensitive. In contrast, colder regimes would
experience relatively small declines in cold-air drainage
due to radiative changes alone. Assuming relative changes
in y can be equated to relative changes in cold-air drainage
(an assumption still unverified by observation), projected
decreases in nocturnal cold-air drainage intensity are esti-
mated to exceed 10% under large increases in AGHG con-
centrations (280% increase in CO,) in many settings, with
decreases approaching 100% in warm and humid regimes
as the effective atmospheric emissivity approaches the sur-
face emissivity. These projected changes are based only on
the direct effects of AGHGs on background warming and
local radiative fluxes.
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