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Two-Multicast Channel With Confidential Messages

Hassan ZivariFard

Abstract— Motivated in part by the problem of secure multi-
cast distributed storage, we analyze secrecy rates for a channel in
which two transmitters simultaneously multicast to two receivers
in the presence of an eavesdropper. Achievable rates are calcu-
lated via extensions of a technique due to Chia and El Gamal
and the method of output statistics of random binning. Outer
bounds are derived for both the degraded and non-degraded
versions of the channel, and examples are provided in which
the inner and outer bounds meet. The inner bounds recover
known results for the multiple-access wiretap channel, broadcast
channel with confidential messages, and the compound MAC
channel. An auxiliary result is also produced that derives an
inner bound on the minimal randomness necessary to achieve
secrecy in multiple-access wiretap channels.

Index Terms— Multicasting, compound channel, confidential
messages, randomness constraint, stochastic encoder, wire-tap
channel.

I. INTRODUCTION

E STUDY the multiuser secure multicast problem
W(Fig. 1), more specifically, when two transmitters mul-
ticast messages securely to two receivers in the presence
of an eavesdropper. All senders, receivers, and eavesdropper
are at different terminals. This problem is motivated in part
by secure access of multiple users to data in a distributed
cache [1], [2]. Another application of the considered model
is a common situation in cellular networks, in which a user
is in the coverage range of two different base stations [3],
[4]. This problem is also equivalent to a one-transmitter two-
receiver compound channel with confidential messages with
two different states [5]. It has been known [6] that problems
involving compound channels have an equivalent multicast
representation, in which the channel to each multicast receiver
is equivalent to one of the states of the compound channel.!
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Fig. 1. Two-sender two-receiver channel with an eavesdropper.

This paper takes a two-pronged approach to the analysis
of the network mentioned above, producing a number of new
results and insights. In Section III, we present an analysis
inspired by the work of Chia and El Gamal [10], which uses
Marton coding and indirect decoding (also known as non-
unique decoding) [11] to achieve an improved secrecy rate
for the transmission of one common message to two receivers
that may experience different channel statistics. In extending
the method of Chia and El Gamal to multiple transmitters,
we introduce a two-level Marton-type coding with associated
non-unique decoding.

In Section VI, we employ the method of output statistics of
random binning (OSRB) [12] for analyzing the two-transmitter
two-receiver problem (see also [13] for a related approach).
OSRB analyzes channel coding problems by conversion to a
related source coding problem, where it tests achievability by
probability approximation rather than counting arguments on
typical sets, followed by a reverse conversion to complete the
analysis. OSRB is well suited for secrecy problems because
secrecy is tightly related to probability approximation. OSRB
encoding is purely by random binning and is enabled by
(and named after) the following asymptotic result: apply two
independent random binning schemes on the same set and take
a random sample from the set. The two bin indices correspond-
ing to the random sample are statistically independent as long
as binning rates are sufficiently small [12]-[14]. We extend
the tools and techniques of OSRB to match the requirements
of the two-transmitter multicast problem.

The different parts of this paper complement each other,
producing a more complete picture in the understanding of the
problem of multi-transmitter secure multicast. The extension
of the method of Chia and El Gamal is utilized to highlight
the minimal amount of randomness required to achieve secrecy
rates over the multiple-access wiretap channel, and that therein
channel prefixing can be replaced with superposition, in a
manner reminiscent of Watanabe and Oohama [15] for min-
imizing the randomness resources for secrecy encoding. The
analysis based on OSRB generates the strong secrecy, which
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interestingly has an expression that is a superset of the
achievable region under weak secrecy calculated in the first
part. Furthermore, the expression for the strong secrecy region
can be greatly simplified via a constraint found in the weak
secrecy analysis, highlighting the synergy between the two.
More broadly, the developments in these two parts each offer
techniques and insights that can potentially be useful in a wider
class of problems.

Outer bounds for degraded and non-degraded channels are
derived and shown to be tight against inner bounds in some
special cases.

A brief outline of the related literature is as follows.
Multicasting with common information in the presence of an
eavesdropper has been studied in [17], [18], deriving inner
bounds on the secrecy capacity, and in some special cases also
deriving the secrecy capacity region. Salehkalaibar ef al. [17]
studied a one-receiver, two-eavesdropper broadcast channel
with three degraded message sets. Ekrem and Ulukus [18]
studied the transmission of public and confidential messages
to two legitimate users, in the presence of an eavesdropper.
Benammar and Piantanida [19] calculated the secrecy capacity
region of some classes of wiretap broadcast channels.

The MAC wiretap channel has been investigated
in [20]-[27]. In [20], a discrete memoryless MAC with
confidential messages has been studied that consists of a
MAC with generalized feedback [28] where each user’s
message must be kept confidential from the other. The
multiple access wiretap channel [21], [22], [26] consists of a
MAC with an additional channel output to an eavesdropper.
In [21], [22], achievable rate regions for the secrecy capacity
region have been derived. Secrecy in the interference channel
and broadcast channel has been studied in [29], where inner
and outer bounds for the broadcast channel with confidential
messages and the interference channel with confidential
messages have been compared.

Beside improving and modifying the achievability proof for
the weak secrecy regime in [16] and providing details of the
proof for Lemma 1, this version studies the two multicast
channel with confidential messages under the strong secrecy
regime. Also, this version studies the multiple access wiretap
channel under randomness constraint.

II. PRELIMINARIES

Throughout this paper, random variables are denoted by
capital letters and their realizations by lower case letters.
The set of e—strongly jointly typical sequences of length n,
according to py y, is denoted by 7, " (px.y). For convenience
in notation, whenever there is no danger of confusion, typ-
icality will reference the random variables rather than the
distribution, e.g., ’};(”)(X, Y). The set of sequences {x"
(x", y") € TE(")(X , Y)} for a fixed y", when the fixed sequence
y" is clear from the context, is denoted with the shorthand
notation TE(”)(X |Y). Superscripts denote the dimension of a
vector, e.g., X". The integer set {1,..., M} is denoted by
[1, M1, and X|;.;) indicates the set {X;, X;11,...,X;}. The
cardinality of a set is denoted by | - |. We utilize the total
variation between Probability Mass Function (PMF), defined
by |lg — plh = %ZI |p — g|. Following Cuff [30] and
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[12, Remark 1], we use the concept of random PMF denoted

by capital letters (e.g. Px).

Definition 1: A (M1,n, M2 ,,n) code for the considered

model (Fig. 1) consists of the following:

i) Two message sets W; = [1, M; ,1, i = 1,2, from which
independent messages Wy and Wy are drawn uniformly
distributed over their respective sets.

ii) Stochastic encoders f;, i = 1,2, which are specified by
conditional probability matrices f;(X}|w;), where X' e
Xl.”, w; € W; are channel inputs and private messages,
respectively, and Q) » fi(x"|w;) = 1. Here, f;(x"|w;) is
the probability of the ‘encoder producing the codeword x}!
Jor the message w;.

iii) A decoding function ¢ VI — Wi x W, that
assigns (1, 2) € [1, M1,,1 x [1, M2 ] to the received
sequence y7.

iv) A decoding function ¢, Yy — Wi x W, that
assigns (1, w2) € [1, M1,,1 x [1, M2, to the received
sequence y5.

The probability of error is given by:

P, £ P({(W1, Wo) # (W1, W)} U (W1, Wa) # (W, Wa)}).

Definition 2: A rate pair (R1, R2) is said to be achievable if
there exists a sequence of (M1, M2, n) codes with My , >
2"Ri My, > 2"R2 5o that P, — 0 and [31]

n—00

1
—I(Wy, Wa; Z™") —— 0 for the weak secrecy regime, (1)
n n—00

(W1, Wa; Z") —— 0 for the strong secrecy regime. (2)
n—0o0

Definition 3: For any PMFs px and qx over X we denote
lpx —gxlly < € with px =, qx. Similarly, for any random
PMFs Py and Qx over X we denote |Px — QOx|l; < € with
Px =~ Qx. The same notation applies for the sequential
PMFs (e.g. || pxn — qxnl|l; < € is denoted by pxn ==, qxn).

III. ACHIEVABLE RATE REGION UNDER
THE WEAK SECRECY

We start with a lemma that employs Marton coding with
indirect decoding in a MAC structure and produces an entropy
bound needed in the secrecy analysis. Its basic idea can be
highlighted as follows: given X", if we independently produce
2"R random codevectors Y”, we will have approximately
nR-IX"Y") jointly typical pairs, i.e., the “excess” rate will
determine the number of jointly typical pairs. This lemma
extends the basic idea of excess rate to multiple codebooks,
multiple conditioning, and furthermore, a generalization is
made from a counting argument to the entropy of the index
of the codebook, which is essential for the subsequent secrecy
analysis.

Lemma 1: Consider random variables (Q, Uy, Vo, U1, V1,
Z) distributed according to p g pu,,u,|Q PVy,V11Q PZ\|Up, Uy, Vg, V-
Draw  random  sequences Q",Uy,Vy according to
[T=1 Po@)  Pusio(o,ilgi)  pwio(o,ilgi). Conditioned
on U}, draw 2"S iid. copies of Ul' according to
[T, puiwo(u,iluo,i), denoted UT(£), ¢ e [1,2"5].
Similarly, conditioned on VI, draw 2"T iid. copies

of V' according fto ]_[?=l Pwvive(v1ilvo,i), denoted
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Fig. 2. Structure of Lemma 1: subject to jointly typical sequences
(Q",ug, vy, UL (K), V{'(L), Z"), finding a bound on the conditional
entropy of (K, L), thus implicitly bounding the number of sequence pairs
that can be jointly typical with (Q", Z") from codebooks with certain size.

Vi(k), k e [1,2"T]. Let L € [1,2"5] and K < [1,2"7] be
random variables with arbitrary PMF. If

§ > I(Uy; Z]Q, Uo, Vo) + d1(€)
T > I(V1; Z|Q, Uo, Vo) + d1(€)
S+T > I(Uy, V15 Z|Q, Up, Vo) + d1(€)

or a positive 1\€) ana iy Jjor an ari itra Seqguence y
positive d1(€) and i bitrary seq z"
n opmmoyn R n n (n)
P((Q". Ug. Vg, UT (L), V{'(K), Z") e T) —> 1, (3)

there exists a positive d(€) —0> 0, such that for n sufficiently
E—»
large,
H(L, K|Q", Uy, Vg, Z",C)
<n(S+T —1(U, Vi; Z|Q, Uo, Vo)) + nda(e), (4)

where C = {U'(1),..., UI'@2"S), V{'(1),..., V['(2"T)).

The proof is provided in Appendix A. This result is related
to, and contains, [10, Lemma 1]. In particular, [10] considers a
single-input channel and explores the properties of codebooks
driven by this input, while observing an output Z. In contrast,
this paper’s Lemma 1 develops a corresponding result for
a multiple-access channel with respect to Z, motivated by
the two-transmitters present in the model of this paper. This
accounts for the new features of our Lemma 1, namely
three rate constraints instead of one, as well as monitor-
ing the entropy of two index random variables instead of
one. Furthermore, the present result has one additional layer
of conditioning to allow for indirect decoding of multiple
confidential messages in the sequel, while in [10] only one
confidential message is decoded.

Remark 1: In addition fo establishing the main results
of this paper, Lemma 1 also has broader implications on
the necessity of prefixing in multi-transmitter secrecy prob-
lems [32] and deriving the minimum amount of randomness
needed to achieve secrecy. Csiszdr and Kdrner introduced
prefixing in [33] to expand the achievable rate region of the
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non-degraded broadcast channel with confidential messages,
a technique that was subsequently used in essentially the same
manner in multi-transmitter settings. Subsequently, Chia and
El Gamal showed that in a single-transmitter wiretap channel,
prefixing can be replaced with superposition coding [10].
Appendix B extends this concept to a multi-transmitter setting
and presents an achievability technique for the multiple access
wiretap channel that ufilizes minimal randomness and matches
the best known achievable rates without prefixing.

Theorem 1: An inner bound on the secrecy capacity region
of the two-transmitter two-receiver channel with confidential
messages is given by the set of non-negative rate pairs
(R1, R») such that

Ry < I(Uo, Ur; Y1|Q, Vo, V1) — I(Uo; Z] Q)
—1(Uy; Z|Uo, Vo)
Ry < I(Uo, Uz; Y2|Q, Vo, V2) — I(Uo; Z|Q)
—1(U2; Z|Up, Vo)
Ry < I(Uo, Uy, V1; "11Q, Vo) — I(Uo; Z] Q)
~I(U1, V1: Z|Uo, Vo)
Ry < I(Uo, Uz, Va; Y2|Q, Vo) — I(Uo; Z|Q)
~1(U2, V2; Z|Uo, Vo)
Ry < I(Vo, Vi; 1@, Up, Ur) — 1(Vo; Z]Q)
—1(V1; Z|Uyp, Vo)
Ry < I(Vo, Va; Y2|Q, Uo, Uz) — I(Vo; Z|Q)
—1(V2; Z|Up, Vo)
Ry < I(Uh, Vo, V15 11Q, Up) — I(Vo; Z]Q)
~I(U1, V1: Z|Uo, Vo)
Ry < I(Uz, Vo, Va; Y2|Q, Up) — I(Vo; Z|Q)
~1(U2, V2; Z|Uo, Vo)
< I(Uo, U1, Vo, V1; Y1|Q) — (o, U1, Vo, V15 Z|Q)
< I(Uo, Uz, Vo, V23 Y2| Q) — I(Uo, U2, Vo, Va; Z|Q)
< I(Uo, Uy; "11Q, Vo, V1) +1(U1, Vo, Vi; Y11 Q, Up)
—I(Vo, U1, Vo, V1; Z|Q) — I(Uy; Z|Up, Vo)
< I(Uo, Uy; 111Q, Vo, Vi) +1(Vo, V2; Y2|Q, Uy, Us)
—I(Uo, Vo; Z1Q) — I(U1; Z|Uo, Vo)
—1(V2; Z|Up, Vo)
< I(Uo, Ur; 111Q, Vo, Vi) +1(U2, Vo, V2; Y2| @, Up)
—I(U; Z|Uo, Vo) — I(Vp, Uz, Vo, Va; Z| Q)
< I(Vo, V15 11Q, Uo, Ur) +1(Up, U, Vi; Y11Q, Vo)
—I(Vo, U1, Vo, V1; Z|1Q) — I(V1; Z|Uy, Vo)
< I(Vo, V15 11Q, Uo, U1) +1(Up, Ua; Y2|Q, Vo, V2)
—1(Vo, Vo; Z1Q) — I(V1; Z|Uo, Vo)
—1(U2; Z|Up, Vo)
< I(Vo, V15 11Q, Uo, Ur) +1(Up, U, V2; Y2|Q, Vo)
—I(V1; Z|Uy, Vo) — I(Up, Uz, Vo, V2; Z| Q)
< I(Uo, Uz; Y2|Q, Vo, V2) +1(Uy, Vo, Vi; Y1|Q, Uop)
—I(Uo, U1, Vo, V1; Z|Q) — I(Uz; Z|Up, Vo)
< I(Uo, Uz; Y2|Q, Vo, V2) +1(U2, Vo, V2; Y2| @, Up)
—I(Uo, Uz, Vo, V2; Z|Q) — I(Ua; Z|Uy, Vo)

Ri+R>
R1+R>
Ri+R>

R1+R>

R1+R>

R1+R>

R1+R>

R1+R>

R1+R>

R1+R>
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Ri+Ry < I(Vo, Va; Y2|Q, Uo, Uz)+1(Uo, Us, Va; Y2|Q, Vo)
—I(Uo, Uz, Vo, V2; Z|Q) — (V23 Z|Uy, Vo)

< I(Vo, Va; 12| Q, Up, U2)+1(Vp, U, Vi; Y1|Q, Vo)
—I(Vo, U1, Vo, V1; Z|1Q) — (Va3 Z|Uy, Vo)

< I(Uo, U1, V1; Y11Q, Vo) +1(U1, Vo, Vi; Y11Q, Up)
—I(Uo, Vo; Z1Q) — 2I(U1, Vi; Z|Up, Vo)

< I(Uo, U1, V1; Y11Q, Vo) +1(U2, Vo, V2; Y2|Q, Up)
—I(Uo, Vo; Z|Q) — I(U1, V1; Z|Uo, Vo)
—1(U2, V2; Z|Uo, Vo)

< I(U1, Vo, V1; Y11Q, Uo) +1(Uo, Uz, V2; Y2|Q, Vo)
—I(Uo, Uy, Vo, V1; Z|Q) — I(U2, V2; Z|Up, Vo)

< I(Uo, Uz, V2; Y2|Q, Vo) +1(U2, Vo, V2; Y2|Q, Up)
—I(Vo, Vo; Z1Q) — 21(U2, V2; Z|Uo, Vo)

Ri+R>
Ri+R>

Ri+R>

Ri+R>

Ri+R>

Jor some

p(q) p(uolq) p(u1, uz|uo) p(volg) p(v1, v2[vo)
p(x1lug, uy, uz) p(x2lvo, v1,v2) p(y1, y2, 2|x1, X2), (5)
such that

(U1, Ua, V1, Va; Z|Up, Vo) < 1(U1, Vi; Z|Uo, Vo)

+1(Uz, V2; Z|Uo, Vo) — I(U1; U2|Up) — L(Vi; Vo Vp).  (6)

The proof uses superposition coding, Wyner’s wiretap cod-
ing, Marton coding, as well as indirect decoding. The details
of the proof are provided in Appendix C. Our coding strategy
extends the approach developed in [11] for the broadcast
channel with confidential messages to the scenario at hand
with two transmitters. For the first transmitter, the message
wp is encoded into a sequence ug. To deal with multicasting,
we superimpose a Marton codebook to ug consisting of
sequences u] and uf; formally, given uj, a jointly typical
pair (u7, u}) is selected at random from the Marton codebook.
For the second transmitter, the codebook structure is identical
and the codewords generated are represented by vy, o}, and
v;, respectively. The receiver j € {1,2} decodes w; through
(ug, u?), and decodes wy through (vg,u;?). As discovered
in [11], note that correctly decoding (w1, w2) at the receiver
J does not require correctly decoding (u,v”). Here, a two-
step secrecy analysis is necessary because the (u()), 2[1.5))
sequences should not leak any information about (ug,vq).
Therefore, the secrecy constraints for uy and oy sequences
should be derived first, and then secrecy constraints for
(uf‘] 2] uf‘] :2]) sequences should be derived, assuming that the
eavesdropper has access to (ug, vgj, z"). This two-step secrecy
can be seen in Theorem 1; for example in the first constraint
on R; the first negative term stands for the security of uj
and the second negative term stands for the security of uf
assuming that eavesdropper has access to (ug, vy, 2").

This result covers several known earlier results:

o Bysetting Z=0,Uy=U1=Up=Xy,and V=V, =
V2 = X, the result in Theorem 1 reduces to the capacity
region of compound multiple access channel discussed
in [7].

« By setting Yo =¥ (or Y1 = @), Up = U; = Uz = X and
Vo = Vi = Vo = X, the result in Theorem 1 reduces
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to the achievable rate region of multiple access wiretap
channel without common message [21]-[23].

« By setting X, = @ (or X1 = @), Up = Uy = U, and
Y> = 0 (or Y1 = (), the result in Theorem 1 reduces to
the capacity region of broadcast channel with confidential
message [33, Corollary 2].

o By setting Xo = @ (or X1 = ), the result in
Theorem 1 reduces to the achievable rate region for
two-receiver, one-eavesdropper wiretap channel presented
in [10, Theorem 1].

Remark 2: By doing some algebraic manipulation we can

show that the constraint in (6) holds only if

I(Uy, Vi; Uz, V2|Uop, Vo, Z) = 0. @

Intuitively speaking, (7) shows that the Marton coding code-
books remain independent even if the eavesdropper has access
to the the cloud centers.

Corollary 1: An inner bound on the secrecy capacity region
of degraded two-fransmitter two-receiver channel with confi-
dential messages (Definition 4) is given by the set of non-
negative rate pairs (Ry, Ry) such that

Ry < I(Up; Y2|Vo, Q) — 1(Uo; Z|Q) (8)
Ry < I(Vo; Y2|Uo, Q) — I(Vo: Z| Q) 9)
Ri + Ry < I(Uo, Vo; Y2|Q) — I(Uo, Vo; Z|Q)  (10)
Jor some
p(q)p(uolq) p(volq) p(x1luo) p(x2]v0). (11)

Proof: The proof follows from Theorem 1 by setting Ug =
Uy = U and Vp = Vi = V; and considering the fact that the
channel is degraded. O

IV. AN OUTER BOUND FOR THE DEGRADED MODEL

We develop an outer bound for the degraded version of the
model and provide an example in which it meets the inner
bound of Theorem 1.

Definition 4: The degraded two-transmitter two-receiver
channel with confidential messages obeys:

PO, y2,2lx1, x2) = p(n1lx1, x2) p(y2ly1) p(zly2).  (12)

Theorem 2: The secrecy capacity region for the degraded
two-transmitter two-receiver channel with confidential mes-
sages is included in the set of rate pairs (Ry, Ry) satisfying

Ry < I(Uo; Y2|Q) — I(Uo; Z]0Q), (13)
Ry < I(Vp; Y21 Q) — I(Vo; Z]0Q), (14)
R1 + Ry < [(Uo, Vo; Y21Q) — I(Uo, Vo; Z|Q), (15)
Jor some joint distribution
P(q) p(uo, volgq) p(x1luo) p(x2]vo). (16)

The details of the proof are provided in Appendix D.

Example (Degraded Swifch Model): We consider an exam-
ple of the two-transmitter two-receiver channel where the first
legitimate receiver has access to the noisy version of each of
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Fig. 3.

Degraded switch model.

the two transmitted values in a time-sharing (switched) man-
ner, without interference from the other transmitter (Fig. 3).
The second legitimate receiver has access to a noisy version
of the first receiver, and the eavesdropper has access to a
noisy version of the second receiver. This example illustrates
a common situation in cellular networks, in which a user is
in the coverage range of two different base stations. The user
can only receive signal from a single station in each time
slot while an eavesdropper has access to noisy versions of the
receiver signals. The switch channel state information is made
available to all terminals. In this model the channel outputs
are as follows:

¥ = 01, 9), a7
vy = (¥2,5), (18)
7 =(z,9). 19)

This model consists of a channel with states that are causally
available at both the encoders and decoders.

The statistics of the channel, conditioned on the switch state,
are expressed as follows:

PO, ¥, Zlx1, , X2, 5)
= p(lx1,x2,8) pO2ly1, s) p(zly2, 5)-

The switch model describes, e.g., frequency hopping over
two frequencies [29]. The state (switch) is a binary random
variable that chooses between listening to the Transmitter 1,
with probability z, and listening to the Transmitter 2, with
probability 1 — z, independently at each time slot. We further
assume the state is i.i.d. across time,

(20)

p(lx1, x2,8) = pnlx) =1y + p(y11x2)Li5=2),
= p(nlxs), (21

where 1} is the indicator function. Therefore, the channel
model for degraded switch model is as follows

p(Oy1, y2,21x, x,8) = p(11xs) p(21y1, $) p(zly2, 5). (22)

Theorem 3: The secrecy capacity region for the degraded
swifch two-transmitter two-receiver channel with confidential
messages, is given by the set of rate pairs (R1, R2) satisfying

Ry < I(Uo; Y;|Vo, Q) — I(Uo: Z'1Q), (23)
Ry < I(Vo; Y3|Uo, Q) —1(Vo; Z'1Q), (24)
Ry + Ry < I(Uo, Vo: Y5|Q) — L(Uo, Vo; Z'1Q), (25)
Jor some joint distribution
p(q)p(uolq) p(volq) p(x1|uo) p(x2]vo). (26)

To prove Theorem 3, we show that given Q, Up and Vy
are independent for this example. The details of the proof are
provided in Appendix E.
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V. A GENERAL OUTER BOUND

We now develop a general outer bound for the model of
Fig. 1 and provide an example in which it meets the inner
bound of Theorem 1.

Theorem 4: The secrecy capacity region for the two-
transmitter two-receiver channel with confidential messages
is included in the set of rate pairs (R, Ry) satisfying

Ry < I(Uo; 1, Y2|1Q) — I(Uo; Z|Q), 27
Ry < I(Vo; 11, Y21 Q) — I(Vo: Z]Q), (28)
Ry + Ry < I(Up, Vo; Y1, Y2|Q) — I(Uo, Vo: Z|Q), (29)

Jor some joint distribution

P(q) p(uo, volq) p(x1|uo) p(x2|vo)- (30)

The details of the proof are provided in Appendix F.

Example (Noiseless Switch Model): This example is moti-
vated by two transmitters operating on different spectral bands,
while the receiving terminals may receive adaptively on one
band at a time [29]. The eavesdropper in our example has
access to one noiseless interference-free transmitted value at a
time. Here, it is assumed that both legitimate receivers operate
according to a common random switch s; that is connected to
Transmitter 1 with probability 7; and to Transmitter 2 with
probability 1 — 71, and the eavesdropper operates according
to another random switch s, that is connected to Transmit-
ter 1 with probability 72 and to Transmitter 2 with probability
1 — 77. Aside from the switches, the channel is noiseless. Both
receivers and the eavesdropper have access to their own switch
state information. Therefore the channel outputs are considered

y1 = O, 51), (31
vy = (¥2, 51), (32)
7' = (z,5). (33)

Since y; =y, we also have y| = y;.

Theorem 5: The secrecy capacity region for the noiseless
swifch two-transmitter two-receiver channel with confidential
messages is given by the set of rate pairs (R1, R2) satisfying

Ri < (n1 — ) TH(X1), (34)
Ry < (2 — )" H(X2), (35)

where (x)* = max{0, x}.
The details of the proof are provided in Appendix G. The

capacity region in Theorem 5 shows that transmitters can
securely communicate to receivers as long as 71 # 13.

VI. ACHIEVABLE RATE REGION UNDER
THE STRONG SECRECY
Theorem 6: An inner bound on the secrecy capacity region
of the two-transmitter two-receiver channel with confidential
messages consists of the union of rate pairs (R, R2) regions
satisfying (156)—(167), (173)+(175), (177), and (178), for
some distribution

p(q) p(uo, u1, uz2|q) p(vo, v1, v2|q)

x p(x1luo, ur, uz) p(x2lvo, v1, v2) p(y1, ¥2, z|x1, X2).  (36)

The proof is given in Appendix H.
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Remark 3: It is customary to eliminate rate variables not
associated with external messages via Fourier-Motzkin elimi-
nation [34]. In the interest of brevity, in this paper we omit the
73 inequalities resulfing from Fourier-Motzkin elimination and
instead make them available via [35]. In the sequel, a subset
of this achievable rate region will be presented that enjoys a
much simpler expression.

Remark 4: Even though the analysis of Theorem 1 is based
on typical counting and OSRB is based on distribution approx-
imation here we show that the region in Theorem 6 is a
superset of the region in Theorem 1. If we assume that (6), and
therefore (7), holds, the inequalities (161) for j = 2, (162) for
Jj =1, and (163)+167) will be redundant and by applying the
Fourier-Motzkin procedure [36], [37] to (156)—(160), (161)
for j =1, (162) for j =2, (173), (174), and (178) the region
in Theorem 1 over the distribution (36) will be achieved. This
shows that the region derived by OSRB is a superset of the
region derived in the weak secrecy regime.

VII. CONCLUSION

This paper studies the multi-transmitter multicast problem in
presence of an eavesdropper, wherein weak and strong secrecy
regimes are studied. For the weak secrecy regime, the method
of Chia and El Gamal is extended to two transmitters. We show
that the achievable region calculated for the weak secrecy
regime in this channel configuration is no bigger than the one
calculated under strong secrecy. Two examples are presented
in which the inner and outer bounds on secrecy region meet.
In the process, we also characterize the minimum amount
of randomness necessary to achieve secrecy in the multiple-
access wiretap channel.

APPENDIX A
PROOF OF LEMMA 1

Let N(Q", U, V&, Z") = |{(k, £) € [1,2"5] x [1,2"T] :
(", Uy, vy, Utk), ViI(£), Z™) € S’;(")}L Next, let’s define
the following error events.

Let E(Q", Ug, V&, Z") = 1if N(Q", U}, V§, Z") > (1+
81(€))2nS+T =L, Vi3 ZIQ, U, V0)+9(€)) and E; = 0 otherwise.

Let E = 0 if (Q", U, VJ', U (K), V(L) Z") € T and
E(Q", Uy, Vy,Z",K,L) =0, and E = 1 otherwise.

We now show that if § > 1(U;; Z|Q, Up, Vo) +
), T > L(Vi;Z|Q,Up, Vo) + 6(¢), and S + T >
(U, vi; Z]1Q, Uy, Vo) + d(€), then P(E = 1) — 0 as
n— oo.

By the union bound we have

P(E =1) < P((Q", U3, V3, Ul (K), V] (L), Z") ¢ T™)

+P(EV(Q", UG, V§. 2", K, L) =1). (37)

The first term tends to zero by the main assumption of the
Lemma.

We then partition the event {E; = 1} based on the
composition of the typical sequences (Q", Uy, Vy, Uy (k),
vr(e), zmy e T

« When all such typical sequences share the same U} (k),

i.e., correspond to a single k.
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« When all such typical sequences share the same V{'(£),
i.e., correspond to a single £.
« Neither of the above

As usual, each of the three partitioned E; events gives rise to
one rate constraint. We discuss the first in detail; the remaining
two follow similarly. Define A(Q", Uy, V', z") as the event
{Ev(Q", Up, V', Z") = 1} N{Z" = 7"},

P(E\(Q", Ug, V¢, 2" =1)
= > [p@r@ilap@glen)
(a" uf0f)e T
<P((E(Q", Vg, V5. Z") = 1)
10" = 9", UG = u, V5 = vj) |
= > p(@")puglg")pglg™)
(a"uf )T (Q,Uo, Vo)

2"eT"(Z]Q,Uo, Vo)

x P(A(q", ug, vg,2MNQ" = q", Uj = ug, Vg = vp)
< > p(q")puglg™ pglg™)

(@",ull 08T (Q,Uo, Vo)

> P((E1(q", ug,v5,2") = 1)

T (21Q,U0, Vo)

1Q" =q", Ug = ug, V§' = vp). (38)
Then,

P(E1(q", ug, vg,2") = 110" = q", Ug = ug, Vg = vp)
— P(N(q", ul, 08, 2" = (1401 (E))zﬂ(T—H(VUZIQ,Uo, Vo}ks(f)])_

Define X¢ = 1 if (5", 4f, v, VI (0),2") e 7™ and 0
otherwise. Here, X¢, £ € [1,2™ ], are i.i.d. Bernoulli-a
random variables, where

7—nl(Vi;Z|1Q,Up,Vo)+6(e)) . , < o—n(l(V1:Z|Q,Up,Vo)—d(e))
Then

]P(N(qn, “3, UEJ Zn) > (1 + 4 (6))2"(T—I(VI:Z|QsU0,VD)+§(E])

n n n n n n
Q" =q,Uy =uy, V :vﬂ)
ZNT

<P(Xxe= (a2 7a

=1

o"=q", U{’]‘:ug, Vé’ :UE)-

Applying the Chernoff Bound (e.g., see [34, Appendix B]),
leads to

2"T

IP(Z Xe > (1+61(€)2"a|Q" =q", Ul = ul, V§ = vg)
=1

< exp(—2"" ad}(€)/4)

=
< exp(—Z"(T_l(V' ; ZIQ,Uu,Vu]—ﬁfé})alz(E);4)_ (39)
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Therefore,

P(E1(Q", Uy, Vg, Z") =1)

< D p@Hpwglgpglgh
(g" uft o) T
x 2
"eT(Z1Q,U0, Vo)

< 2nlog|Zl gxp(—2M(T-I(Vi;ZIQ, U0, V0)~0(e) 52 (¢) /4),

exp(_zﬂ(T—H(V1;ZIQ,U0, VO}_J(E]]ﬁf(E)M-)

(40)

which tends to zero as n — oo if T > I(Vy; Z|Q, Uy, Vo) +
d(€).

In a similar manner, the bounding of error probability for
the second and third partition of E; (please see above) will
give rise to the rate constraints S > I(Uy; Z|Q, Up, Vo) +
d(€), and S+T = (U1, V1; Z|Q, Uy, Vo) +d(€), respectively.
Details are ommited for brevity.

Finally, we bound H(L, K|Q", Uy, Vy', Z",C) as follows:

H(L, K, E|Q", Uy, Vg, Z", C)
<1+P(E=1)H(L,KIE=1,0",U},V§,Z",C)
+P(E=0H(L,K|E=0,Q",Uy,Vy,Z2",C)
<14+P(E=Dn(S+7T)
+log ((1 + 4 (E))zﬂ(S-I-T—H(Ul,Vl ;ZIQ,UU,V0)+§(€)))

=n(S+T —I(U1, V1; Z|Q, Uo, Vo) + 2(¢)). (41)

APPENDIX B
ACHIEVABLE RATE REGION FOR MAC-WTC UNDER
RANDOMNESS CONSTRAINT

It is well-known that a stochastic encoding is required to
avoid leaking information about the transmitted confidential
messages to an eavesdropper. Here, a new achievability tech-
nique for characterizing the trade-off between the rate of the
random number to realize the stochastic encoding and the
communication rates in the multiple access wiretap channel,
by employing a variation of superposition coding, is presented.

Consider a MAC-WTC (&1, A2, p(y, z|x1, x2), V, 2),

in which A}, A, are finite input alphabets and ) and Z
are finite output alphabets at the legitimate receiver and the
eavesdropper, respectively (as depicted in Fig. 4). In this
problem, each transmitter sends a confidential message which
is supposed to be decoded by the legitimate receiver and
must be kept secret from the eavesdropper. Furthermore, for
stochastic encoding, Encoder 1 and Encoder 2 are allowed to
use a limited amount of randomness. Thus, we are interested
in the trade-off between the rate of randomness, and the rates
of confidential messages.

Definition 5: A (M1,n, M2,,,n) code for the considered

model (Fig. 4) consists of the following:

i) Two message sets W; = [[1, M; ], i = 1,2, from which
independent messages Wy and Wy are drawn uniformly
distributed over their respective sets. Also, two dummy
message sets A; = [1, M;’n]], i = 1,2, from which
independent dummy messages A, and A, are drawn
uniformly distributed over their respective sets.

ii) Deterministic encoders f;n, i = 1,2, are defined by the
Junction fin : Wi x A — A

2749
A]l
W, xn [
—5 Enc. 1 - 1 .
yn Wi, We
Channel Dec. >
Wa Xy
— Enc. 2
] | zn . X,
¥ Eve >

Fig. 4. Multiple access wiretap channel with deterministic encoders.

iii) A decoding function ¢ yro— Wi x Wa that
assigns (1, 2) € [1, M1,,1 x [1, M2 ] to the received
sequence y".

The probability of error is given by:

P, £ P({(W1, W2) # (w1, w2)}).

Definition 6 [31]: A quadruple (R1, R4y, R2, Ray)
is achievable under the weak secrecy if there exists
a sequence of (MI,R,MZ,R,M{’H,ME’H;RJ codes with
Mip = 2R My > 272, My, < 2% My, < 2R
so that P. — 0 and

n—o0

(42)

1
—I(Wq, Wp; Z™") — 0. (43)
n n—00

Theorem 7: An inner bound on the secrecy capacity region
of the multiple access wiretap channel is given by the set of
non-negative quadruples (R1, Ry, , R2, Rg,) such that

Ry <I(U:; Y|Q,V)-1(U; Z]Q), (44)
Ry <I(V;Y|Q,U)-I(V; Z|Q), (45)
Ri+R <I(U,V;Y|Q)-1(U, V; Z|Q), (46)
Ry = 1(U; Z|Q) + (X1; Z|Q, U, V), (47)
Ry, = I(V; Z|1Q) +1(X2; Z|Q, U, V), (48)
Ri, + Ra, = (X1, X2; Z]0Q), (49)
Jor some
P@)p(ulq)p(olg) p(xilu) p(x2|o) p(y, z|x1, x2).  (50)

Remark 5: By setting U = X1, V = X», and by taking
sufficiently large Ry, and Ry,, the result in Theorem 7 reduces
to the achievable rate region of multiple access wiretap
channel without common message [21]-[23].

Remark 6: By setting Xo =@ and V =@ (or X1 = ¥ and
U = 0), the result in Theorem 7 reduces to the capacity rate
region of broadcast channel with confidential messages under
randomness constraint in [15, Corollary 11].

Proof: Rate Splitting: Divide the dummy message A
into independent dummy messages A1) € |[1,2”R1-']] and
Ap € |[1,2”R1-2]]. Also, divide the dummy message A>
into independent dummy messages Az € |[1,2”R2-']] and
Axp € |[1,2”R2-2]]. Therefore, Ry, = R11 + Ry 2 and Ry, =
Ry1+ Ry,

Codebook Generation: Fix p(q), p(ul|q), p(vlq), p(x1|u),
p(x2|v), and € > 0. Randomly and independently generate a
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typical sequence g" according to p(q") = || p(q:). We sup-

=

pose that all the terminals know ¢".

i) Generate 2 (Ri+Ry,1) sequences  according  to
1%, puio(uilgi). Then, randomly bin these 2"(Ki+Ri,1)
sequences into 2"R1 bins. We index these sequences
as u"(wi,ay,1). For each (wy,a1,1), generate 2nR12

codewords x{‘(wl,alal,al,g) each according to
n
[Tizi pxyu G ilus).

ii) Generate 2"(R:+R21)  sequences according  to

[T Pvi0(vilgi)- Then, randomly bin these 2"(R2+R2.1)
sequences into 2"R2 bins. We index these sequences
as v"(wy,a2,1). For each (wz,az1), generate 2nRy
codewords  xj(wsz,a21,a22) each according fo
[T Pxav (x2,il0i).

Encoding: To send the message wi, the Encoder 1 splits
ay into (ai,1, a1,2), and chooses u” (w1, ai,1). Then it chooses
codeword xi‘(wl ,ai 1,ay,2) and send it over the channel.

To send the message w;, the Encoder 2 splits ap into
(a2,1, a2,2), and chooses v"(wz, az,1). Then it chooses code-
word x5 (w2, az,1,az,2) and send it over the channel.

Decoding and Error Probability Analysis:

« Decoder decodes (wi,wz) by finding a unique pair
(w1, wy) such that (¢", u" (w1, a1,1), v" (w2, a2,1), y") €
’I;(")(py,v,y) for some (ai,1,a2,1). The probability of
error for Receiver goes to zero as n — oo if we
choose [34]

Ri+Ri1 <I(U:Y|Q,V)—¢, (51)
Ry +Ryy <I(V:Y|Q,U) —¢, (52)
Ri+Ri1+R+Ryy <I(U,V;Y|Q)—€. (53)

Equivocation Calculation: We analyze mutual informa-
tion between (Wi, W2) and Z”, averaged over all random
codebooks

(W1, Wp; Z"|Q",C)
= I(Wy, Wa, Ay1, A1,2, Az1, Az p; Z7Q", C)
—I(A1,1, A12, A1, Az 2; Z"|Wi, Wa, Q",C)

= I(Wy, Wa, Ay1, A1 2, A2, A2, XT, X5, 27 Q", C)
—1(A1,1, A1,2, A2,1, Az s Z"'|W1, Wa, Q",C)

= I(X{, X3: Z"1Q",C)
—1(A1,1, A1,2, A2,1, Az s Z"'|W1, Wa, Q",C)

= (XY, X3; Z2"|Q",C) — (A1,1, Az,1; Z"|Wi, Wa, Q",C)
—1(A12, Az 2; Z"|Wh, Wa, A1, Ar2, @7, C)

= I(XT, X3; 2"|Q", C) — H(A4,1, A2,1|Wh, W2, 0", C)

+H(A1,1, A21|W1, Wa, Z7, Q",C)

—H(A12, A22|W1, W2, Ay 1, A21, O, C)

+H(A12, A2 2|W1, Wa, A1, A2 1, Z", Q",C), (54)

where (a) follows since X7 and X% are deterministic functions
of (W1, A1,1, A1,2) and (W2, Az 1, A22), respectively. Also,

(b) follows from the fact that, given X7 and X7, the indices
Wi, Wa, Ay1, A12,A2,1, and A3 > are uniquely determined.
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The first term in (54) is bounded as:

I(XT, X3: Z"|Q", C) < nl(X1, X2; Z|Q) +ne,  (55)
where € —— 0 similar to [34].
n—00
For the second term in (54) we have
H(A1,1, A21|Wi, W2, Q",C) =n(R11 + Rp;1).  (56)
For the third term, substituting Uy <« Q, Vo <« 0,

Uy <« U, and Vi <« V in Lemma 1 result that if
P((Q", U"(Wi, A1), V" (Wa, Az1), Z") € ) — 1 and
n—

Ri1 > I(U; Z|Q) + ¢, (57)
Ry1 > I(V; ZI1Q) + e, (58)
Rig+ Ry > I(U,V; Z|Q) +e. (59
Then,
H(A1,1, A2,1| Wi, W, Z", Q",C)
<=n(Ri,1+ Ry1 — (U, V; Z|Q) +€). (60)

Here, this condition holds because

P((Q", U™ (W1, A1,1), X1 (Wi, Ay,1, A12),
V' (W2, Az 1), X3(Wa, Az1, Azp), Z") € TW) — 1.

n—o0

(61)
To bound the fourth term in (54), we have

H(A12, A22|Wi, Wa, A11, A1, Q",C) =n(Ri2+ R 2).
(62)

Now, we bound the last term in (54) by applying Lemma 1,

H(A1,2, A2p|Wi, W2, A1 1, A2 1, 27, Q",C)

<n(Rip+ Rz —I(X1,X2;, Z|Q,U, V) +e€), (63)
if (61) holds and
Rip > (X1 Z|1Q,U, V) +e, (64)
Ryp > 1(X2; Z|1Q, U, V) +e, (65)
Rip+ Ryp > (X1, X2: Z|Q,U, V) + e (66)

Substituting (55), (56), (60), (62), and (63) into (54) yields

I(Wy, W Z"1Q",C)

< nl(Xy, X2; Z|Q) — n(R1,;1 + Ra,1)
+n(Riy + Roy — (U, V; Z|Q) +€) —n(Ri2 + Ry2)
+n(Ri12 + Ryp — (X1, X2; Z|Q, U, V) +€). (67)

Therefore I(Wy, Wa; Z"|Q",C) < 2ne. By applying the
Fourier-Motzkin procedure [36] to (51)—(53), (57)-(59),
(64)(66), Ryy = Ri,1 + Rip, and Rz, = Ra1 + Rp2 we
obtain the region in Theorem 7. O

Authonized licensed use limited to: Univ of Texas at Dallas. Downloaded on Apnil 26,2021 at 18:23:00 UTC from IEEE Xplore. Restrictions apply.



ZIVARIFARD et al.: TWO-MULTICAST CHANNEL WITH CONFIDENTIAL MESSAGES

APPENDIX C
PROOF OF THEOREM 1

The coding scheme is based on superposition coding,
Wyner’s random binning [38], Marton coding, and applying
indirect decoding [10].

The random code generation is as follows:

Fix p(q), p(uolq), p(ui,uzluo), p(volq), p(vi,v2|vo),
p(xiluo, u1, u2), p(x2|vo, v1,v2), € < min{e’, €”}, and €3 <
min{e’, €”}.

Codebook Generation: Randomly and independently generate
n
a typical sequence ¢" according to p(g") = [] p(q:). We sup-

=1
pose that all the terminals know g". :

i) Generate 2"R codewords ug(fo) each according to
[T Puolo(#o,i1gi)- Then, randomly bin the 2"®! code-
words into 2’“'3' bins, B(wi), w; € [[1,2"R']]. For each
o, generate 2"7! codewords uY(£o,?;) each according
to ]_[:-;] puyuo(1,i|uo,;). Then, randomly bin the 2"
codewords into 2" bins, B(fo, 1), £&1 € [1,2"1].
Similarly, for each £p, generate 21p1 codewords us(to, )
each according to [[7_; pu,|u, (42,i|uo,i). Then, randomly
bin the 27! codewords into 271 bins, B(o, £2), €2 €
[1,2"Ai]. )

ii) Similarly, generate 2"%2 codewords vf} (£,) each according
to [1_; Pvojo(v0,ilg:)- Then, randomly bin the 2%
codewords into 2"®2 bins, B(wj), wy € |[1,2”R2]]. For
each €, generate 2”72 codewords v (£, s1) each accord-
ing to []i_; pPvy vy (v1,ilvo,i). Then, randomly bin the
2" codewords into 272 bins, B(£y, £;), € € [1,2"2].
Similarly, for each £}, generate 2n2 codewords 5 (€5, 52)
each according to []7_; pvy|v, (v2,ilvo,i). Then, randomly
bin the 2”72 codewords into 2”72 bins, B(£), 65), £ €
[1,27P].

Encoding: To send the message w;, the encoder fi first
uniformly chooses index Lo € B(wp). Then, it uniformly
chooses a pair of indices (L1, L2) and selects a jointly typ-
ical sequence pair (u’(Lo, t1(Lo, L1)), u5(Lo, t2(Lo, L1))) €
’I;(I")(Ul, Uz|Up) in the product bin. If the encoder fi finds
more than one such pair, then it chooses one of them uniformly
at random. We have an error if there is no such pair, in which
the encoder fi uniformly at random chooses t; € B(Lo, L1),
t2 € B(Lg,L2). The error probability of the last event
approaches to zero as n — o0, if [39]

p1+p1 < p1+ p1 — I(Ur; U2|Up) — €. (68)

Finally, the encoder fi generates a sequence X] at ran-
dom according to ]_[:-;] p(x1,iluo;i, u1,i, u2,;). Encoder 2 pro-
ceeds similarly to encode w; and sends codeword X’. The
probability of not finding a jointly typical sequence pair
(7 (Ly, $1(Lp, L)), 03 (Lo, 2(Lo, L1))) € T3 (Vi, VaVo)
in the product bin approaches to zero as n — oo, if [39]

Py + pr < p2 + p2 — I(Vi; Va| Vo) — ea. (69)

Decoding and Error Probability Analysis:

o Let (Wi, Lo, T1) and (W2, L;, S1) denote the transmitted
indices by the first and the second transmitter, respec-
tively, and let (Wi, Lo, T1) and (W2, Lj, S1) denote the
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corresponding decoded messages by the first receiver,
respectively. Receiver 1 decodes (Lo, L;) and therefore
(w1, w) indirectly by finding a unique pair (fo, f{,)
such that (g", ug(fg), uf (bo, 11), v (fa), o} (fa, 51),¥7) €
TE(,H)(UD, Uy, Vo, V1, Y1) forsome t) € [1,2"1] and 57 €
[1,2"2]. The probability of error for Receiver 1 goes to
zero as n — oo if we choose [34]

Ri+p1 < I(Uo, Ur; Y110, Vo, V1),  (70)

Ry + p2 < I(Vo, Vi3 Y11Q, Up, Ur), (71)
Ri+p1+p2 < WU, Uy, Vi; Y11Q, Vo), (72)

p1+ Ry + p2 < LUy, Vo, Vi: Y11Q, Up), (73)
Ri+p1+ R+ p2 < I(Uo, Uy, Vo, Vi; Y11Q).  (74)

The details of error analysis is available in [35] and
omitted for brevity here.

« Similarly Receiver 2 decodes (Lo, L;) and therefore
(w1, wp) indirectly by finding a unique pair (E{],EE])
such that (q", uf} (£0), u2(fo, 12), 07 (€}), 03 (€}, 52), Y2) €
’I'E(,f’)(Ug, U, Vo, Va, Y») for some t» € [1,2"°'] and
52 € [[1, 2"*5?]]. The error analysis for the second receiver
is similar to the first receiver and for the interest of
brevity it is omitted here. Similar to Receiver 1 the The
probability of error for Receiver 2 goes to zero as n — 00
if we choose [34]

R+ p1 < I(Uo, U: 2|Q, Vo, Va),  (75)

Ry+ pp < I(Vo, Va: Y2 Q, Up, Ua),  (76)

Ri+ p1 + p2 < Lo, Uz, Va3 Y2|Q, Vo),  (T7)
p1+ Ry + po < I(Us, Vo, Va: Y2|Q, Up), (78)
Ri+pr + Ro+ pp < (U, Un, Vo, Va; Y21Q).  (79)

Equivocation Calculation: We analyze mutual information
between (Wi, W) and Z”", averaged over all random code-
books

I(W1, Wa; Z"|Q", C)
= (W, Wa, Lo, T1, T2, Lo, S1, $2; 210", C)
—I(Lo, T1, T2, Ly, S1, $2; Z"|W1, W2, ", C)
][(Ug, U;l, U;, Vc?, Vln, Vzn; zZ"o", 0
—I(Lo, Ly: Z"|W1, Wp, 0", C)
—I(T, T2, 81, S2; Z"| Lo, Ly, Q",C)
= ][(Ug, f‘, Ug, ch, Vln, Vzn; zZ" ", 0)
—H(Lo, Ly| W1, W2, Q",C)
+H(Lo, Lol Z", W1, W2, 0", C)
—I(T1, T, S1, S2; Z"| Lo, Ly, Q",C),

IA

(80)

where the inequality is due to the data processing inequal-
ity. Here, T, T>, S1, and S are deterministic functions of
(Lo, L1). (Lo, L2), (Ly, L), and (L, L5), respectively.
The first term in (80) is bounded as:
(U, UT, Uy, Vg, Vi', Va5 27107, C)
< nl(Uo, U1, Uz, Vo, V1, V23 Z|Q) + ne,  (81)

as n — oo where ¢ — 0 [34].
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For the second term in (80) we have
H(Lo, Lo|W1, W2, Q",C) = n(Ri — Ri + Ry — Ra). (82)

For the third term, substituting Uy < Q, Vo <= 0, Uy < U,
and Vi < Vp in Lemma 1 result that,

H(Lo, Ly|Z", Wi, Wa, Q",C)
<n(Ri — Ri + Ry — Ry — I(Uo, Vo; Z|Q) +¢), (83)

if P((Q", Ug (Lo), V§ (Ly), Z™) € ?;(”)) — lasn — oo and

Ry — Ry > I(Uo; Z|Q) +e, (84)
Ry — Ry > I(Vp; Z|Q) + ¢, (85)
Ri — Ri + Ry — Ry > I(Uo, Vo; Z|Q) +e. (86)

Here, the first condition holds because
P((Q", Uj (Lo), U (Lo, t1 (Lo, L1)), U} (Lo, t2(Lo, L1)),
Vo (Lo), Vi (Lo, s1(Lg, LY)),

V3 (Lo, 52(Lg, LY)), Z") € T™) — 1, (87)

as n — oo. Now, we bound the last term in (80)
I(T1, T», S1, S2; Z"| Lo, Ly, ", C)
= H(T1, T2, 81, $21Lo, Ly, Q",C)
—H(T1, T2, $1, $2|1Z", Lo, Ly, Q",C)
= H(T1, T2, $1, 82, L1, L2, L, L}| Lo, Ly, Q",C)
—H(T1, T2, $1, $2|1Z", Lo, Ly, Q",C)

> H(L1, La, L, L5|Lo, Ly, Q",C)
—H(T1, $11Z", Lo, Ly, Q",C)
_H(T2: SlenJ LDJ 6! Qna C)

)

= H(L1, La|Lo, Ly, Q",C) + H(L}, Ly| Lo, Ly, Q",C)
—H(T1, $11Z2", Lo, Ly, Q",C)

_H(T2: SlenJ LDJ LBJ Qna C), (88)

where (a) is due to given the codebook C and
(Lo, Ly). (Li,La, L}, L5) is a deterministic function of
(T (Lo, L1), T2(Lo, L2), S1(Ly, L)), S2(Lg, L3)), and  (b)
holds due to the fact that given (Lo, Ly, Q", C), (L1, L) and
(L}, L3) are independent. Now,

H(L1, Lz|Lo, Ly, Q",C) = n(py + py), (89)
H(LY, L5|Lo, Ly, Q",C) = n(p5 + p3), (90)
H(Ty, $11Z", Lo, Ly, Q",C)

(a)

< n(p1 + p2 — (U1, V1; Z|Q, Up, Vo) +€), (91)
H(T», $21Z", Lo, Ly, Q",C)

(b) ~ ~

< n(py + p2 — (U2, V2; Z|Q, Up, Vo) +€), (92)

where (a) is due to the following. Consider,
H(T1, 8112, Lo, Ly, 9", C)
= H(T1, 511U (Lo), Vg (Lo), Z", Lo, Ly, Q",C)
< H(Th, $11Uq (Lo), Vg (Lo), Z", Q", C).

Now we upper bound the term H(71, S1|Uj(Lo), Vi (Ly),
Z", Q" ,C). From (87) we have P((Q”,U{’]‘(Lg), U7 (Lo,
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(Lo, L), Vg (Ly), VI (Lo, s1(Lj, L1), 2" € T) — 1
as n — o0o. Applying Lemma 1 leads to,

H(T1, $11Ug (Lo), Vg (Lo), Z", 2", C)

<n(p1 + p2 — (U1, V15 Z|Q, Up, Vo) +€), (93)
if
p1 > I(Uy; Z1Q, Up, Vo) + ¢, (94)
p2 > 1(Vi; Z|1Q, Up, Vo) + ¢, (95)
p1+p2 > WU, Vi Z1Q, Uy, Vo) + €. (96)

By the same argument the inequality (b) holds, if the following
inequalities hold,

p1 > I(Uz; Z|Q, Up, Vo) + ¢,
p2 > I(Va; Z|Q, Up, Vo) +¢,
o1+ p2 > WUz, Va; Z|Q, Uy, Vo) + €.
Substituting (89)—(92) into (88) leads to,
I(Th, T, S1, S2; Z"|Lo, Ly, Q",C)
> n(pi +p1) +nlpy + p2)
—n(p1 + p2 — (U1, V1; Z|Q, Up, Vo) +¢€)
—n(p1 + p2 — L(Ua, Va; Z|Q, Up, Vo) + €).
Substituting (81)~(83) and (97) into (80) yields

o7

(W, Wa; Z"|Q",C)
< nl(Uop, Uy, Ua, Voo, V1, Va3 Z|Q) —n(R1 — R1 + Ra — R)
+n(Ry — R1 + Ry — Ry — I(Uo, Vo: Z|Q))
—n(py + p1) —n(ps + p3)
+n(p1 + p2 — WUy, V1; Z|Q, Up, Vo) + €)
+n(p1 + p2 — (U2, Va; Z]Q, Uy, Vo) + €).

Therefore I(Wy, Wp; Z"|Q",C) < ne if

98)

(U, Ua, V1, Va5 Z|Ug, Vo)
—p| — P — py — Py + pr+ p2 — (UL, Vi; Z|Q, Up, Vo)
+p1 + p2 — (U, Va5 Z|Q, Up, Vo) <. 99)

As a result, the rate constraints derived in equivocation analy-
sis are

Ri — R + Ry — Ry > (U, Vo; Z1Q), (100)
Ry — R > I(Up; Z1Q), (101)
Ry — Ry > 1(Vo; Z1Q), (102)
p1 + p2 > LUy, Vi; Z|Q, Uo, Vo), (103)
p1 > I(Uy; Z|Q, U, Vo), (104)
p2 > 1(V1; Z]Q, U, Vo), (105)
p1 + p2 > LUz, Va; Z|Q, U, Vo), (106)
p1 > I(Uz; Z|Q, U, Vo), (107)
p > 1(Va; Z]Q, U, Vo), (108)

prtp+pitpp—pi—pi—Pr— P
< (U1, V15 Z]Q, Ug, Vo) + (U2, Va; Z|Q, Ug, Vo)
~I(Uy, Uz, V1, Va3 Z|Uyp, Vo). (109)
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Finally, by applying the Fourier-Motzkin procedure [37] to
(68), (69), (70)~(79), and (100)—-(109) we obtain the inequal-
ities in Theorem 1.

APPENDIX D
PROOF OF THEOREM 2

To prove Theorem 2, we first show that any achievable
rate pairs (R, Ry) will satisfy (13)-(15) for some distribution
factorized as (16).

Applying Fano’s inequality [34] results in

H(Wy, W2|Y{') < ney,
H(Wy, Wa|Yy) < nea,

(110)
(111)
where ¢; -~ 0, i = 1,2 as P — 0.

We first derive the bound on R;.
condition (1) implies that

Note that the secrecy

nRy —nd < H(W;|Z"), (112)
nRy —nd < H(W,|Z"). (113)
We first define
= (ZI, V57 h, (114)
U{),i = (W1, @i), (115)
Vo,i = (W2, Q). (116)

From (112) we have,

nRy < H(W{|Z")+nd
= H(Wp) — I(Wy; Z")+nd
(a)
< H(W) — H(W1|Y3) — I(Wy; Z")+n(e2+0)

D 1wy vy — I(W; Z7) +ne

= Z[H(Wl; Y2ilY;™
i=1

= Z[]I(Wla
i=1

—I(W1, Y3~ Zi| Z2 )+ 1Y Y Ziwh,

QS mow,
i=1

—]I(W1 Y3 ZiZ8 ) +ne

Yy — (Wi Zi|Z2 )l +ne

s YailY ) — (20 YaulWh, YY)

Z.)]+ne

" YY)

3 Vad V) IO Va2, Vi
i=1
I ZiZ8y) — (Wh; Zil 22y, Yo )]+ne

d
D S 1w 1028, Vi)
i=1

—]I(W1 Zi|Z2, Y3 )] 4ne

© Z [(I(Uo,i; Y2,i| Qi) — I(Vo,i; Zi|Qi)]+ne

i=1

(117)

where (a) follows from Fano’s inequality, (b) follows by
setting ¢ = &2 + 4. Equalities in (¢) and (d) result from
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Csiszar’s sum identity [33] where we have

n n
D UZE YalW, Y3 = D I ZiWa, Z2,),
i=l1 i=l1
(118)

Z]I(z,+,,yg, Yy™ ‘)_Zn(r* L zizn ). (119)

i=1
The equahty (e) follows from definition of random variables

in (114)-(116).
Now, based on (117) we have:

n

1 .

nRy < HZE[E(UO,KJ V2 x1Qk, K =1i)
i=1

—I(Uo,x; Zk|Qk, K =1i)] +ne
n

=nY p(K =i)l(Uok: Y2,k|Qk, K
i=1
—I(Uo,x; Zk|Qk, K =1i)] +ne
= n[l(Uo,x; Y2,k Qk, K)
—I(Uo,x: Zk|Qk, K)] + ne
= n[l(Uo; Y2|Q) — I(Uo; Z| Q)] + ne (120)
where Up,x = Up, Yok = Y2, Zx = Z, (Qk,K) = Q and
K has a uniform distribution over {1, 2, ..., n} outcomes.
The bounds on R; and R + Ry can be proven similar to

the bound on R; by substitution of Wi by W> and W by
(W1, W), respectively. We omit the details for brevity.

=i)

APPENDIX E
PROOF OF THEOREM 3

The proof of achievability follows from Theorem 1 by
setting Up = Uy = Uz and Vp = Vi = V; and considering
the fact that the channel is degraded. Now, we show that for
the degraded switch model the outer bound in Theorem 2 will
reduce to the region in Theorem 3. We need to show that the
outer bound distribution for the degraded switch case is equal
to (26). Therefore, we need to show that given Q, Up and Vy
are independent, i.e.,

I(Uo: Vol Q) =0 (121)
Moreover, we have to show that
I(Uo; Y3 Vo, Q) = I(Uo; Y31 Q), (122)
I(Vo: Y3100, Q) = L(Vo: Y31 Q). (123)
To prove (122) and (123) we need to show that
I(Uo; VolY;, Q) =0 (124)
because if this equation holds we have
[(Uo; Y;1Q) = I(Uo; Vol @) + 1(Vo; ¥3|Vo, Q)
—I(Uo; VolY;, Q)
= I(Uo; Y;|Vo, Q), (125)
I(Vo; Y31Q) = I(Vo; Uo| Q) + I(Vo; Y3100, Q)
—I(Vo; UolY;, Q)
= I(Vo; Y3100, Q). (126)
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From (114)-(116) and (17)-(19) the equations in (121) and
(124) are equal to the following equalities, respectively,
I(Wi; WalZlyy, Sy, Yy ST =
W(Wi; WalYai, Si, 204y, ST Yy S* ‘)

(127)
(128)

First, we prove (127),
I(Wis WaZlyy, Sty Y 871

=2 2 Py =y, ST =

n i—1
Siy1 ¥

n i1 qi—l
]I(WI:W2|ZJ+1= i1 =S8y, .8 =

=S ST = s

n il =1
Sit1 § =
J#i

xT(Wis WalZ],y, Sy = sy, Y871 =

51y x

Si—])

Si—l)_
For a given s;, (22) implies that y; ; and therefore y; ; and z;

only depend on the channel input xg; ;. By using functional
dependence graphs [40], one can show that

Si—l) — 0

for fixed switch state information s'~! and si1- This com-
pletes the proof of the equality (121). By following the same
approach, we can also proof (128).

(Wi Wa|ZEyy, STy = rn Y st =

APPENDIX F
PROOF OF THEOREM 4
To prove Theorem 4, we first show that any achievable
rate pairs (R, Ry) will satisfy (27)-(29) for some distribution
factorized as (30).
Applying Fano’s inequality [34] results in
H(W1, Wa|YT') < ney
H(W1, W2|Y}) < nez
where g - 0, i =1,2 as P — 0.

We first derive the bound on R;.
secrecy (1) implies that

(129)
(130)

Note that the perfect

nRy —ndé < H(W;|Z") (131)
nRy —né < H(W»|Z"). (132)
Define,
= (zr,, Y7Ly, (133)
U{],i = (W1, Qi), (134)
Vi,i = (W2, Qi), (135)

From (131) we have,
nR; < H(W1|Z") +nd
= H(Wy) — I(Wy; Z™) +nd

(@)
= H(Wy) — HWi|Y], ¥3) — I(Wi; Z%) + n(e2 + 9)

@ 1w

1Y) —I(Wyi; Z") + ne
= Z [T(W1; Y10, Yo 1Y~ v57h)
i=1
—I(Wy; Zi|Z2, )] + ne
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n
= > [UW1, Z}' s Yo, Yail¥y ' Y

—I(Z2, 15 Y, Yol Wi, Y{ 1, v
—I(Wh, Y{=' vi~h Zilzz, )
Iy vt Ziwa, 28, )] 4 ne

n
= Z []I(Wla :‘—I—]; Yl,f: Y?"ilY;_l, Yi_l)
i=1
—IW1, Y™, v Zi 22, )] + ne
n
= > [z} Y, Yauly{ vy
i=1
HI(Wis Yi i, Yo, |20, Vit vih
~1(y, ', v, Zize, )
—lI(Wl, Zi\Z0,,, Y‘ ! Y‘_l)] +ne

(d} - -
Z[ﬂ(m Yii, Y2l 27, YL Y
—ll(wl, Z\Z} 0, YL Y] e

< Z [1(Wo,i; Y15, Y2,i1 Qi) — 1o i Zil @i)] + ne
i=1
(136)

where (a) follows from Fano’s inequality, (b) follows by
setting ¢ = &2 + 4. Equalities in (¢) and (d) result from
Csiszar’s sum identity [33] where we have

n
D U2 Y YailWh, YL v

i=1

n
= > I v Ziwh, Z2,)
i=1

n
D UZE s Y, Yol 7
i=1

—Z]I(Yl‘ Lyl zizr ).
i=1

(137)

(138)

The equality (e) follows from definition of random variables
in (133)-(135).

Now, by applying the same time-sharing strategy as (120)
we have

Ry < I(Uo; Y1, Y21 Q) — I(Uo; Z|Q) + ne. (139)

The bounds on R; and R + Ry can be proven similar to
the bound on R; by substitution of Wi by W> and W by
(W1, W), respectively. We omit the details for brevity.

APPENDIX G
PROOF OF THEOREM 5

We show that specializing the achievable rate region in
Theorem 1 and the outer bound in Theorem 4 to the noiseless
switch model identically yields the rate region in Theorem 5.
In the noiseless switch model, the sum-rate constraint is
redundant and does not appear.
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Corollary 2: By setting Uy=U; =Uy and Vo =Vi =V2
and considering the fact that Y1 = Y2, and therefore Y| = Y,
the achievable rate region in Theorem 1 will reduce to the set
of non-negative rate pair (R1, R2) such that

Ry < I(Uo: Y110, Vo) — I(Vo; Z|Q), (140)
Ry < I(Vo; Y{1Q, Uo) — I(Vo; Z]Q), (141)
Ri + Ry < I(Uo, Vo; ¥{1Q) — I(Uo, Vo: Z1Q), (142)

Jor some

p(q) p(uolq) p(volq) p(x1]uo) p(x2]vo). (143)

Corollary 3: By considering the fact that Y| is equal to Y,
the outer bound in Theorem 4 will reduce to the set of couple
rates (R1, R2) satisfying

Ry < I(Uo: Y{1Q) — I(Uo: Z1Q), (144)
Ry = 1I(Vo; Y11Q) — I(Vo; Z1Q), (145)
Ry + Ry < I(Uo, Vo; Y{1Q) — I(Uo, Vo: Z|Q), (146)

Jor some joint distribution

p(q) p(uo, volq) p(x1|uo) p(x2|vo)- (147)

By using a similar approach to the proof of Theorem 4 one
can show that for the outer bound we have

I(Up; Vo|@) = 0,
I(Uo: Vol Q, Y1) = 0.

(148)
(149)

Therefore, the achievable rate region in Corollary 2 and the
outer bound in Corollary 3 meet. By setting Q = @, Uy = X1,
and Vo = X, and considering the fact that the channel is
noiseless one can verify the region in Theorem 5.

APPENDIX H
PROOF OF THEOREM 6

The achievability proof is inspired by [12], and is based
on solving a dual secret key agreement problem in the
source model that includes shared randomness at all termi-
nals (see Fig. 5). In this dual model, rate constraints are
derived so that the input and output distributions of the
dual model approximate that of the original model while
satisfying reliability and secrecy conditions in the dual model.
The probability approximation then guarantees that reliabil-
ity and secrecy conditions can be achieved in the original
model. Finally, it is shown that there exists one realization
of shared randomness for which the above mentioned con-
ditions are valid, thus removing the necessity for common
randomness.

We develop the encoding and decoding strategies for the
source model and the original model, and derive and com-
pare the joint probability distributions arising from these
two strategies. We begin with the multi-terminal secret key
agreement problem in the source model as depicted in Fig. 5.
Let (U[’Er:z]: V[’BQ], X7, X3, Y, Yy, Z") be i.i.d. and distributed
according to

p(upo:21, x1) p(vo21, X2) (1, ¥2, 21X1, X2). (150)
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Fr, By

Sy
R

Fa, Fy )

Fpi.2), Fy FY

Y PR
Yp -
wl,wg

Fy.a, Fy, Fy

plyr, vz, Z|ﬂ|o;2]s‘U|o;2])

FI1:2IsF[1:2]>F|1:z]

Fig. 5. Dual secret key agreement problem in the source model for the
original problem.

Random Binning:

o To each ug, uniformly and independently assign two
random bin indices w; € [1, 2"R1] and fiell, 2”§1ﬂ.

« To each pair (uﬁ,u‘;‘) for j = 1,2 uniformly and

independently assign random bin index f; e[1, 2"R; 1.
« To each vy uniformly and independently assign two

random bin indices w; € [1,2"R] and f, € [1,2"R].
» To each pair (v, v}) for j = 1,2 uniformly and inde-

pendently assign random bin index f' € [1, 2"
« The random variables representing bin indices are:

Wi, Fiar, Fiop, Hiaop (151)

« Decoder 1 is a Slepian-Wolf decoder observing (yf,
fiias fis fi'), and producing (ig, a7) and (o5, 07), thus
declaring w1 = Wi(4j) and wy = Wz (0}) to be the
estimate of the pair (w1, w?).

o Decoder 2 is a Slepian-Wolf decoder observing (y;,
Jfi2s fi, f3'), and producing (iig, é5) and (3, 05 ), thus
declaring the bin indices wy = W (ig) and by = W2 (vg)
as the estimate of the pair (w1, w7).

To condense the notation, we define the following variables:

f £ (fi2, flrap fila)s (152)
i £ (ag, ug, at, i3, 55, 5, 07, 53). (153)

Each binning leads to a distribution (PMF). Furthermore,
in our problem, the binning itself is random and each binning
has a probability. Following Cuff [30] and [12, Remark 1], for
compact representation and ease of manipulation, we “stack”
the ordinary PMF of the individual binnings into a random
PMF. The random PMF induced by random binning is then
as follows:
P (ufg)5 V{0221 X[1:2)> Y15 V25 25 wi1:2), £, B)
= p(ujo.), jo:2)> X121 Y1> Y2, ") P(wpi:2), fii2lug, vg)
x P(fir2)> fizgl4jo2y o)
x P (ag, ay, g, 57 1y1, finay, f1, A1)
x PV (g, iy, 55, 5313, fina, fs 13)
= P(wp123, fii2), 45, 06) P (f1:275 121 #1215 01211465 ©0)
x p 7 |ujp.2) P53 1002 POVY> ¥2, 27 1X7, X3)
x PSY (ag, @i, 5, 67 1y7, finan, f1, 1)

SWewn wn wn ~
x P>V (ig, 3, o5, 05 |y5, fi121, fa, f2)
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= P(w1:21, fi1:2)) P (ugy, vglwii2), fi:21)
xP(f{1215 f{1:211405 v6) P ({127 071211405 9> fir2p5 f121)

x p(x{ ujo.0) P(X310[0.2) POV, ¥2, 2" 17, X3)
x PSW @ag, at, o5, 57 1y7, fua fis £

x PSW (g, iy, 55, 551y, fuan fs £3)- (154)

Here, PV denotes the PMF of the output of the Slepian-Wolf
decoder, which is a random PMF. W1, Wg and W1, Wg are
omitted because they are functions of other random variables.

We now return to the original problem illustrated in Fig. 1

except that, in addition, a genie provides all terminals with
shared randomness described by (Fji.2], F[’m], F[”l’ 27)» Whose
distribution will be clarified in the sequel. In this augmented
model:

« The messages W and W, are mutually independent and
uniformly distributed with rates Ry and R, respectively.
The shared randomness (Fi, F2) is uniformly distributed
over [[1, Z"R']] M1, 2”R2]1 and independent of W, W.

« Encoder 1 and 2 are stochastic encoders producing
codewords Uj and V' according to distributions
P(uglwyi:2), fi12)) and  P(oglwpiay, fl12)), respec-
tively, which are the marginals of distribution
P(ug, vy|wy1:2), fi12]) appearing in (154). This choice
of encoder establishes a the connection between the two
models.

« The four random variables Fj,, Fjj,, are mutually

independent and uniformly distributed over, [[1, Z"Rl]] and
[1,2"R2, [1, 2"R{7 and [1, 2"R2 ], respectively. They are
also independent of (U, V') and therefore are indepen-
dent of (W[1:2), Fj1:21)-

« Encoder 1 and 2 further generate Uy}, V[], accord-
1ng to P(u[] 211455 205 f{1:27> fi1:2)) and P (ofylug,
00> f{1:2)> f{1:27)- respectively, which are marginal distrib-
utions of P(“ﬁ;z]a of‘m]mg, g, f[’l:z], f[] 2]) from (154).

« Encoder 1 generates X7 i.i.d. according to p(xi|ujo.2)).
Encoder 2 generates X5 i.i.d. according to p(x2|vjo:21).
X1, X, are transmitted over the channel.

o Decoders 1 and 2 are Slepian-Wolf decoders inherited
from the source model secret key agreement problem,

observing (7, fi121, f{, f{’) and (¥3, fi12, f3, f3), and
producing (dg, 47, o5, 07) and (i, a3, o5, v5), respec-
tively. Therefore the following random PMFs for the
decoder output distributions are inherited from the source

model:
PSW('ﬁEJ ﬁ?: 635 61 |.V?: f[l:?-]? f{! f]”):!
PV g, i3, 55, 5315, fna, f. f3)-
« Decoders 1 and 2 then produce estimates of (Wj, W),
which are denoted (Wi, W2) and (W, W7) respectively.
The random PMF induced by the random binning and the
encoding/decoding strategy is as follows:

P (ufy01, iy Y15 V55 2" wii2), £, )

= pY (w2 p? (f1:2) P, v lwpi2y, firz)
x pV (/i :2])PU (12D P @127, 0[1.2) 1455 065 fi12)5 fii2)
XP(x’f|”?0;2])P(13|U?0;2])P(.V?a ¥3, 2" |x{, x3)
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SWean ~n =~
x P (Hg,HT,US,UI|y?,f[];2],f{,ff;)

x PV (ig, i, 55, 5315, fuar, 3, 13)s
where f and 1 are defined in (152) and (153), respectively,
and p is the uniform distribution.

We now find constraints that ensure that the PMFs P and
P are close in total variation distance which is a central step
in the analysis of the OSRB. For the source model secret key
agreement problem, substituting X1 = X, < Up, and X3 =
X4 < VW, in [12, Theorem 1] implies that W;.7] is nearly
independent of Fjj.7) and Z", if

(155)

Ri + Ry < H(Uo|2), (156)
Ry + Ry < H(V|Z), (157)
Ri + Ri + Ry + Ry < H(Uo, Vo|Z). (158)

Note that [12, Theorem 1] returns a total of 15 inequalities,
but the remaining are redundant because of (156)—(158). The
above constraints imply that

P@E", wpiay, fir2) e p@)pY (wi2)p? (fira).

Similarly, substituting X; < (Up, U1), X2 < (Up, U2),
X3 < (Mo, V1), X4 < (W, V2), and Z <« (Up, Vo, Z) in
[12, Theorem 1] implies that (f}}.5), f{1.2)) are nearly mutually
independent and independent of (Up, Vp, Z), therefore they are
independent of (wr1:2], fi1:21), if

R, < H(U;|Uo, Vo, 2), (159)

R} < H(V;|Uo, Vo, Z), (160)

Ri + R} < H(U\, V;|Uo, Vo, 2), (161)

Ry + R} < H(Uy, V;|Uo, Vo, Z), (162)

R, + R, < H(Uy, U2|Uo, Vo, Z), (163)

R} + Ry < H(V1, V2|Uo, Vo, Z), (164)
R+ Ry + R} < H(Uy, Ua, V;|Uo, Vo, Z), (165)
R+ R + Ry < H(U;, V1, V2|Uo, Vo, Z), (166)

Ry + Ry+R{+R; < H(U1, Uz, Vi, V2U, Vo, Z), (167)
for j =1, 2. The above constraints imply

P(2", ug, v, flia)s fiia)
~e p@",ug, 00)PY (Frapp? (filap-  (168)

Hence,

P(wpa), fi12) ~e P(wpiay, fi12)

= pYwp2)p? (fr2p), (169)

P(fi121> fi1:2114p, v5) ~e f’(f[’l 21> fi1:21140 ©5)
=7r (f[l 2])PU(f[12]

In other words, the inequalities (156)—(158) and (159)-(167)
imply that

(170)

P(", w2y, fi2s fiy z],f[’{z])
~e p@")pY (wn2p)p? (fira) p? (fh 2])P (fi1:2))-

Here, the PMF P(z") is equal to p(z") because the marginal
distribution does not include random binning.
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Therefore, the distributions in (154) and (155) are nearly
equal, that is

P(ufg): vj02 Y15 Y25 2> w121, £, 1)
Re P(Ufoa), {02, Y15 V3, 2" w2y, £,0). (172)

Similar to indirect decoding for channel coding it is possible
to use indirect decoding for source coding. More precisely,
the first and the second decoders only need (ug, vy ) to decode
(w1, w2). Decoder 1 and Decoder 2 can indirectly decode
(ug, vg) from (¥, fri2), f{, fi') and (33, foi), £, £

respectively. From [12, Lemma 1] decoding is successful if

R+ R > H(Uo, Uj|Vo, Vj, Y)j), (173)

Ry + R > H(Vo, V;|Uo, U;, Yj), (174)

Ry + R+ R > H(Uo, U}, Vj|Vo, Yj), (175)

R+ Ry + R} > H(Vo, V;|Uo, U}, Y;j), (176)
R+ Ry + R] > H(U;, Vo, Vj|Uo, Y)), (177)

Ri+ R+ Ry + R} > H(Uo, Uj, Vo, V;[Y)), (178)

for j =1, 2. Note that, inequality (176) is redundant because
of (174). It yields

n n n n n A~
P(”[o:zla V1021, Y15 Y2, 25 w123, £, 1)
—~ n n n .n _n
~e Pugoa), vj00)5 Y15 Y252 wi2), )
*“Migmigmay = =iz} > sg=ig=og ir=o.3=03)

(179)
From equations (172), (179), and the triangle inequality,

ST n n . n _n -
P(“[o;z]: V1021, Y15 Y2, 25 w123, £, 1)
~e P(ujp.), 0f02)> Y15 Y2, 2" wpi2), )
X Mapigmug i =g} * U {sg=sp=og.sp=o.5=05)

(180)

For convenience, we reintroduce a lemma from [12]:

Lemma 2: ( [12, Lemma 4]) Consider distributions pxn,
pyr|xn, gxn, and qyn\x» and random PMFs Pxn, Pynxn,
Qxn, and Qyn\xn. Denoting asymptotic equality under total
variation with =., we have:

1)

(181)
(182)

PX:: e an — PXN PY!IlX!I e QXnPYann,
Pyn Pynjxn = QxnQynxn = Pxn =¢ Qxn.

2) If pxnpyn|xn =¢ qxnqyn|x», then there exists a sequence
x" e X" such that

PYn|Xn=xn Re Qyn|Xn=xn. (183)
3) If Px» =¢ Qx» and Pxn Pyn|xn =, PxnQyn|xn, then
Pxn Pyn|xn ¢ Qxn Qyn|xn. (184)
Using Lemma 2, Equation (182), the marginal distributions
of the two sides of (180) are asymptotically equivalent, i.e.,
f’(u?o:z], V0215 2> wi12, £, B) e P(ujp.0p, 0[021 2 w1:2], )
<1 {ap=ig=up.ar=uy,is=u3 } 1 {p=ig=og.67=07 55=01}"

(185)
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Using Lemma 2, Equation (181) we multiply the two sides of
Equation (185) by the conditional distribution:

S v - - n n n il
P(wl, wi, w2, w2|u[{]2], 0[0:2], Z N w[[z], f, ll)

=1 - R | p v = s
{Wl(ug)=w|,W1(u3)=w1} {W2(00)=w2,W2(vﬂ)=w2}
to get:
a1 n n A oA v - w
P(u[{];l]a U[{];Z], i, wr1:2], f:! u, wi, w1, W3, w?.)
e P(HE‘O;Z]J Uf‘o;z], Z", w121, 1)
Mgy = =iz} * Hg=ig=opi1=07,53=03)
x1 iy n o1 X1 p -
{Wl (ap) =iy, Wy ()=t } {W2(03}=w2,wz(vﬂ)=m]
_ n n n
= Poa) o2 % 002 ) X fgn_in_n in i in i)
X Lo snmop s1=on =0t} X Linmisimun, drmity=un

(186)

where Wi(ug) = w1 and Wa(vj) = w, denote the bins
assigned to ug and vgj, respectively. Using (186) and Lemma 2,
Equation (181) leads to

P, wpia), £, 1, 1, 2, 12) ~e PE", w12, f)

x 1 (187)

{t?n=u')1=w1,ﬁ12=ﬁ12=wz]'
Using equations (171) and (187) and Lemma 2, Equa-
tion (184) leads to

P(z", wyi), £, 1, 1, 2, 1h2) =~ pE™)pY (wp2), fi1:2))

Uy gt "
xp~ (fi12p> fi2p ¥ ﬂ{g,lzd,lzwl’ﬁ,F@:wz]- (188)

We now eliminate the shared randomness (Fji., F[’]:Z],
F[’l’ :2]) without affecting the secrecy and reliability require-
ments which is a key step in the analysis of OSRB. By using
Definition 3, Equation (188) ensures that there exists a fixed
binning with corresponding PMF p that, if used in place of
the random coding strategy P in (155), will induce the PMF
p as follows:

p@", w2y, fit2n, fiap fiap ©1, 01, 02, ©2)

~ U U

~e p@")p” (wpay, fit2)p” (frap fila)

(189)

x 1[®|=&J1=w1,®2=®2=m]'
Now, using Lemma 2, Equation (183) shows that there exists
an instance of (fj12), f[’] 27 f[’f:Z]) such that:

p@E", wpiy, 01, 1, 02, 02| fi1:21, 1215 f1:21)

~. p@")pY(w1)pY (w1 (190)

{’i’l=’i’1=wl,ﬁ’2=&’2=w2}.

This distribution satisfies the secrecy and reliability require-
ments as follows:

« Reliability: Using Lemma 2, Equation (182) leads to
p(wpiy, 01,1, ©1,2, 02,1, W2,21 fi1:21, fr2y5 i2p)
(191)

S L s
{w1=w1=w1,wz=wz=w2}

which is equivalent to:
ﬁ'({(ﬁ’l, W) # (W1, W)} U {(Wh, Wa) # (Wi, Wy))

|f[1:2]= T2y f[’f:z]) — 0.
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o Security: Again, using Lemma 2, Equation (182)
p@E", wnall fnar, frap fita) e PEPY (w1)p” (w2).

Finally, we identify p(x{|w1, f1, f[”l :2]) and p(x7|wa, f2,
f{i2)) (which is done by generating ujo:2) and vjo:2) first,
respectively) as encoders and the Slepian-Wolf decoders as
decoders for the channel coding problem. These encoders and
decoders lead to reliable and secure encoders and decoders.

By applying a computer generated Fourier-Motzkin proce-
dure [36] to (156)+(167), (173), (174), and (178) the achiev-
able rate region for the strong secrecy regime in Theorem 6
is obtained.

Remark 7: The random distributions P (ug, vg|wpi:2],
Jua) and Pufy ), vf1|45, 06, fiiap fily) factorize as

P(uglw1, i) P(oglw2, f2) and P(“ﬁ;z]mg,f[fl;z])P(Uf‘];zl |05,
f{i.2)), respectively, which means that Encoders 1 and 2 are
not using the common randomness and the message available
at the other encoder to generate the common and private
random variables. The common randomness (F, F[’] :2])
represents the realization of Encoder 1’s codebook and
(Fa, F[”{ :2]) represents the realization of Encoder 2’s codebook,
which is available at all terminals, but the codebook at one
encoder does not depend on the codebook of the other encoder.

Remark 8: The achievable region described in the proof
of Theorem 6 was without time sharing, i.e., Q = §. One
can incorporate this into the proof by generating i.i.d. copies
of Q, and sharing it among all terminals and condifioning
everything on if.
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