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In this paper, we study equilibria of differential equation models for networks. When interactions
between nodes are taken to be piecewise constant, an efficient combinatorial analysis can be
used to characterize the equilibria. When the piecewise constant functions are replaced with
piecewise linear functions, the equilibria are preserved as long as the piecewise linear functions are
sufficiently steep. Therefore the combinatorial analysis can be leveraged to understand a broader
class of interactions. To better understand how broad this class is, we explicitly characterize how
steep the piecewise linear functions must be for the correspondence between equilibria to hold.
To do so, we analyze the steady state and Hopf bifurcations which cause a change in the number
or stability of equilibria as slopes are decreased. Additionally, we show how to choose a subset of
parameters so that the correspondence between equilibria holds for the smallest possible slopes

when the remaining parameters are fixed.
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1. Introduction

An analysis of the dynamics of systems of differen-
tial equations (ODE) forms a bedrock of modeling
of complex systems ranging from natural sciences to
social sciences and, most recently, in data science.
General questions are notoriously difficult, as three-
dimensional ODE systems can exhibit chaotic
dynamics. Fortunately, in many applications in biol-
ogy, the structure of interactions between chemi-
cal species or organisms is captured by a directed
graph, called a regulatory network, and each pair-
wise interaction can be modeled by a monotone
bounded function. However, there is usually not
much additional information about the precise
shape of these nonlinearities; they do not come from
first principle physical models. Matching quanti-
tative predictions of such models to experimental
data and/or predicting outcomes of an experiment

therefore requires precise experimental measure-
ments of all interaction nonlinearities or suffi-
cient preliminary data to fit parameters. Another
approach is to predict qualitative features of the
dynamics from the structural constraints given by
the network and which are valid for an entire class
of uncertain nonlinearities. The aim of this paper
is to further develop mathematical methods used in
the latter approach.

This paper uses a methodology based on a
particular class of interaction nonlinearities called
switching functions. These functions are piecewise
constant with a single threshold 6 and take either a
lower value L or an upper value U. These switching
systems of differential equations have been used as
models of gene regulatory networks since the 70’s
[Glass & Kauffman, 1973; Glass & Pasternack,
1978; de Jong, 2002; Thomas, 1991; Edwards, 2001;
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Cummins et al., 2016; Ironi et al., 2011; Gedeon,
2020]. However, using these functions as the right-
hand side of an ODE system presents several tech-
nical challenges, especially how to deal with the fact
that the vector field is not defined at thresholds 6.
The idea of the newer DSGRN (Dynamic Signa-
tures Generated by Regulatory Networks) approach
[Cummins et al., 2016; Gedeon et al., 2018; Gedeon,
2020], supported by a suite of corresponding soft-
ware [Cummins et al., 2020}, is to capture informa-
tion about the network dynamics given by switch-
ing system models in the form of combinatorial
(finite) data, and then use this data to rigorously
establish results on well-defined dynamics of ODE’s
with continuous right-hand side that are a small
perturbation of the switching functions. We have
shown in a previous paper [Duncan et al., 2021] that
when switching functions are replaced with smooth
sigmoidal perturbations of the switching functions,
all equilibria and their stability of the resulting
system can be inferred from the combinatorial
data.

This work is devoted to addressing the quan-
titative question of how big this neighborhood is,
i.e. how far sigmoidal functions can be perturbed
from switching functions and still maintain the
same equilibria and their stability. We formulate
this problem as bifurcation problem: how far can
we perturb switching functions before there must
be a bifurcation resulting in loss of stability or a
loss of an equilibrium? The immediate challenge
is that this question, as stated, is too broad since
there is no good parameterization of all sigmoidal
functions. We therefore restrict our attention to a
particular subclass of sigmoidal functions that are
easy to parameterize and where bifurcations are eas-
ier to track — ramp functions. Ramp functions have
two constant parts which have values (in agreement
with the corresponding switching function) L and
U, and the sharp transition at the threshold of the
switching function is replaced by a linear ramp that
joins these two parts over an interval of length 2e.
This €, or alternatively the slope of the ramp |U2_6 L',
are natural parameters that measure how far a ramp
function is from a switching function.

Our results provide, for a given network struc-
ture, explicit bounds on ¢ across all ramp nonlinear-
ities that guarantee the persistence of all switching
system equilibria and their stability. Using theory of
bifurcations of piecewise linear systems, we explic-
itly describe the steady-state bifurcations (i.e saddle

node and pitchfork) and Hopf bifurcations that lead
to disappearance of the equilibria or a change in
their stability as the steepness of the linear portion
of the ramp functions decrease. We also solve an
optimization problem where we fix values of L and
U for all switching nonlinearities but optimize the
placement of thresholds 6 that maximizes the criti-
cal € across all such placements.

There are two areas of applications of this work.
One is in the area of gene regulatory networks.
As an example, we mention epithelial-mesenchymal
transition (EMT) [Jolly et al., 2016; Hong et al.,
2015] which is responsible for phenotype switch-
ing between epithelial phenotype where cells are
a part of well organized tissue, and mesenchymal
phenotype in which cells can travel to other tissues
through the bloodstream. EMT is thought to be
responsible for the emergence of cancer metastasis.
In an earlier work [Xin et al., 2020], the author
used DSGRN to scan over the entire 42-dimensional
space of parameters of the EMT network and found
parameters where the switching system ODE has
up to eight stable equilibria. While two of these
equilibria correspond to pure epithelial and mes-
enchymal states, the others correspond to so-called
intermediate states. The number and characteriza-
tion of these states is a hotly debated issue in cancer
systems biology, since they may correspond to phe-
notypes that are more aggressive and have poorer
clinical outcomes. Results of this paper can be used
to establish how many of these intermediate states
occur in ODE models with ramp function nonlin-
earities with moderate steepness. This is motivated
by the fact that biologically realistic exponents in
Hill function models are usually assumed to be in
the range of 2—4.

Our result may be of interest in deep learning
community. Echo state networks [Jaeger & Haas,
2004] have roots in recurrent artificial neural net-
works (rANN), that were introduced by Hopfield
[1982] and Grossberg [1988] almost 40 years ago.
While there are many implementations of echo state
networks under many different names, the main
structure is a network whose nodes are connected by
weighted directed edges, where each node processes
the collection of input through a nonlinear function
(binary, sigmoidal, or a ramp). For these networks,
our work provides a characterization of the number
and stability of equilibria for steep ramp functions,
with explicit bounds on their steepness, based on
the structure of the network.
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2. The Regulatory Network and
Switching Systems

Definition 2.1 [Cummins et al., 2016]. A regula-
tory network RN = (V, E) is an annotated finite
directed graph with vertices V' = {1,..., N} called
network nodes and directed edges £ C V x V x
{1,—1}. An annotated edge (j,4,+1) represents an
activation of node 7 by node j and is denoted j — i;
annotated edge (j,i, —1) represents repression of
node 7 by node j and is denoted j = i. We write
sij = 1if j — 4 and s;; = —1 if j - 4. We indicate
either 7 — ¢ or j - ¢ without specifying which by
writing (j,i) € E. We allow self edges, but admit at
most one edge between any two nodes. The set of
sources and targets of a node are denoted by

S(k) ={jl(j,k) € E} and
T(k) ={jl(k.j) € E}.

To an RN, we associate a switching system of
the form

&= —-Tz+ Ax), (1)

where I is a diagonal matrix with entries I'j; = ;
and A is a nonlinear function of the form

Pi

Ai(e) =T D ouslay) (2)

(=1jel,
with Iy,...,I,, a partition of S(i). Each o;; is a
switching function of the form
L;j, sij =1land z; <6;; or
sij = —1 and xz; > 0;;
oij(xj) = Uij, sij =1 and z; > 6;; or
sij = —1 and z; < 0;;
undefined, if z; = 0;;.

(3)

The parameter Z = (L,U,0,T'), where L :=
(Lij), U == (Uij), 0 := (6;;) are vectors indexed by
(17), is the switching parameter. We denote a switch-
ing system parameterized by Z by SWITCH(Z).

To the same network RN we also associate
a ramp system, R(Z,e), where Z is a switching
parameter and ¢ € RY*N is a perturbation param-
eter. We say €’ < € or ¢/ < € when the component-
wise comparisons &;; < € or £;; < &;; hold for each
(j,i) € E, respectively. The dynamics of a ramp
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system are defined by
& =-Tz+R(z;¢) (4)
where R is defined by

Ri(z;¢) := H > Rijlajiey) (5)

=1jel,

and R;; is a ramp function of the form

Rij(xj;eij)

Lij7 Sij = 1 and T < Qij — & Or
Sij = —1 and T; > (91‘]‘ + €ij

Uij, Sij = 1 and T > Qij +e€i; or
= Sij = —1 and T; < Gij — Eij

Uij + Lij

5 T s (zj — 035),

bij — i < xj < 05 +¢€ij

(6)
Uij—Lij :
and m;; 1= =, We call the pair (Z,¢) a ramp
parameter.
Example. Throughout the paper we will illustrate

the concepts on a simple example of a two-node
network we call the positive toggle switch, where the
two nodes mutually activate each other, i.e.

RN = (V. E) = ({1,2},{(1 = 2),2 = 1)}).

We chose the name positive toggle switch for its
resemblance to the toggle switch introduced in
[Gardner et al., 2000], in which the nodes mutu-
ally repress each other rather than activate. The
associated switching system has the form

1 = —m1x1 + o12(22),

To = —yox2 + 021(21),

where s19 = s91 = 1. The associated ramp system
has the form

1 = —m121 + Ria(w2;€12)

T9 = —yox2 + Ro1(21;€91).

3. Equilibria of Ramp Systems

Both switching systems and ramp systems have an
associated cell complex which we call the switching
complex and ramp compler, respectively. As defined
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Fig. 1. Complezes x(0), x(g), and neighbors in the positive toggle switch example. (a) Complex x(0). Each box, line, and
point is a cell. The cell 7 = {621} x (0, 012) is indicated by the orange line. For 7, the direction 1 is singular and the direction 2
is regular. The 2-neighbors of 7, (see Definition 5.5) 7'2+ and 7, , are indicated by the blue circles while the 1-neighbors, 7,

and Ti", are the labeled two-dimensional cells. (b) Complex x(e). Cell 7(¢) is indicated by the orange box and 7'3' (e) by the
blue box. The cell 75 (¢) = 7()5 is the labeled blue line. Cells 7(¢)] and 7(g)] are the labeled vertical lines.

in [Duncan et al., 2021], a cell complex is a parti-
tion of phase space I_if generated by a threshold
set. Each cell in a cell complex is defined by choos-
ing either an interval with end points defined by
consecutive thresholds or a threshold singleton for
each direction. The threshold sets and correspond-
ing complexes for switching and ramp systems are
defined below. See Fig. 1 for the switching and ramp
complexes for the positive toggle.

Definition 3.1

(1) For each j € V, we define 0_; := 0, 0; := 00,
€_00j =0, €00 := 0, and

@j(Z, 6) = {9@' + €ij > 0 ‘Z S T(])}

U {(900]', 9_00]»}.

The ramp threshold set is the collection ©(Z,
g) = (©1(Z,¢),...,0n(Z,¢)) and O(Z,0) is
the threshold set for a switching system.

(2) A cell 7 associated to the threshold set ©(Z,¢)
is a product of £k < N thresholds and N — k
open intervals whose end points are consecutive
thresholds. That is, after reordering the vari-
ables, a cell can be written as

k N
T = H{Cijj} X H (Caji»Coji)»
j=1 J=k+1

where (i j,Ca;j5 ;5 € ©4(Z,€) for each j. The
cell is regular if kK = 0 and singular otherwise.

We let 7;(7) denote the projection of 7 onto
the jth direction and say j is a singular direc-
tion of 7 if m;(7) is a singleton and a regular
direction if 7;(7) is an interval. We denote the
set of singular directions by sd(7).

(3) The ramp complex x(©(Z,e)) is the collec-
tion of cells associated to the threshold set
©(Z,e). When ¢ = 0, we call the cell com-
plex x(©(Z,0)) the switching compler. When
the switching parameter Z is clear from con-
text we will write x(¢) for the ramp complex
and x(0) for the switching complex.

Given a ramp system, we are interested in
determining the location of equilibria by identify-
ing the regular cell they belong to. That is, we are
not concerned with determining the precise value of
an equilibrium but rather in which cell 7 the equi-
librium is contained. Note that since the ramp sys-
tem is affine in each regular cell, each such cell can
contain at most one equilibrium.

Definition 3.2. Let (Z,¢) be a ramp parameter. If
T € x(¢) contains an equilibrium of R(Z, ¢), then 7
is a R-equilibrium cell.

For switching systems, equilibrium cells are
defined differently because making an arbitrar-
ily small perturbation of a switching system into
a system with a continuous right-hand side may
introduce new equilibria. Therefore, we define
SWITCH-equilibrium cells to be those cells to which
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the equilibria of a continuous system is limited to,
and this system is taken from some class of contin-
uous systems. These cells 7 € x(0) can be singular.
In this paper, we take the class of continuous sys-
tems in the definition to be ramp systems, although
in [Duncan et al., 2021] a larger class of sigmoidal
systems was used. Theorem 11, together with the
characterization of SWITCH-equilibrium cells given
by Theorem 3.13 of [Duncan et al., 2021], imply that
the collection of equilibrium cells defined by using
these two classes of systems is the same.

Definition 3.3 [Duncan et al., 2021]. Let 7 € x(0).
If there is an A € RJIXN so that for all ¢ < A, a
ramp system R(Z, ) has a fixed point 2° satisfying
z° — 7 as ¢ — 0, then 7 is a SWITCH-equilibrium
cell. If 7 is a singular cell, then z¢ is a singular
stationary point (SSP).

Theorem 3.13 of Duncan et al. [2021] shows that
SWITCH-equilibrium cells can be identified solely
from a list of inequalities between parameters. In
Theorem 1, we give an explicit upper bound on
the size of the perturbation parameter € so that
there is a one-to-one correspondence between R-
equilibrium cells and SWITCH-equilibrium cells.
Together, these theorems can be used to identify all
R-equilibrium cells provided ¢ satisfies the bound.

3.1. Weak equivalence of ramp
and switching parameters

This section describes a relationship between the
ramp complex and switching complex that holds
when ¢ is small enough. Small enough is made pre-
cise by the notion of weak equivalence, which we
define after the following nondegeneracy condition
which we will assume throughout the remainder of
this paper.

Definition 3.4 [Duncan et al., 2021]. The switching
parameter Z is threshold reqular if

e For all (j,i) € E, 0;; >0, and
e for all 1€V, ig,19 € T(]), 9@'1]’ 7é (91‘2]'.

Definition 3.5. Consider a threshold regular
switching parameter Z. For j € V, denote the
ordering of the thresholds {6;; +¢;; |7 € T(j)} by
O;(Z,¢e). The order parameter is the collection of
these orders, O(Z,e) = (01(Z,¢),...,0n(Z,¢)).
We say the ramp parameter (Z,e) is weakly

Stability and Bifurcations of Equilibria in Networks

equivalent to the switching parameter Z, denoted
Z ~w (Zye), it O(Z,e) = O(Z,€') for all &/ < e.

Weak equivalence implies the existence of a
bijection between the regular cells of the ramp com-
plex and the cells of the switching complex. Let

X0 = X(0)\{T €x(0)[3j € V,m;(7) C {0-ocj, Oc;j}}

be the cells that do not lie on the boundary of the
positive orthant Rf . When Z ~w (Z,¢), there is
a bijection that maps cells in xg to N-dimensional
cells in y(e)™)

¢ i xo — x(©)W), ¢ = (¢5,....¢5)
defined by
(0i;5 — €i;5. 0355 + €ij5),
J €sd(r),mi(m) = {0:;;}
(1) — !

(Oa;j + €aj55Ob;5 — €b;5)
J & sd(r),mi(1) = (0ay5, 0b,5)-

See Fig. 1(b) for illustration. Note that if
O(Z,e) = O(Z,€'), then ¢¢ = (¢°) ' o ¢° is a
bijection between y(e)®) and y(e)™V).

While ¢¢ is a bijection, the map ¢ can be
extended to a homeomorphism. The map ¢° pre-
serves the following property: if 7 is a neighbor
(defined precisely in Definition 5.5) of k in xo
then N-dimensional cells ¢°(7) and ¢°(k) share an
(N — 1)-dimensional boundary in x(g).

We can extend ¢° to all cells, 7 € x(0), through
the map ¢° : x(0) — x(e) defined by

F(r) o mi(7), mi(1) C {0-c0j, oo} o

¢5(7), otherwise.

Given 7 € x(0), we define 7(¢) := ¢°(7). For a
cell 7 € x(0) of a two node regulatory network,
Fig. 1(a) shows its neighbors. The corresponding
cell 7(e) and its neighbors are depicted in Fig. 1(b).

3.2. The combinatorial parameter
and strong equivalence

Having provided a relationship between the switch-
ing and ramp complexes, we now proceed to relate
the dynamics of the two systems. This is accom-
plished by generalizing the notion of combinatorial
parameter, introduced in [Cummins et al., 2016] for
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switching systems, to ramp systems. In [Cummins
et al., 2016], combinatorial parameters are equiva-
lence classes of switching parameters which gener-
ate the same global dynamics of (1) as described
by a state transition graph for the system. Here we
extend combinatorial parameters to include ramp
parameters with nonzero € such that the equilib-
rium cells are the same within each equivalence
class. To do so, we first define the set of nondegen-
erate ramp parameters over which the equivalence
classes will be defined.

Definition 3.6

(1) The ramp parameter (Z,¢) is regular if

Z is threshold regular,

for all (],Z) el 0< Lij < Uij,

forall k € V, 3 > 0, and

for all kK € x(0)™) and (j,i) € E, v;(0;; +
eij) # NAj(r) for each threshold 6;; which
defines .

(2) The switching parameter Z is regular if (1)
holds with € = 0.

This definition for regular switching parameters
coincides with the definition for regular parameters
in [Cummins et al., 2016]. We now proceed to define
combinatorial parameters.

Definition 3.7. Consider a regular ramp parameter
(Z,¢).

(1) The input combinations of the ith node is the
Cartesian product
In; := H {off, on}.
J€S (@)
The indicator function, 1; : Ri(i) — In;, is
defined component-wise by

off, sij =1land z; <6;; or
sij = —1 and z; > 0;;
1;j(x) :== { on, sij =1and z; > 6;; or
sij = —1 and z; < 0;;
undefined, otherwise.
The o-valuation function, v; : In; — RS is
defined by
L;j, Aj = off
vij(A) = Q Uy, Aj =on
undefined, otherwise.

Note that o;; = v;j o 1;;. The A-valuation function,
w; : In; — R, is defined by

wi(A) = H > vii(A).

—1jel,
Note that A; = w; o 1;.
Define L; : Inj x T(j) x {—,+} x RN —

Li(A, 4, £5e) == sgn(—;(0i; £&ij) +w;(A)).

When ¢ = 0, we drop the “+” argument. The
logic parameter is the collection L(Z,¢) := (L1(+,-,
g),...,Ln(+, - 58)).
(2) We define an equivalence relation (Z,e) ~
(Z',€") whenever (L(Z',¢),0(Z",¢")) = (L(Z,¢),
O(Z,¢)). The combinatorial parameter is an equiv-
alence class under ~ and is denoted by P(Z,¢).
In other words, (Z',¢') € P(Z,e) whenever
(L(Z',¢"),0(Z",€")) = (L(Z,¢), O(Z; ¢)).

We use the combinatorial parameter to define a
notion of strong equivalence between a ramp param-
eter and a switching parameter.

Definition 3.8. Let (Z,2) be a regular ramp
parameter. The switching parameter Z and (Z,¢)
are strongly equivalent, denoted Z ~g (Z,¢), if for
all &/ < e, P(Z,e) =P(Z,&).

Note that strong equivalence implies weak
equivalence. The power of strong equivalence is that
it not only allows identification of cells in x(0) with
cells in x(g), but in addition, allows us to use knowl-
edge about the dynamics of SWITCH(Z) to make
inferences about the dynamics of R(Z,¢). This is
made precise in Sec. 7.

Example. Consider a two node regulatory network

defined by
RN = (V,E) = ({1,2},{(1,2),(2,1),(2,2)})
at a switching parameter Z satisfying
Lis < 091 < Uys and
Loy Loy < 012 < L1Uzz < bag < Usy Lo < Uz1Usa.

For strong equivalence Z ~g (Z,¢) to hold, all of
the thresholds of the ramp system must obey the
same inequalities, i.e.

Liy < f91 —e91 < a1 +€21 <Ujpa, and
Loy Los < 019 — €12 <012+ €12 < L1 Uag < O35 — €99

< O2g + €29 < Uz Log < Uz Uss.
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For weak equivalence Z ~yy (Z, ) to hold, only the
inequalities between thresholds need to be satisfied,
ie.

012 + 12 < bo2 — €99.

Weak equivalence but not strong equivalence can be
satisfied if, for example,

021 — €21 < L12 < 031 + €21 < Uiz, and

Lo1 Loy < 012 — €12 < b12 + 12 < Lo1Use
< g — 99 < UziLag < 099 + €92

< Ua1Uss.

3.3. Characterization of
R-equilibrium cells

First, we note that the proof of Theorem 3.13 in
[Duncan et al., 2021] could be modified to show that
there is a unique ramp equilibrium limiting to each
SWITCH-equilibrium cell. However, the structure of
ramp systems allows us to improve on the theorem
by obtaining an explicit upper bound on ¢ so that
the correspondence between SWITCH-equilibrium
cells and ramp equilibria is maintained. The proof
can be found in Sec. 7.

Theorem 1. Let Z ~g (Z,e). Then o € x(g) is an
R-equilibrium cell if and only if o = 7(g) for some
SWITCH-equilibrium cell T € x(0).

Moreover, if an equilibrium ezists in a cell 7(g),
or in a cell T, then it is unique. If T € x(0) is
a regular equilibrium cell then the equilibrium of
SWITCH(Z) in T, as well as the corresponding equi-
librium of R(Z,¢) in 7(e), are stable.

4. Stability and Bifurcations of
Equilibria in Cyclic Feedback
Networks

In this section, we study a special class of systems
called cyclic feedback systems (CFS). As shown in
Duncan et al. [2021], any switching system can be
locally decomposed into a product of cyclic feed-
back systems. A key theorem in Sec. 5 shows that
a similar decomposition holds for weakly equivalent
ramp systems. This allows us to generalize results
for ramp CFS to general ramp systems. Therefore,
we first study stability and bifurcations of equilib-
ria in CFS in this section and then generalize the
results to general networks in Sec. 5.

Stability and Bifurcations of Equilibria in Networks

Definition 4.1. A cyclic feedback network (CFN)
is a regulatory network RN = (V,F) with N
nodes such that £ = {(1,2),(2,3),...,(N — 1, N),
(N,1)}. A cyclic feedback system (CFS) is switching
or ramp system associated to a CFN. The network
RN is a positive (resp., negative) CEN if RN is a
CFEFN and H] s(j+1)j =1 (resp., H] S(j+1)j = —1)

Given a RN is a CFN, we assume without loss
of generality that each edge (j,7 + 1) of a CFN is
activating, i.e. s(j;1); = 1, except possibly for the
edge (N, 1). This can be done because every CFN
can be put into this form via a change of variables
[Gedeon & Mischaikow, 1994]. Given a ramp CFS,
R(Z,¢e), we let M(e) := []; m(j11);((j+1);) denote
the product of the magnitude of the slopes of the
ramp functions.

Vital to this discussion of equilibrium cells is
the notion of a loop characteristic cell, defined
below.

Definition 4.2 [Duncan et al., 2021]. Given 7 €
x(0), we associate a map

ij, ] S Sd(’i‘)

prV =V, pf(j)={.
J, otherwise

and say 7 is a loop characteristic cell if p™ is a per-

mutation on sd(7). We denote the set of loop char-

acteristic cells by LCC. Note that all N-dimensional

cells k € x(0) are automatically loop characteristic

cells, since sd(x) = ). Therefore Y\) ¢ LCC.

We note that SWITCH-equilibrium cells are a
subset of loop characteristic cells [Veflingstad &
Plahte, 2007; Duncan et al., 2021].

4.1. Stability of equilibria for CFS

If strong equivalence holds for a ramp parameter,
ie. Z ~g (Z,e), then Theorem 1 implies that if
7 € x(0) is a regular equilibrium cell, then the equi-
librium in the cell 7(¢) of the ramp system is stable.
Here, we address the case that 7 is a singular cell.
If 7(¢) contains an equilibrium and Z ~g (Z,¢)
then 7 is a SWITCH-equilibrium cell and in par-
ticular, 7 € LCC. The only singular loop charac-
teristic cell of a CFS is the cell defined by the
intersection of all thresholds, 7 = [[{0(;+1);}- If 7
is an equilibrium cell, then for € small enough the
equilibrium contained in 7(g) is stable, if RN is a
negative CFN with N < 2 and unstable otherwise
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[Ironi et al., 2011; Duncan et al., 2021]. In the case
of a positive CFN, strong equivalence characterizes
how large € can be so that instability is maintained.

Proposition 1. Let RN be a positive CEN and Z be
a switching parameter such that T € x(0) is a singu-
lar equilibrium cell of SWITCH(Z). If Z ~g (Z,¢)
then the equilibrium of R(Z,€) in 7(g) is unstable.

Proof. Let z € 7(¢). According to Lemma 4.6 of
[Duncan et al., 2021], the characteristic polynomial
of the Jacobian J(z;e) satisfies

p(Niw,e) = (1) (det(J (x;) — M)
N
= [[(i+ ) — M(z,e).
=1

The coefficients of A* in the polynomial p(\;z,¢)
are all positive for k& > 0. The coefficient of A" is
negative when

N
[ <M
j=1

Therefore, by Descartes’ Rule of Signs, p(A; z, ¢) has
a positive real root when the above inequality holds.
By Proposition 4.8 of [Duncan et al., 2021], there
is an g9 < e small enough so that p(A\;z,e) has a
positive real root.

Let ¢ : [0,1] — RY ™" be a continuous function
such that £(0) = e, £(1) =&, and g9 < &(s) < ¢ for
all s. By Theorem 1, for each s, R(Z,&(s)) contains
a unique equihbrium in 7(&(s )) Since R(Z,£(s)) is
a linear system, the assumption det(J(&(s))) = 0
would imply that there are infinitely many equilib-
ria in k(£(s)). Therefore, we conclude that for all
s € [0,1], det(J(£(s))) # 0. Since the coefficient
of A% in p(\;z,&(s)) is (—1)V det(J(&(s))), the con-
stant term of p never vanishes as s is varied and in
particular, it does not change sign. Therefore, the
constant term of p(A;z,£(1)) is negative so that p
has a positive real root. So, if z € 7(¢) is an equi-
librium, J(z;¢) has a positive eigenvalue and the
equilibrium is unstable. W

In the case that RN is a negative cyclic feed-
back system with N > 2, it is possible that the
unstable equilibrium undergoes a Hopf bifurcation
for some choice of € with Z ~g (Z,¢). Therefore for
negative CFN, although strong equivalence guaran-
tees the existence of an equilibrium, as ¢ is increased

the stability of the equilibrium may change before
strong equivalence fails.

4.2. Border crossing bifurcations
in CFS

We now address how the stability or existence of
an equilibrium of a ramp CFS can change when
it crosses a cell boundary. Our first two results
address bifurcations that can occur at the point
strong equivalence fails in a positive CFS. Proposi-
tion 2 shows that a saddle node bifurcation occurs
when a regular equilibrium meets the singular equi-
librium at a corner of 7 (&) while Proposition 3 shows
that a pitchfork bifurcation occurs when the regu-
lar equilibria meet opposite corners of 7(g). After
these results, we address the nondegenerate case of
an equilibrium crossing a codimension one bound-
ary of a cell. The proofs can be found in Sec. 8

Proposition 2. Let Z be a switching parameter and
RN be a positive cyclic feedback network such that
7 € x(0) is a singular equilibrium cell. Suppose &°
satisfies one of the following conditions
= Lj(-1) and

(1) %(0G+1)5 = €4115)

Y5 (0415 +€"5G41)5) < Uj-) o
(2) % (0¢+1); +6]+1) ) =Uj(j-1) and
(

Vi (0¢41)5 — (]+1) ) > Liji-

for each j. Then R(Z,€) has two stable equilibria
and an unstable equilibrium for e < €° and one sta-
ble equilibrium for ¢ > €° when e — ¥ is sufficiently
small. That is, R(Z, <) has a saddle node-like bifur-

cation at € = 0.

While the previous proposition is a local result
since We prove there is a single equilibrium when
e > &Y, if ¢ is close enough to €, the next is a
global one as it applies to all Values of ¢ as long
as all components of ¢ and gq satisfy the required
inequality.

Proposition 3. Let RN be a positive cyclic feedback
network. Suppose ¥ satisfies

0
Vi (01 — €(i11);) = Ljg-1)  and

% (0G+1); + €Ga1y5) = Uiti-1)

for each j. Then if ¢ < €, R(Z,e) has two sta-
ble equilibria and one unstable equilibrium and if
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e > e R(Z,e) has exactly one stable equilibrium.
That is, R(Z,€") has a pitchfork-like bifurcation at
e =¢€Y.

To address the nondegenerate case, we use
the theory of discontinuity induced bifurcations in
piecewise smooth systems found in [Di Bernardo
et al., 2008]. Let (Z(s),e(s)) be a smooth param-
eterization of ramp parameters with e(s) > 0 for
all s. Based on results in [Di Bernardo et al., 2008],
there are two possibilities:

(1) The border crossing bifurcation is persistent:
the equilibrium exists for both s < sy and
s > sg although the stability may change
at sg.

(2) The border crossing bifurcation is a nonsmooth
saddle-node. This bifurcation is analogous to
a smooth saddle node bifurcation and occurs

012 + €12
012 — €12
0

0 021 — €21 021 + €21

(a)

012 + €12
012 — €12
0

0 021 — €21 021 + €21
(c)
Fig. 2.

Stability and Bifurcations of Equilibria in Networks

when an unstable equilibrium and a stable equi-
librium collide and annihilate each other at the
boundary.

Theorem 2. Let RN be a CFN. Consider a param-
eterization of ramp parameters (Z,€) by a parame-
ters, (Z(s),e(s)). Suppose R(Z(s),e(s)) has a non-
degenerate border crossing bifurcation at x when

s = sg. Let 7 € x(0) be the singular loop charac-
teristic cell of SWITCH(Z(0)).

(1) If x ¢ O7(e(s")) then the bifurcation is persis-
tent and stability does not change.

(2) If z € 07(e(s?)), and RN is a positive CFN,
then the bifurcation is a nonsmooth saddle node
if M(e(so0)) > [[vi and a stability preserving
persistent bifurcation if M(e(so)) < [[7:-

(3) If x € 97((s")), T'(sg) = I, and RN is a neg-
ative CFN, then the bifurcation is a stability

012 + €12
012 — €12
0

0 021 — €21 021 + €21

(b)

012 + €12
012 — €12
0

0 021 — €21 021 + €21

(d)

Nullclines for the positive toggle switch at a parameter Z with a central singular equilibrium cell 7. The switching

parameter Z is chosen so that there are three SWITCH-equilibrium cells. (a) Z ~g (Z,¢) so there are three R-equilibrium
cells by Theorem 1. (b) The top right corner of the nullcline yoxo = Roi1(71;¢) is at the right boundary of 7(¢), resulting in
a nonsmooth saddle node by Theorem 2. (c) The bottom left corners of both nullclines are at the bottom left corner of 7(g),
resulting in a saddle-like bifurcation by Proposition 2. (d) Both corners of both nullclines are at a corner of 7(¢), resulting in

the pitchfork-like bifurcation of Proposition 3.
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changing persistent bifurcation if N > 2 and
M(e(sp)) > sec(n/N)N and a stability pre-
serving persistent bifurcation if N < 2 or
M (e(sp)) < sec(m/N)N.

Figure 2 shows all possible bifurcations in a
positive CEFS which are given by Propositions 2
and 3, and Theorem 2. For the figure, we have
chosen parameter Z in such a way that 7 is an equi-
librium cell. For such Z the saddle node bifurcation
in Fig. 2(b) results in the annihilation of the unsta-
ble equilibrium in 7 and a stable equilibrium as the
slopes are decreased. If parameter Z is chosen so
that 7 is not an equilibrium, but only a singular loop
characteristic cell, there can be saddle node bifurca-
tions which create a stable and unstable equilibria
as the slopes are decreased.

On 7(¢), all ramp functions R;;); are oper-
ating in their linear regimes and we may write the
dynamics as

t=JE)x+b xeT(e), (8)

where J(e) is the Jacobian matrix of R(Z,¢) evalu-
ated at any = € 7(¢) and b is a vector depending on
L, U, and 6. Generically, J(¢) is full rank so that
J(e)xz = —bhas a solution, z(¢). If () € 7(¢), then
z(e) is an equilibrium of R(Z,¢). If xz(e) ¢ 7(e),
then, following [Di Bernardo et al., 2008|, we call
x(e) a wvirtual equilibrium. A consequence of The-
orem 2 is that to detect steady state bifurcations
in R(Z(s),e(s)), one only has to track this pos-
sibly virtual equilibrium z(e(s)) and the value of
M (e(s)). Knowledge of the equilibria in other cells
is not necessary. In particular, we are often inter-
ested in ramp parameter parameterizations of the
form (Z,e(s)) where £(0) = 0 and &(s) is monotone
increasing. In this context we ask for the minimum
value of s, say sgp, so that the number or stabil-
ity of equilibria of R(Z,e(s)) changes. Theorem 2
implies that sg is given by the minimum value of s
so that z(e(s)) € 07(e(s)) or M(e(s)) = [ if
the CFN is positive or M(e(s)) = sec(n/N)V if
the CFN is negative and I' = 1. The perturbation
parameter at sg, £(sp), is then the largest value of ¢,
under the parameterization, such that the equilibria
of R(Z,e) agree with those of SWITCH(Z).

5. Stability and Bifurcations in
General Networks

In this section, we extend the results of Sec. 4, which
apply to cyclic feedback systems, to any regulatory

network. This is done by first showing that near any
loop characteristic cell 7, there is a decomposition
of R(Z,¢) into a product of CFS and a diagonal
system. Given this decomposition, the extensions
immediately follow.

5.1. Local decomposition into cyclic
feedback systems

The following definition allows us to precisely define
the region of phase space on which the decomposi-
tion corresponding to a particular loop characteris-
tic cell is valid.

Definition 5.1. For 7 € x(0), the cell neighborhood
of 7, denoted N () is defined by

N(7) :={r e x(0)| T C R},

where & is the closure of k. We define the closure of
the cells in x(¢) corresponding to N (7) by

N(r;e) :={kr(e) |k e N(7)}.

Although N (7;¢) is a set of cells, we will often
write z € N(7;¢) to indicate x € k for some

k€ N(t;e).

Statements 1,2, 4, and 5 of the following lemma
were proven in [Duncan et al., 2021], while state-
ments 3 and 6 are implied by Lemma 6.

Lemma 1. Let 7 € x(0) and (j,i) € E with i #
p"(j). Assume Z ~y (Z,e). Then

(1) o45(7) is well defined,
(2) for all k € N(7), we have 045(k) = 045(T) is
independent of k,

(3) for all x € N(1;¢), Rij(z;e) = 045(7).
Consequently if i ¢ {p"(j)|j € sd(7)}, then

(4) Ai(7) is well defined,

(5) for all k € N(1) we have A;j(k) = A;(7) is inde-
pendent of k,

(6) for all x € N(1;¢), Ri(x;¢) = Ai(7).

In [Duncan et al., 2021}, it was shown that
given a loop characteristic cell 7 € LCC, on the
cell neighborhood N (7), a switching system decom-
poses into a product of cyclic feedback systems
and a diagonal system. The same holds for ramp
systems R(Z,¢) for which weak equivalence holds,
ie. Z ~w (Z,e). The CFNs associated to this
decomposition can be determined from the cycles
generating p7. Let p"[gq;) = (c1,...,¢n) be the
cycle decomposition of p” restricted to the singular
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directions. Let (g := length(cq) and sq := >, _, ;.
We reorder the variables so that ¢4 acts on {sg+ 1,
Sq+2,...,84+ Lq} and cq(sq+ 1) = sq+ 1+ 1 for
i < £g and cq(sq + £q) = sq + 1. To each cycle cq,

we associate the CFN
RN? .= (Vd ={sqa+1,...,8q+ lq},

E? = {(j,ca(j)) |5 € VYY)

which is positive or negative according to

Sd+£d

H Sca(4)i

Jj=saq+1

To construct the CFS associated to each CFN,
let 11 := N — sp41 be the number of regular
directions and for each d = 1,...,n + 1 define pro-
jections of the cell neighborhood N (7;¢) and cells

k € N(7;¢) by

sgn(cq)

Satta
N(r;e) = H m;(N(r;¢)) and

Jj=sq+1

Sd+£d

ke = H i (K).

j28d+1

We set R(+;¢,7) := R(:;€)|n(r;e) to be the restriction
of R onto N (7;¢). We then define

Rd(~;8,’7') = (Rey41(56,7), .., Ry g0, (36, 7))

to be the projection of the resulting function onto
the directions of the dth subsystem. Let I'* be the
lq x £y diagonal matrix with entries I';; = 7,44
fori=1,...,¢4. The dynamics for the dth system,
which we denote R¥(Z, e;7) is then given explicitly
by

i = —T92% + A(2% e, 1),

z? € N(r;¢)

where 2 = (Tsyt1,-- -+ T, 4e,). Note that for d < n,
RY(Z,e;7) is a CFS, while R"TY(Z,;7) is a diag-
onal system describing the dynamics of the regular
variables. The following theorem is now a conse-
quence of Lemma 1. For a full argument in the case
e =0, see [Duncan et al., 2021].

Theorem 3. Let (Z,e) be a ramp parameter with
Z ~w (Z,e) and 7 € x(0) be a loop characteristic
cell. For v € N(t;¢),

n+1

=[[RZ &7).
d=1

Stability and Bifurcations of Equilibria in Networks

It is important to note that if R%(Z, e;7) has an
equilibrium, the equilibrium may not lie in N'¢(7; )
so there may not be a corresponding equilibrium of
R(Z,¢e). A characterization of when an equilibrium
of the switching system R%(Z,0;7) corresponds to
an equilibrium of SWITCH(Z) is given in [Duncan
et al., 2021]. It is straightforward to generalize these
conditions to ramp systems, but for brevity, we do
not do so here. For the purpose of this paper, we
need only the following definitions which extend
similar definitions for switching systems given in
[Duncan et al., 2021].

Definition 5.2. Given a loop characteristic cell T
with permutation p = p”, the cone C(k;7T) rooted
in 7 and induced by a cell kK € N(7) is defined by
its N projections. For a regular direction, r, of 7

m(C(k; 7)) = (7).

For a singular direction, s € sd(7),

s (C(r;7))
{ep(s)s}v if 778(’{) = {9 s)s}
(ep(s)svoo)v if 7TS(’{) ( (s)s» p+ 5)s )
(07 ep(s)s)? if 7TS(’%) ( (s)ss p(s)s)
The perturbed cone C(k;7,e) is defined by

¢°(C(k;7)) where ¢° is defined in Sec. 3.1. For
o € N(r) define a d-cone in Rfﬁ by

sq+lq

II =i(Closm.e)).

Jj=sq+1

The perturbed cones {C4(o;7,¢) |0 € N(7)},
consist of all the cells in the ramp complex of
RY(Z,e;7) except for the cells which lie on the
boundary of Rff.

Cl(o;7,¢) :=

Definition 5.3. Given a perturbation parameter e
and loop characteristic cell 7, the d-candidate equi-
librium cells of (7,¢) are defined by

Eq¥(r;¢) := {0%| 0 € N(7) and C%(o;7,¢)
is an equilibrium cell of R4(Z,;7)}.

The
Eq(r;¢) :=

candidate equilibrium cells of (r,e) are
Hn+1 E d

It is clear that if 0 € MN(r;e) is an R-
equilibrium cell then o € Eq(7;¢). This is proven
for e = 0 in [Duncan et al., 2021].
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5.2. Stability of equilibria

The decomposition in Theorem 3 implies that in
R(Z,¢), the stability of a R(Z,¢) equilibrium z €
N (1) is determined by the stability of 2¢ as an equi-
librium of R*(Z,e;7) for d = 1,...,n 4+ 1. We for-
mally state this observation as a theorem after the
following definition.

Definition 5.4. An equilibrium z of R(Z,¢) is d-
stable if x is stable as an equilibrium of R%(Z, ¢; 1)
and d-unstable otherwise. If R%(Z,e;7) undergoes
a bifurcation at z¢, then we say R(Z,¢) has a d-
bifurcation at x.

Theorem 4. Let Z ~yw (Z,e) and v € N(1;¢) be
an equilibrium of R(Z,e). Then x is stable if and
only if x is d-stable for each d.

Proposition 1 now immediately generalizes.

Theorem 5. Let Z ~g (Z,€) and k € N(7) be an
equilibrium cell. If cq is a positive cycle then the
equilibrium of R(Z,e) in k(e) is d-stable if, and
only if, K is a regular cell of RH(Z,¢).

5.3. Border crossing bifurcations

Extending Propositions 2 and 3 to a general net-
work is straightforward once we understand the val-
ues of L;l(j_l) and U;.l(j_l) corresponding to the CFS
R%(Z,e;7) in the decomposition of R(Z,¢) at loop
characteristic cell 7. To do so, we introduce the con-
cept of a neighbor of a cell. An example of neighbors
in the positive toggle switch can be found in Fig. 1.

Definition 5.5. Let 7 € x(g) be a cell in the ramp
complex and j € V. If j is a singular direction j €
sd(7) let 7Tj(7’) = {CZJJ} and CZ;J < <ijj < <z?] be
consecutive thresholds. The left k-neighbor of the
cell 7 is a cell 7, , defined by

WJ(T)v J 7& k
mi(Ty ) 1= (Cijl.ja@'jj)v j=k, kesd(r)
inf(m;(7)), j =k, k¢sd(r).

Similarly, the right k-neighbor, 7'2', is defined by
Ty (7—)7 J 7é k
W](T-k‘r) = (Cljjvé-z?])a J = k, k S Sd(’T)
sup(m;(7)), j =k, k &sd(r).

A k-neighbor of T is either a left or right k-neighbor
of 7. A neighbor of T is any k-neighbor.

Note that if j is a singular direction of 7 € x(0),
then j is a regular direction of T;-t. On the other
hand, every singular direction s € sd(7)\{j} is a
singular direction of 7';-:. Suppose T is a loop char-
acteristic cell, let p = p™ and j' = p(j). Since j is
the unique direction which maps to 7/ under p, i.e.
p1({5'}) = {j}, Lemma 1 implies that Ap(j)(Tji)
is well defined. We state this observation as the fol-
lowing lemma, which was first stated in [Duncan
et al., 2021].

Lemma 2 [Duncan et al., 2021]. Let 7 € x(0) be a
loop characteristic cell. If s is a singular direction

of T, then A (7F) is well defined.

Lemmas 1 and 2 now imply that Ag(j)(-;T)

can only take two possible values: Az(j)(Tj_; 7) and
d (. +.
Ap(j)(Tj 7).

So, if RNd(T) is treated as an independent
cyclic feedback network with switching parameter
74 = (1L4,U%,07,T'?), then since we have assumed
RNd(T) has activating edges except perhaps for
(sqa+¢4,1), for a positive cyclic system (sgn(cq) = 1)

d _ — d _ +
Leaiys = Beati)(75) and U,y = Ay (75)
for s4 +1 < j < sq+ £4. For a negative CFS
(sgn(cg) = —1) the above equations hold for

sqg+1 < j < sq+ £y and for the last equation
we have

d
L(Sd+1)(3d+£d) = Asg1 (T?;‘dJr@d)) and
d o —
U(Sd+1)(8d+£d) - A5d+1 (T(Sd-i-éd))'

Applying Proposition 2 to R%4(Z,e;7) now
yields an explicit condition for a d-saddle node when
cq is a positive cycle.

Theorem 6. Let Z ~y (Z,e) and let T be a loop
characteristic cell with p™|sqry = (c1,...,¢n). Sup-
pose R(Z,e) has a cycle in N (7;¢). Suppose cq is a
positive cycle and the ramp parameter (Z,<°) satis-
fies one of the following conditions

(1) % (Ocai)i — €0y()5) = ATy

])) and

Y (Ocaiyi + Eeuiyg) <A (T:;%j)) o
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(2) 'Yj(ecd(j)j + 52d(j)j) =A; (T+

1.
Cq (U

)) and
Vi Oca(ii = Eogiyy) > N (T;;l(j))

for each j € {sq +1,...,sd + £3}. If ¢ < &Y
then R(Z,e;7T) has two d-stable candidate equilib-
rium cells and one d-unstable candidate equilibrium
cell. If ¢ > ¥ then R(Z,e;7) has one d-stable can-
didate equilibrium cell when € — €% is sufficiently

small. That is, R(Z,€) has a d-saddle node bifurca-

tion at e = 0.

Applying Proposition 3, yields a condition for
a d-pitchfork when ¢4 is a positive cycle.

Theorem 7. Let (Z,e) ~w (Z,0) and T be a loop
characteristic cell with p”|sqry = (c1,...,¢n). Sup-
pose cq 1S a positive cycle and the ramp parameter
(Z,€%) satisfies

Vi Ocat)i — Seayi) = Ni(To 1) and

Vi (ecd(j)j + 6(c)d(j)j) = Aj (T:;(j)—l)'
Then for e < &, R(Z,e;7) has two d-stable candi-
date equilibrium cells and one d-unstable candidate
equilibrium cell. If € > €° then R(Z,e;7) has one
d-stable candidate equilibrium cell. That is, R(Z,¢)
has a d-pitchfork bifurcation at € = €Y.

To extend Theorem 2, we define the product
of the slopes of the ramp functions appearing in
R4(Z,e;7) for a given loop characteristic cell 7.
Defining p = p7, this product is given by

sq+-lq 8

M e;7) = H

j=sq+1 8xp(j)

Rj(z;¢),

xrET.

Theorem 8. Let RN be a regulatory network and
consider a parameterization of ramp parameters
(Z,e) by a parameter s, (Z(s),e(s)) with e(s) =0
and Z(0) ~w (Z(s),e(s)). Let T be a singular
loop characteristic cell and suppose R(Z(s),e(s))
has a nondegenerate border crossing d-bifurcation
at x € N(7;¢) when s = sq.

(1) If ¢ ¢ 071(e(s%)) then the bifurcation is per-
sistent and stability does not change.

(2) If 24 € 071e(s")) and sgn(cy) = 1, then
the bifurcation is a monsmooth saddle node if
M4 (e(s0)) > H;d;;ﬁil v; and a stability pre-
serving persistent bifurcation if M%(e(sq)) <

sq+lq
Hj:sd+1 Vi

Stability and Bifurcations of Equilibria in Networks

(3) If 2% € 9r%<(s0)), T'(s0) = I, and sgn(cq) =
—1, then the bifurcation is a stability chang-
ing persistent bifurcation if N > 2 and
M%(s(s0)) > sec(n/€q)' and a stability pre-
serving persistent bifurcation if N < 2 or
M%(e(s0)) < sec(m/lq)".

To see the significance of this theorem, we make
a similar observation as the one following Theo-
rem 2. Theorem 8 implies that if weak equiva-
lence holds, detection of steady state bifurcations
in R(Z,¢), requires tracking the (possibly virtual)
equilibrium in each loop characteristic cell 7 but
not any other equilibria. If the equilibrium is not
virtual, then M¢9(¢) for each cycle ¢g in the cycle
decomposition of p” needs to be tracked as well to
detect smooth bifurcations. Given a ramp param-
eterization of the form (Z,e(s)) where £(0) = 0
and £(s) is monotonically increasing function, we
can therefore use Theorem 8 to determine the min-
imum value of s where the number or stability of
R(Z,e(s)) changes, provided that this change hap-
pens while Z ~y (Z(s),e(s)).

6. Preserving Equilibria While
Minimizing Slopes

Our goal in this section is to understand what is
the minimal slope of ramp functions R;; at which
the collection of equilibria and their stability for the
ramp system R(Z,¢e) is the same as the collection
and stability of equilibria, both regular and SSPs,
of the switching system SWITCH(Z). As observed
in Sec. 5, given a parameterization of ramp parame-
ters (Z,e(s)) so that £(0) = 0 and &(s) is monotone
increasing, Theorem 8 can be used to find the value
of s which attains the minimal slope of the linear
portion of the ramp functions for this parameteri-
zation. In this section, we seek to find the minimal
slope independent of any parameterization.

Recall that the slope of the ramp function R;;
is denoted by m;;(e). Then, we seek to find

m* = j:Hllfl.}fN mmin(Zvj) (9)
where
ec&(2)1€T(5)
and the set

E(2) ={elZ ~s(Z,€)}

is the collection of all € for which the parameter
(Z,¢) is strongly equivalent to Z. By Theorem 1 and
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Proposition 1, m* is an upper bound on the mini-
mal slope of all ramp functions such that the sta-
bility of all equilibria are maintained. The value m*
is this minimal slope unless there is an equilibrium
within a loop characteristic cell 7 such that R(Z,¢)
decomposes into exclusively negative CFSs and a
diagonal system. Such an equilibrium may be sta-
ble for R(Z,e) and unstable for SWITCH(Z) even
when the slopes of the corresponding ramp func-
tions are larger than m*. If I' = I, stability of these
equilibria of R(Z,¢) at m* can be determined using
Proposition 4.11 of [Duncan et al., 2021]. Note that
this optimization problem assumes that the param-
eter Z is fixed and seeks to optimize the selection
of Eij-

After we address this problem we assume that
the values of L;;,U;; within the parameter Z are
fixed, but we allow the set of threshold values to
change. In this situation, the solution of the opti-
mization problem (9) depends on the collection
{0i;}; thus m* = m*({0;;}). We then discuss mini-
mization of m* over all such choices of thresholds.

6.1. Mzinimazing slope for fixed
parameter Z

This subsection solves the problem of computing
m* when Z = (L,U,0,T") is fixed by providing an
explicit choice of € which achieves m™*. Our strategy
is to divide the optimization problem (9) into two
parts. First we split the set £(Z) into sets of € that
correspond to each variable x;

N .
£2) =P (2),
Jj=1

where
ENZ) ={e€&(Z)|es =0if k # j}

is the set of ¢ € £(Z) such that for a fixed j only
the entries €;;, © € V, are nonzero. We can think
of a perturbation parameter € as an N x N matrix
where nonzero elements are in the positions 7j when
there is a network edge from node j to node 7. Then
E¥(Z) contain only those matrices ¢ where only the
jth column of ¢ is nonzero.

First, in Proposition 4 for each j we find an
el € &I(Z) which achieves muyin(Z,7). Then in
Theorem 9 we combine the optimal €/ to find the
minimizer €.

We further subdivide the problem of finding &’
by splitting the set £7(Z) further and optimizing

over each subset in this decomposition. Recall that
wj is the Aj-evaluation function and In; is the set
of input combinations for the jth node (Defini-
tion 3.7). The w; depends on the fixed parameter Z.

Definition 6.1. Given parameter Z, we write the
range of the Aj-evaluation function w; as w;(In;) =
{wy,...;,wp—1} with 0 =1 wp < wy < -+ < wp_1 <
wy, := oo and define

W; = wj(In;) U {0, 00}. (11)
Let
BIP(0) == {i € T(j) | wp—1 < ;0i; < wp}

be the set of indices of target nodes of node j, for
which the thresholds 6;; associated to edges (j,1),
weighted by «;, that fall between w,_1 and w,, and

EIP(Z) :={e € E(Z)|ey; = 0if i ¢ BIP(0)}

be the set of ¢ where the only nonzero entries
are those that correspond to thresholds indexed by
B7P(f). Then we can decompose £7(Z) as a sum

(7)) = é (7).
p=1

In Lemma 3, we find an optimal choice of
elP € E€1r(Z). An optimal choice of &/ € £1(Z)
and then of ¢ € £(Z) will then follow from this
result. The idea of how to choose &/ is simple but
the notation is complicated by the generality of the
result. The main insight, which we justify in the
proof, is that an optimal /7 can always be cho-
sen so that the relevant slopes m;; are identical.
Once we have assumed that the slopes are equal,
the multivariable optimization problem becomes a
single variable problem.

To state the lemma, we define the difference
between the values realized by the switching func-
tion O34 to be Aij = Uij — Lzy

Lemma 3. Let Z be a switching parameter and

B]vp(e) = {21’ PR ,Zk} wlth eiqflj < eiqj' Let
Vi — wp—1
Dy(Z) =L P
( ) 'Yinlj
eiq]' - eiq—lj

D,iq(Z) = min — — Tla=13
mzd( ) 7>1 Aiq71j+Aiqj

wp — 5,5

Dr(Z) := B

)
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and
min{D,,;,4(Z),Dr(Z)} p=1,
D(Z) _ min{Dg(Z),szd Z)} p= (12)
min{Dg(Z),szd(Z) DT(Z)}
otherwise.

Let &P € &i2(Z) be such that its monzero
elements are given by

=NA;;D(2). (13)
Then

min  max {m;;(g;;)}, 14
aESJP(Z)zeBJp(g{ ”( ZJ)} ( )

is achieved at )P,

Proof. To simplify notation, let ¢ = £/P. By the
definition of D(Z) and ¢, for all ¢ > 1 the distances
between the consecutive thresholds between w,_;
and w), satisfy

Oigj — €igj — (Oig_1j + €iy_1)
=0i,5 — DiyyD(Z) — (03,15 + DNi,_,;D(Z))
= 0iyj — ig_1j — (Diyj + Diy 15)D(Z)
> 05— i i — (03,5 — 05, 1j) = 0.

Note that the last line holds with equality when

D(Z) = Dpia(Z). Now, we compute the distance

between w,_; and the first threshold in B7P(#),
which only makes sense when p # 1

Vi (i — €irj)

= ’Yj(eilj AZUD( )

— wp—1 — 7 8iy;D(Z)

—wy
—wy
= 7;0iyj
(Vilirj — wp—1) =0

> Yjbinj — wp-1 —

and the last line holds with equality when D(Z) =
Dy(Z). Finally, we compute the distance between
the last threshold in B’P(f) and w, which only
makes sense when p # n.

wp =Y (Oigj + €irj)
78 D(Z)

wy — ;0i5) =0

= wp — Vi —

> wp — Y05 — (

Stability and Bifurcations of Equilibria in Networks

and the last line holds with equality when D(Z) =
D,(Z). We have shown

—6i1]’), ifp;lél and

for all ¢ > 1, and

wp—1 < Y5 (0iy

0 <4

iqj — Cigl>

ifp#n

ig—1j — Cig-1j

Oinj — €irj < Wp,
(15)

and that at least one of the above equations holds
with equality. If ;; < &;; whenever €;; # 0, then
“<” is replaced with “<” in each of the above equa-
tions. This implies (Z,¢') ~g Z so that &’ € E9P(Z).
We can therefore construct a sequence of e! such
that ¢ € £9P(Z) for each £ and £/ — ¢ as £ — o0
which shows e € £7P(Z).

Now we show that (14) is achieved at e. First,
we note that for each i € BP(6),

mij(eij) = 2, 2A;D(Z)  2D(2)

so that at e, all the slopes are identical. Now sup-
pose (14) is achieved at &’ € £7P(Z). We must have
g >easmyisa decreasing function of ¢;;. If (14)
is not achieved at ¢, then 5 - > g;; for all i € BIP(0)
because all the slopes are 1dentlca1 at €. But one of
the equations in (15) is satisfied with equality by
e. Therefore, if we replace ¢ with ¢’ in (15), one of
the “<” must be replaced with a “>”". Indeed this
is true for all &” with e < &” <&’ so that (Z,¢") is
not strongly equivalent to Z. This implies there is
an open neighborhood of ¢’ which does not intersect
EIP(Z) and &' ¢ E3P(Z), a contradiction. M

See Fig. 3 for an example of e/ for each p
and a node j with two sources and three targets.
Note that for distinct choices of p; and po, any
entry of e/P! is zero when the corresponding entry
in €772 is nonzero. To find a value e/ which achieves
Mmin(Z, j), this structure allows us to sum over the
values e/P. Figure 3 indicates the value of &/ as
defined in the following proposition.

Proposition 4. Let Z be a regular switching param-
eter and j € V. Let e9P € EiP(Z) be defined
as in Lemma 3. Then mmuin(Z,7) is achieved at

el € E1(Z) where

n
el = § :5J7P.
p=1
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J J ) J ) J
| | (91 —€1j a 92 —E2j | 93J A_\Egj 93] +€3j |
O——O0—0—=" >
| | o | ® 9.. | >
0 = wy wy 1y 2 wa ws 37 wy

Fig. 3.  Ezample of & for a node j with two sources and three targets. Since j has two sources, A; takes four values and
W; ={0 =wo < wy < wz < w3 < wyg <ws = oo}. The vertical lines indicate the values of wp, ..., ws. We assume ; = 1
and T(j) = {1,2,3} with 61; < 6a; < 635. The sets B! = 0, B/? = {1,2}, B?3 = 0, B* = {3}, and B?® = 0 so that
gL = £33 = €35 = {0}. The filled circles indicate the values of the thresholds. The unfilled circles indicate the values of
0;; £¢;; for the optlmal value of ¢/ = 52 4 7% that is chosen as in Proposition 4. In particular, 92 € £3:2 is chosen so that

015 + 51]2 = b5 —

achieved when 03; —

Proof. For ’io Qé B”’(Q), maxiij,p(g){mij(eij)} is
independent of g;,;. Therefore, by Lemma 3, for
each p,

min  max {m;;(g;)}
c€&ir(Z) 1€BIP(H) I

is achieved at &/. So, if ¢’ € £1(Z),

J)} = max {my(e])}.

max {mm(

i€BIP(0) 1€BIP(0)
Since T(j) = Up—y BIP(0) we have
e {mi;(eiy)} > Jnax {mi (¢ el u

Note that for distinct choices of ji,70 € V,
an entry of €/! is zero whenever the correspond-
ing entry of £72 is nonzero. Therefore to construct a
value of ¢ which achieves m*, we sum over the &7.

Theorem 9. Let Z be a reqular switching parame-
ter. For each j € V let €/ be defined as in Propo-
sition 4. Then m* is achieved at ¢ € E(Z) defined

by

N
€= E el
=1

Proof. For k # j, max;cp(j){mij(ei;)} is indepen-
dent of ;. Therefore, by Proposition 4, £ attains
Mmin(Z,j) for each j € V so that m* is achieved
ate. N

6.2. Minimaizing slope for fixed L,
U, and T

For each fixed arrangement of thresholds, the pre-
vious section constructed a collection € that mini-
mizes slopes. Here, we further minimize the slopes
over all possible arrangements of thresholds 6 within

’- at the unfilled circle labeled a. All remaining entries of /-2

éf = ws. All other entries of &7 are zero.

are zero. The optimal value eht e €34 s

the fixed order given by Z. Specifically, let Z0 =
(L,U,0°T) be a fixed switching parameter and
define

0'(z% ={0|((L,U,6,1),0) ~5 (2°,0)} and
Q(Z%) = {(6,e) |60 € ©'(Z°),e € E(L,U,6,T))}.

We solve

*

mi= max inf  max {my;(ei;)}. (16)

7=15N (0,£)€Q(2) i€T()

Typically the infimum is in fact a minimum for
at least one node 5 = 1,...,N. In this case, we
provide an explicit choice of (0,e) € Q(Z) which
achieves (16). However, there is a case wherein the
infimum is not achieved for any node. In this case,
we provide a sequence (05,55) so that the value of
(16) is 0 in the limit £ — oo.

As in the previous subsection, we divide the
problem into parts. Define

QJ'(ZO) ={(0,¢) € Q(ZO) | Oi = H?k if Kk # j and
e € &((L,U,0,T))}.

We solve

inf  max imij (i 17
(‘96)6@](20)161“(]){ i (Eij)} (17)

in Propositions 6 and 5. This is done by first par-
titioning the thresholds according to the set Wj,
which was defined in Definition 6.1.

Define

Q'7(2°%) = {(0,e) € Q7 (2)|
0;j = 00 if i ¢ B'7(6°) and
e € EP((L,U,0,T))},

Where we fix all thresholds outside of the set
BIP(§%). Most of the work lies in finding the optimal

2130032-16



solution in the set QP(Z%), which is a joint opti-
mization over thresholds indexed by B7P(0%) and
e € &P (29)

i B e 09
which we do in Lemmas 4 and 5.

To begin, we fix p < n and describe how to
choose the thresholds which lie between w,_; and
w, (i.e. in the set B/P(0?)) in the following defini-
tion. The definition is split based on whether p = 1
or not because 0;; —¢;; < 0 = wp does not fail
strong equivalence whereas for p > 0 the relation
0;j — €ij < wp when 0;; > w, fails. The lemma that
follows the definition proves that this choice is opti-
mal. The case that p = n is another edge case which
is handled differently from p = 1 and is addressed
later.

Definition 6.2. Let 6 be a threshold parameter,
j €V,and p < n. Let BP(0) = {iy,..., i} with
(91‘1]‘ <0< 9%]

(1) If p # 1 we define

pip — Wp~ Wp-1
. .
29, ) A
/=1

and set the value of the first threshold 0;,;, so
it satisfies

V0 = Wp—1 + 75 A4y DP.
(2) If p=1 we define

Wp

k
i (Am' +2) Am‘)

(=2

DiP —

and set 0;,; = 0.

We say 6 mazimally separates the interval (wp_1,
wy) if @ satisfies (1) or (2) and for ¢ > 1

91’!1.7' = eiq—lj + (Aiq—lj + Aiqj)Dj’p'

Lemma 4. Let p < n and j € V. Let (9P, &P) €
Q7P (ZY) such that 7P mazimally separates (w1,
wp) and the nonzero entries of PP satisfy

P _ A T)IP
€5 = Ay D7P.

Then the optimal solution of the problem (18) is
achieved at (67P,)P).

Stability and Bifurcations of Equilibria in Networks

Proof. To simplify notation, let (6,&) = (677, &/P)
and Z = (L,U,0,T"). We first consider the case
p # 1. Since § maximally separates (wp,_1,w)), we
have

(0 — €irj) = Vibirg — 1 Dir D
=wp—1+ 'Yinlij’p — ’Yinlij’p

and, for ¢ > 1,
Oigj — Eigj
= 0i,_1j + (Diy_yj + D) D?P — 3 A ;D7P
=0;,_j + Ni,_ ;D7
= 0i,_1j + Eiy1j-

It also follows from the inductive definition of max-
imal separation that

k—1
Vi0ing = Wp—1 + Y Diy DIP + 295 Y - A gD
q=1

so that

Vi (Oing + €irg) = V30 + ,yinijj,p
k—1

= wp—1 + iy + 275 ) 208D
q=1

+7j 4, D

k
= wp1+ 29D Ay,
q=1

=wp_1 + (wp — wp_1)

= wp.
This shows that 6§ € ©/(Z%) and ¢ € &i7(Z).
Moreover, it shows that D’P = D(Z) where D(Z)
is defined as in (12) so that by Lemma 3,

min max

Mij(Edj
z—:esjﬁp(z)ieBmp(g){ J( J)}

is achieved at e.
We now show that 6 is the optimal choice.

Let (¢',¢') € Qir(Z%) with 0" # 0. Let Z' = (L,
U, 0, T). We may assume that &’ € £3P(Z") is chosen
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according to Lemma 3. We claim

'y]ﬂgq —wp—1 < 7]0 i — Wp—1, OF
/ /
Hl.gj — eifl’_lj < Gip —0; i for some ¢ > 1, or

/
Wp — VJGigpj < Wp =7 iy
By way of contradiction, suppose that this is not
the case. Then

'y]ﬂ;;la — Wp_1 > fyﬂp — wp—1, and

0. — 0
’Lg_] p

qul

i for all ¢ > 1, and

Wp — 'Yj‘%zpj = wp — ’Yjeiipj
and at least one of the inequalities is strict as 6’ does
not maximally separate (wp—1,wp). Summing over
each of the relations above then implies w), —w,_1 >
wp —wp—1, which is a contradiction. This proves the
claim.

From the definition of D(Z), the claim implies
that D(Z') < D(Z) = D’ so that ¢’ < e. Therefore

Zegljap%){mm( &)} > e {mi;(e)}.

For p = 1, we have to resolve a technical issue
because 0;,; = 0 implies Z is not regular so that
there are no ¢ such that (Z,¢) ~g Z. To resolve this
issue, we need to show that (6, ¢) actually belongs
to the set QJ7:1(Z9). To do so, we describe a sequence
(6%, €% Q71(Z%) which converges to (0,¢) as
¢ — oo. For i € B, (wo,wl, )\{11} we define ij =
. < g with 5 — €i;. We then define

so that GZ > O ¢

0;; and let 6
0t . and ef

¢ .
y i1 g = 05 €45 = Eigs
and
¢ @
0< 0“] €irj

Bj(wo, w13 0) = {i1}

{wb
<
0i,j — €inj, otherwise
for each ¢. Since 05 - 62 > Gf,j + gf,j
69 > 69 and 05 —|— 6” < wy for each i € Bj(wo,
w3 0%), 0° € @'(ZO) and ¢/ € &/((L,U,0°.T),
wo, wy). Therefore, (0%,e") € @Q7»(Z°) so that
(6,2) € QII(20).

The fact is that (6, ) is an optimal choice when
p = 1 follows now from a similar argument as the
casep#1. N

whenever

We now address the case that p = n. In this
case, the infimum is never achieved because there is
no upper bound on 6;;. The thresholds can there-
fore be spaced arbitrarily far apart and the pertur-
bations €;; can be made arbitrarily large so that
the slopes m;; can be made arbitrarily small. The
following proposition formalizes this observation.

Lemma 5. Let j €V and p=n. Then

@, E)egljf”(zo) zeg}%}(ceo {mij(ei;)} = 0.

P?”OOf. Let 317”(00) = {il, e ,ik} with eilj <<
0;, ;. Define a sequence (6°,€%) € Qi(Z9) so that

for each ¢ € {1,...,k},

4
'Yjequ = wp_1+¢gf and fngqu = T
Note that ~; 94 £
so that (Z£70) ~s (Z°,0). We also have

’ijfq = = ( and 7]9 —Wp1 =4

Y5O = €ig5) = V3 Oig 15 + Eiq15)
= Y3 (Oigj = Oig1j) = Vi (Eigj + €ig1j)
I
=f-373
and
¢ 3
7503 = i) = w1 = L= 0=
Therefore, (Z%e') ~gs (Z°,0) and (#%,¢) €
QI(Z°). As £ — oo, géj — 00 S0 mlq](afq] — 0
for each ¢. W

If all thresholds 9% are greater than the largest
value of Aj, then all slopes m;; can be made arbi-
trarily small. Therefore, j does not play a role in
the optimization. We state this formally after the
following definition.

Definition 6.3. If 0;; > w;,— for all i € T(j), that
is, BY"(0) = T(j), then we say j is redundant. Oth-
erwise, j is irredundant.

Proposition 5. Let j be redundant. Then

f (e} = 0.
010 0 iy U E0))

Proof. B7™(0) = T(j) so the result follows from
Lemma 5. W
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Corollary 6.1. Suppose every node is redundant.

Then

max inf

;ma max {m;;(e;;)} = 0.

N (0,£)eQ(29) i€T(j)

If j is irredundant, we would still like to make
an explicit choice of (677, &/m) € Q9(Z°) so that
we can construct an optimal 6/ explicitly. The fol-
lowing definition describes such a choice and the
proposition that follows constructs 67 from the 67,

Definition 6.4. When j is irredundant, we define

D" = min{ D'},
p<n

Letting B/™(0°) = {i1,...,ix} with 60, < -+ <
09 .. we define (69",&9m) € Q7"(Z°) to be consis-

i)
tent with Definition 6.2 and Lemma 3. That is,

9317; = Wp—1 + Ailij’n
%’} = efqnu (A, _1j + Aigy) D", if g > 1,
and
AWDJ i

Proposition 6. Let j € V be irredundant. Define
(07,67) € QI(Z°) by

9] — 9171?

17 7

n
el — E :5”’.
p=1

i € BI?(g0)

Stability and Bifurcations of Equilibria in Networks

Proof. For ig ¢ B?P(0°), (18) is independent of 0;,;
and g;y;. Therefore, by Lemma 4, for all p <n

min max

mi;(€ij
., g 13 Eis)}

is achieved at (67,&7). From the definition of

(@5, <),

J
L. {mij (")} = rgggzeg}%]){mu (€5;)}-
Since T(j) = Uy—, BIP(9°), (17) is then achieved
t(07,¢7). W

See Fig. 4 for the optimal pair (67,¢7) as defined
in Proposition 6 where j is an irredundant node.
Finally, we construct the optimal 6 from the 6.
First, we need to define #7 when j is redundant.
As the slopes m;; can be made arbitrarily small, by

Proposition 5, we may choose (67,&7) € Q7(Z°) so
that

max {mm( gj)} < maX{mik(ﬂffk) ‘

1€T(j)
k is irredundant and i € T(k)}.

Theorem 10. Suppose there is an irredundant
node. Define (0,¢) € Q(Z°) by

N
and 525 el
Jj=1

6) is achieved

0ij = 03

Then the optimal solution of (1
t(0,¢).

Proof. For k # j, (17) is independent of 6;; and ;.
Therefore, by Proposition 6, (0,¢) achieves (17)

Then (17) is achieved at (67,¢7). for each irredundant j. For j redundant, we have
J j gl J J
| Ty " oF a 02 152 O3 153 035 T
@ ® >
| hd 7 vi hd h vi hd
0=wg w1 91j 92j w2 w3 03;' Wy

Fig. 4.

Optimal pair (Oj,sj) Jor a node j with two sources and three targets. Since j has two sources, A; takes four values
and W; = {0 = wg < w1 < w2 < w3 < wy < ws = oo}. The vertical lines indicate the values of wy, ...
identical to the values in Fig. 3. We assume ~; = 1, T(j) = {1,2,3} with 0(1)3‘ < 69

indicate the values of the thresholds. The unfilled circles indicate the values of ng + sgj

,wy4, which are
;< 03;, and Ay; = Agj. The filled circles
where (67,¢7) € Q7(Z9) is chosen as

in Proposition 6. The pair (67,¢7) is obtained from the optimal pairs (692, &72) € Q3:2(Z0) and (07, e9%) € Q74(Z0). The

pair (672,
7,2

related to (GJ'Q,Ej’Q) by wy = 9j2 —e,a= 9]’ +61] = 9%2

that (ws,ws) = (05 — 47,00 + 4.

£72) is chosen so that the two disjoint open intervals (w1, a) and (a,ws) have equal length, where the endpoints are

2 j,2 . P4 Ay .
— E;’J , and GJ + E%’j = ws. The pair (874, ¢7*) is chosen so
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chosen (67,¢7) so that m;;(e] j) is less than the max-
imum of the slopes over the irredundant nodes.
Therefore, (16) is achieved at (0,¢). W

We finish by noting that degenerate bifurca-
tions can occur at the optimal (6,¢) defined in The-
orem 10. For example, the pitchfork-like bifurca-
tion described in Proposition 3 occurs at such (6, ¢)
whenever R(Z,¢) is a positive CFS and Z is chosen
so that the loop characteristic cell 7 is an equilib-
rium cell. This was how the pair (0, €) used to create
Fig. 2(d) was chosen.

7. Proof of Theorem 1

To prove Theorem 1, we extend the notion of label-
ing map and flow direction map, defined in Dun-
can et al. [2021] for switching systems, to ramp
systems. For a regular switching parameter Z and
loop characteristic cell 7, the labeling map describes
the crossing direction of trajectories across a given
neighbor of 7 (see Fig. 5). Regular parameters were
defined precisely so that these crossing directions
are well defined. The flow direction map then sum-
marizes the labeling map across all neighbors of .
The extended maps have an identical role in ramp
systems. The main insight is that the perturbed flow
direction map defined for ramp systems agrees with

< @ ® ®

0@ @ o
0 21 o0

(a)
Fig. 5.

012+ c12 @ l @

the unperturbed flow direction map when Z and
(Z,¢) are strongly equivalent (Theorem 11). Since
Theorem 3.13 of [Duncan et al., 2021] gives a char-
acterization of SWITCH-equilibrium cells through
the flow direction map, this allows us to prove the
correspondence between equilibrium cells.

Definition 7.1. Let Z be a switching parameter
and Z ~w (Z,¢€).

(1) The labeling map L : LCC x V x {—,+} X
RN — {—1,1} describes the sign of the right-
hand side of the ramp system on the cells that are
neighbors of 7 € LCC in a particular direction. Let-
ting p = p”, we first consider regular directions
j ¢ sd(7). Here we look at the sign of the jth equa-
tion of the ramp system (4) on the boundary in the
jth direction

L(1,7,B;¢€) ==

For singular direction j € sd(7), we look at a j-
neighbor of 7 and ask for the sign of the p(j)th equa-~

tion of the ramp system because A ;) is guaranteed

~ @ ® ® ®

ole) p— —

012 —c12 @ l @ @ T ®
K(g)¢— —

0@ @ @ o

0 021 — 21021 + €21 o0

(b)

The labeling map L represented as arrows on the cell complex. Cell complexes and the labeling map for the positive

toggle switch network at a parameter Z satisfying Lio < 021 < Uig, Li2 < 621 < Uy and (Z,e) ~g Z. We do not draw
the arrows on the boundary of phase space, which point inwards for any choice of parameters. (a) The blue arrow represents
L(K,2,4;0) and L(c,2,—;0) for which 2 is a regular direction. This arrow also represents £(7,1, —;0) for LCC 7 for which
1 € sd(7). All these values are equal to —1 so the arrow points down. Since the arrows on the outer boundary of the complex
point inwards, ®5(k;0) = 0 and ®2(0;0) = —1. Since the arrow originating from TT points up, and L(7,1,—;0) = —1, we
have ®1(7;0) = 0. (b) The top blue arrow represents L£(o,2, —;¢), while the bottom blue arrow represents £(x,2,+;¢) and
L(7,1,—;¢). These arrows point down by Theorem 11.
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to be well defined on a j-neighbor (see Lemma 2):

L(1,],8;€)

sgn( o) 0201 p() — BERG)o())

I R W) Jesin), 8-
380(=p() (02 (1)0) T P02 Gi)o(i))

+ 0,50 (), jesd(r), 8=+

(2) The flow direction map, ®(-;¢) : LCC x RN
— {—1,0,1}" summarizes the degree of agreement
in the labeling map between the neighbors of 7 in
a given direction. It is defined component-wise by

17 £(7—7j7_;€):1:£(7_7j7+;6)
Dj(r5e):=q -1, L(7,J,—¢)=—1=L(7,],+;¢)
0, ﬁ(T,j,—;E):—ﬁ(T,j7—|—;€).

Theorem 11. Let Z ~g (Z,e). Then for each T €
LCC, j €V, and B € {—,+},

L(7,7,8;0) = L(7, ], B; €).
®(15¢) = ©(7;0).

Consequently,
Proof. First suppose j is a regular direction of 7.
Let A € In; be the input combination such that
the A-valuation function evaluated at A satisfies
w;(A) = Aj(7). Strong equivalence implies the fol-
lowing list of equivalent statements

L (A,CL]7+ 8)_L (A,CLJ,+ O)

sgn(—7;j(0arj + €azy) + A;(7))
— sgn(—%ﬂa;j =+ Aj(T)),
‘C(ija - 6) = £(T7j7 ) 0)

A similar computation shows L(1,j,+;¢) = L(T,
J,+;0).

Now suppose j € sd(r). Let p = p7 and
A e Inp(j) such that wp(j)(A) =A (])( ) Strong

equivalence implies

Loy (A, p%(5), +32) = Loy (A, p*(5), +;0),

s80(—p(5) (02 (1)p() + E2(0p)) T No(i) (T7)
= sg0(=7,() 02 ()o() T Ao (T])):
L(T,j,+;¢) = L(7,7,+;0).

Stability and Bifurcations of Equilibria in Networks

_35) = £(7—a

A similar computation shows L£(, ],

7.1. Technical lemmas

To prove Theorem 1, we will need some technical
lemmas. The following lemma implies statements 3
and 6 of Lemma 1.

Lemma 6. Let (Z,e) ~w Z and 7 € x(0). If
0ij(T) is well defined, then R;j(xj;¢) = 045(T) for
all x € 7(e). Consequently, if A;(T) is well defined
then Ri(z,e) = Ai(7) for all x € 7(¢).

Proof. Let p = p’ and suppose o;;(7) is well
defined. First suppose j € sd(7) with 7;(7) =
{0i;}. Since 0;;(7) is well defined, ip # i. We have
75 (r(2)) = (g
alence implies that for x € 7(¢), x; < 0;; — 45 if
Qij < eioj and Tj > (91‘]‘ + €45 if (91‘]‘ > eioj- Therefore
Rij(z;€) = 045(7).

If 4 ¢ Sd(’T)7 then 7Tj(’7') = (9ajj + 8%.]',91)].]‘ -
€p;5)- Weak equivalence implies that for z € 7(e),
T; < 92‘]‘ — Eij if 92‘]‘ < eajj and T > Gl-j + €45 if
0ij > Op,j. Therefore Rj(z;e) = 045(7).

The function A;(1) = [[>oi(7
defined if and only if o;;(7) is well defined for all
J € S(i). Since 045(1) = Ryj(x;¢) for all z € 7(¢),
we have Aj(7) =[] > Rij(z;e) = Ri(z;e). W

— Einj»r Oigj + €ipy) and weak equiv-

) is well

Next, we provide a relationship between the
process of going from a cell 7 € x(0) to the corre-
sponding cell 7(¢) € x(g) and the process of taking
a neighbor.

Lemma 7. Let Z ~w (Z,e), 7 € x(0) and s €
sd(7). If ms(T) # {0oos} then T(e) is the left s-
neighbor of T4 (). If ms(T) # {0_oos} then T(g)5
is the right s-neighbor of T (5) In general, for

B € {—,+} and 7 C RY, (5)3 is an s-neighbor
of T?(s).
Proof. For i # s we have m; (T? ) = mi(7) so
(1) (€)) = mi(7 () = mi(7(e)?).
Let p = p™. Since m4(7s) # {0oos}, We have
s (T+) (ep(s)sv 9p+ (s)s)

= (Op(s)s T €p(s)s1 0ps(s)s — Eps(s)s)
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and
s (T (5)) = (ep(s)s

WS(T(E):) - {Hp(s)s + 6p(s)s}'

Notice that ms(7(e)F) is the left end point of

S
7s(74(€)). All other projections agree. Therefore,

7(e)f is the left s-neighbor of 77 (g). A similar

S
argument shows that 7(e); is the right s-neighbor

of r;(e). W

— €p(s)s1 Op(s)s + En(s)s)

Finally, we prove that there are no singular
R-equilibrium cells if Z and (Z,¢) are strongly
equivalent.

Lemma 8. If Z ~g (Z,e) and o € x(e) is a sin-
gular cell, then o does not contain an equilibrium
of R(Z,e).

Proof. For the sake of contradiction, suppose o €
x(€) is a singular cell containing an equilibrium of
R(Z,¢). Let x be that equilibrium. For each singular
direction s of o, we write m5(0) = {05 + Bs€i.s}
for Bs € {—1,1}. For each regular direction r of o
we write

WT(U) = (eiw’ — Eipry 0@'7«7’ + Eiw’) or

WT(J) = (ez}r + Eilr 9@%7’ - 6@'%7’)'
We define a cell 7 € x(0) by its projections. For each

singular direction s of o, we let 0,1, < ;s < 0;2, be
consecutive thresholds and define

(eiésaeiss)a ﬂs =-1
7Ts(7') = (Giss’eigs)’ B =1

and for each regular direction r we define

{eir"‘}7
WT(T) = (91

0,5,)
itrs ViZr)s

T (U) - (ez}ar + Eilrs 9@%7’ - 6@'%7’)'

Ty (U) = (eirr —Eiprs eirr + 5irr)

We note that o C 7(¢).

If 7 is a loop characteristic cell, then for a sin-
gular direction s of o, s is regular direction of 7.
Therefore Ag(7) is well defined and by Lemma 1
and continuity of R, Ry(z;¢) = As(7). Since x is an
equilibrium, we have —v,(0;,s + Bs€i.s) + As(7) = 0,
contradicting that (Z,¢) is regular.

If 7 is not a loop characteristic cell, then there is
a singular direction j of 7 so that j ¢ p”(sd(7)). By

Lemma 1, Aj(7) = Rj(x;¢). Since x is an equilib-
rium, —vy;x; + Aj(1) = 0. As z; € (0;,5 — 4,5, 0,5 +
€i,5), we have
=705 — €i;5) + Aj(7) =1 and
=75(0iy5 + €ij5) + Aj(1) = 1.
So, there is an A € In; so that L;j(A,ij, —¢) =1
and L;(A,i;,—;¢) = —1. Strong equivalence implies

this holds for all € so that —v;0;,; + Aj(1) = 0,
contradicting that (Z,¢) is regular. W

7.2. Proof of Theorem 1

Let 7 € x(0) be an equilibrium cell. By Theo-
rem 3.13 of Duncan et al. [2021], 7 is a loop char-
acteristic cell so that by Lemma 1, A,(7) is well
defined for each regular direction r and A (7F) is
well defined for each singular direction s. Addition-
ally, by Theorem 11, ®(7;¢) = ®(7;0).

Let r be a regular direction of 7. By Lemma 6
the dynamics of R(Z,¢) satisfy

Zr = =Yy + Re(z56) = —vpp + A (7) (19)

on 7(¢). ®(r;¢) = ®,(7;0) = 0 so m(7(g)) is an
invariant set for (19). Since (19) is linear on 7, (7(¢))
there is a unique stable equilibrium in 7, (7(g)). This
shows that if 7 is a regular equilibrium cell, 7(¢)
contains a unique stable equilibrium.

Let s € sd(7) and p = p". On 7(¢), R, (z;¢)
depends only on the value of . Since @) (7,¢) =
0, for each x € 7(¢)

S8(—Yo(s) (Op2(5)p(s) — Ep2(s)p(s)) T Rogs) (73 €))
= —880(—Yp(s) (Op2(s)(s) T Ep2(s)0(s))
+ Rp(s) (SC; 5))

By the intermediate value theorem and monotonic-
ity of —7,(s)Tp(s) T Rp(s) (T3 €) in (), for every value
ol(f1 x5 there is a unique value of z (), =7 (xs), SO
that

_’Yp(s)x;;(s) (xS) + Rp(s) (x; 6) =0.
By continuity of R, x;(s)(-) can be defined on
7s(7(€)). Define
g: H 7s(T) — ms(7),
sesd(r) sesd(r)

d(r
by gs(x) = x(z,-1(5)). Brouwer’s fixed point the-
orem implies there is a fixed point of g so that

g = (gla"'agN)
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—Yp(s)Zp(s) T R(z;e) can be solved simultaneously
for each s € sd(7). This shows existence of an equi-
librium of R(Z,¢) in 7(¢) and proves the backward
direction of the theorem. We now prove the forward
direction.

Let o € x(¢) be a cell which contains an equi-
librium of R(Z,e). Lemma 8 implies that o is a
regular cell. Since there is a bijection between regu-
lar cells of the ramp complex x(e)¥) and all cells of
the switching complex x(0), we may write o = 7(¢)
for 7 € x(0).

Suppose 7 is not a loop characteristic cell. Then
there is an s € sd(7) so that s ¢ p(sd(7)). By
Lemma 1, As(7) = Rs(z;¢) for each = € 7(¢). Since
the cell 7(¢) contains an equilibrium, there is an
x € 7(¢) so that

0= —7szs + Rs(z;8) = =525 + Ag(7).

Since s is a singular direction, 7s(7) = {0,05)s}-
Therefore x, € 7TS(T(€)) = (ep(s)s - 5p(s)sa9p(s)s +
€p(s)s) Which implies

Sgn(_’}'s (Hp(s)s - 6p(s)s) + AS(T)) -
Sgn(_'Ys (ep(s)s + 6p(s)s) + AS(T)) =-1

Therefore, there is an A € Ing such that
LS(A7 P(5)7 +7 5) - _LS(A7 P(5)7 ) 5)'

Strong equivalence implies that for every ¢/ < e and
B e {_7 +}7 Ls(A4, p(s), B; 5) = LS(A7 /0(5)7 B; 6/)'
This can only hold if —v40,.)s + As(7) = 0. This
contradicts the assumption that Z is a regular
parameter. This contradiction shows that 7 must
be a loop characteristic cell. By Proposition 11, this
implies ®(7;¢) = ®(7;0).

Now we will show that ®;(r;¢) = 0 for
each j. We consider regular and singular directions
separately.

Let r be a regular direction of 7. Then for every
x € 7(e), Ry(x;¢) = Ay (7). Since the cell 7(¢) con-
tains an equilibrium, there is an x € 7(g) so that

0= -z, + Ro(x;6) = —ypmp + A (7).
Since x, € (0g,r + €aprs Obr — Ebor)s
380 (=Y (Oa,r + €a,r) + Ap(7)) = 1
sg(—Yr (Op,r — €b,p) + Ar(7)) = —1

or, equivalently, £(,r, —;&) = —L(7,7,+;¢) so that
®,(1;¢) = 0.
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Let s be a singular direction of 7. Assume, by a
way of contradiction, that ®4(7;¢) # 0. This means
that either L(7,s,+;¢) = 1 or L(7,s,%;¢) = —1.
Assume without loss that £(7,s,4;¢) = 1. Then

+
SEI(—Yp(s) (0p2(s)p(s) T Ep2(s)p(s)) + Mp(s) (T5)) = 1.

By Lemma 1, for every = € 75(e), Ry)(z:e) =
Ay (75). By Lemma 7, 7(e)F € xMV(e) is a
neighbor of 7¥(¢). By continuity of R, for every
z € 7(e)F, Rys)(wi€) = Ays)(75). Therefore, we
conclude that for z € 7(g); or x € (), we have

s80(—Yp(s) (O p2(s)p(s5) £ Ep2(s)p(s)) + Ros) (256)) = 1.

Since R, is monotone in x; and depends only
on xs on 7(¢), the previous equation holds for all

T € 7’(8). On 7'(6), Tp(s) € (0p2(s)p(s) — €p2(s)p(s)>
epQ(S)p(s) + €p2(s)p(s))7 so for all z € T(E

Sgn(_’}/p(s)xp(s) + Rp(s) (1‘; 6)) =1L

But 7(g) contains an equilibrium so there is an
T € 7(6) so that ~Yp(s) L p(s) + Rp(s)($;€) =0, a
contradiction. A similar argument shows that the
assumption L£(7,s,+;e) = —1 also leads to a con-
tradiction. Therefore, ®4(7;¢) = 0. We have shown
®;(7;0) = 0 for all singular and all regular direc-
tions, and thus for all j. By Theorem 3.13 of [Dun-
can et al., 2021], 7 is an equilibrium cell which
proves the forward direction.

We now show that the equilibrium in 7(e) is
unique. If not, then linearity of (4) on 7(e) implies
that there is a line segment of equilibria in 7(¢),
which extends to the boundary of 7(g). In partic-
ular, there is a singular cell of the ramp complex
containing an equilibrium, contradicting Lemma 8.

8. Proof of Bifurcation Results
for CFS

Here we prove the results stated in Sec. 4.2. We
divide this section into two parts. The first part.
addresses the degenerate bifurcations in positive
CFN, and the second part addresses nondegenerate
border crossing bifurcations.

8.1. Proof of Propositions 2 and 3

Before proving the propositions we set aside an
argument used in both proofs as a lemma.
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Lemma 9. Let RN be a positive CFN and Z be
a switching parameter such that the singular loop
characteristic cell T is an equilibrium cell. If Z ~g
(Z,¢) then R(Z,¢) has three equilibrium cells, 7(g),
kE(e), k() where

KZL:

(O 9(]+1)]) and

AEZ

<
Il
—

N
H 9(J+1 )j»

Moreover, the equilibria in k¥ and k¥
the equilibrium in T is unstable.

are stable and

Proof. By Lemma 4.4 of Duncan et al. [2021], 7, &,
and T are SWITCH-equilibrium cells. Theorem 1
implies 7(¢), k”(¢), and s (¢) are R-equilibrium
cells and that the equilibria in x”(g) and s (&) are
stable. Proposition 1 implies the equilibrium in 7(¢)
is unstable. W

Proof [Proof of Proposition 2]. First suppose ¢ <
V. Note that Z ~g (Z,¢). Then by Lemma 9,
R(Z,€) has two stable equilibria and one unstable
equilibrium.

Now we consider ¢ > ¢’. Assume that (1)
holds. The proof for case (2) is similar. Let &
be defined as in Lemma 9. Choose ¢ > & so
that v;0(j11); + €(j+1); < Uj-1 for each j. Then
®;(k;e) = 0 for each j so that k¥ (¢) is attracting
and therefore contains a stable equilibrium. This
equilibrium is unique in x*(¢) since R(z;¢) is con-
stant on s (¢) by Lemma 1.

Now we show that s (g) is the unique equi-
librium cell. For the sake of contradiction, suppose
there is an equilibrium z not contained in x. Then
rj < O(y1)j + E(j+1); for some j. Since z; is an
equilibrium,

=% + Rjj—1)(zj-156) =0

and l’J < ’YJ(G(]-Fl) + 5(]+1)]) < U](]—l) 1mphes
zj—1 < Oj_1) + €j(j—1)- An induction argument
then implies z; < ;1 1); + £(j41); for all j. Since
Rjj—1) 2 Lj(j-1) for all j and 7;(0(j+1); — (1)) <
Ljj—1), we must have z; > 0(;11); — €(j41); for
(OG+1)5 —
EG+1)5 0G+1) T 5(]+1)]) for each j, i.e. z € 7(¢).

We may choose € > € so that M(g) > [T,
To see this, we compute

each j. Therefore, we must have z; €

M(£Y)
_ H U(J+1 L+
(J+1)
1 Yerns —056-1) — 50(]‘—1))
H e 0
j (J+1)

0
£i6-1)

(0. - 0 —~ (0. . _
- H i (05-1) +€j(jfl)) i (05-1)

0
j 28(J‘Jrl)j

2
= H i J(] 1)) H .
]+1

Since det(J(z,¢)) = [[;v; — M(e) # 0, we have
x is the unique equilibrium in 7(¢). Therefore, x
and the equilibrium in x are the unique equilibria
of R(Z,¢).

To arrive at a contradiction we will use the
Lefschetz—Hopf theorem

> i(Gx) = Le,

z€Fix(G)

applied to the map G : RY — RN defined

component-wise by
Gj (1‘) = =Ty + Rj(j,l)(xj_l;g).

In the Lefschetz—Hopf formula, i(G,x) is the local
index of the equilibrium = as a zero of a continu-
ous function of GG, and L is the Lefschetz number.
Since the ramp system R is dissipative, the func-
tion G(z) maps sufficiently large set [—K, K|V to
itself. At the same time, the equilibrium 2 in x¥
is locally stable and thus the index i(zf, G) = Lg.
Finally, since det(J(x,¢)) # 0, the index i(z,G) #
0. This leads to a contradiction with the Lefschetz—
Hopf formula. W

Proof [Proof of Proposition 3]. First suppose € <
Y. Note that Z ~g (Z,¢). By Lemma 9, R(Z, ¢) has
two stable equilibria and one unstable equilibrium.

Now we consider € > €Y. Observe that Ujij—1)+

Lig—1y = 27(011);) and Uj—1y — Lj-1y =
2fyj6?j +1); 5O that
Usiiony + L
1) = 2L 2 B and
Ao
0 (-1
TiEGH); T T
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where A(]+1)] = U](]—l) — L](]—l) For any € > O,
x € 7(e) we have

—v5%; + Rj(w;€)

Uji—1) + Lji-1)
9

= Tt

+85G-1My(-1)(@j—1 — 05-1))

so that z* := (021,032, ...,01N) is an equilibrium.
To see that the equilibrium is stable for ¢ > €%, note
that

Aty
m(j+1)j(5(()j+1)j) = 25()]—] =7
(i7+1)j

Since the slopes are decreasing in ¢,

G403 (2758) = miian; (e ;) <

Therefore the Jacobian evaluated at the equilib-
rium, J(z*;¢) is strictly diagonally dominant and
all eigenvalues have negative real part.

To see that z* is the unique equilibrium, we
first note that R(Z,¢) is linear on 7(¢g) so that x is
unique in 7(g). Consider 2° ¢ 7(¢). Then there is
an j so that 955‘)71 S [079](]_1) — 5]'(]'_1)] U [9](]_1) +
€j(j—1),00). By Lemma 1, R;(z%¢e) = Lj—1y or
Uj(j—1)~ But ¢ > &9 implies 9(j+1)j —EG+1); <
Lj(j—1) and U1y < O(j41);+€(j41); 80 that & # 0
at 2. Therefore ¥ is not an equilibrium. M

8.2. Proof of Theorem 2

Let (Z(s),e(s)) be a smooth parameterization of
ramp parameters. We study what happens when a
fixed point 20 = 2%(s) crosses exactly one thresh-
old 0(i11)i(s) £ €(i+1)i(s) at s = so. We will apply
Theorem 2.7 of [Di Bernardo et al., 2008].

Let 4 = s — sg and for concreteness assume
2% (1) = 01n (1) +e1n (1) at p = 0. Near the border,
we localize the dynamics of R(Z,¢) as

. {F(-’L‘,M)y N > 01N (1) +eni(p) 20)
Gz, ), oy <bin()+en(p)-

We are only concerned with when an equilibrium
crosses a codimension 1 boundary, so F' and G differ
in only one component. Namely, we assume without
loss of generality that F; = G; for j > 1. At the
boundary, the ramp function Ry has a corner i.e. a
discontinuity in the first derivative. F' captures the
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regime in which R; is constant and G the regime in
which Rj is linear. Explicitly,

Fy(x,p) = —21 + oin(zn)
Gi(z,p) = —z1+ oin(zN)

+sivman (p) @y — (v (p) +einv(w)).
Note that

G(x,,u) - F(.I,;L)
= (sivman (p)(@n — (018 (1) +e1n(p)))er,

where e; is the unit vector (1,0,...,0)". In
accordance with the notation of Theorem 2.7 of
[Di Bernardo et al., 2008], define H(x,pu) = N —
(911\7(#’) +€1N(M))7 A = F,, B = Flm C = H,,
D = H,, and E = (G — F)/H all evaluated at
(z, 1) = (2°,0). Notice that A is lower bidiagonal
and we can compute

C = ey,
DzellN(O)—i-EIlN(O), and
E = siymyney.

To apply the theorem, we need the nondegeneracy
conditions

det(A) # 0,
D—CA'B+#0, and
1+ CAIE #£0.

The first condition holds because det(A) = (—1)V.
The second condition expresses that the fixed point
meets the boundary with nonzero velocity with
respect to p and holds generically. The last con-
dition can also be expressed as det(G;) # 0 as the
following lemma demonstrates.

Lemma 10

det(G,)

1
1+ CA'E = det(A)

Proof. We have G = F + FH so that
G,=F,+FEH,=A+ EC

Define the block matrix

()
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Applying Schur’s formula to M (see, for example,
Theorem 1.1 of Zhang [2006]) yields

det(A + EC) = det(A) det(1+ CA™'E)

from which the lemma follows. N

Theorem 2.7 of [Di Bernardo et al., 2008]
together with Lemma 10 implies that whether
the bifurcation is persistent or a nonsmooth sad-
dle depends on the relative sign of det(A) and
det(G;). By Theorem 2.7 of [Di Bernardo et al.,
2008] and Lemma 10, the bifurcation is persistent
if det(A)/det(G,) > 0 and a nonsmooth saddle if
det(A)/det(G,) < 0.

First suppose zY
det(A) = (=1)" [T, and

€ 01(e(sp)). We have

N
det(Ga) = (=D | [] v — M(e(s0))
j=1

if RN is a positive CFN or
det(Gy) = (=1)N (1 + M((s0)))

if RN is a negative CFN and I' = I. This shows that
if RN is a positive CFN then det(A4)/det(G,) <
0 if and only if M(e(sp)) > [[v. If RN is a
negative CFN and I' = I then Proposition 4.11
of [Duncan et al., 2021] shows that G, has an
eigenvalue with positive real part if and only if
M(e(s0)) > sec(r/N)N and N > 2. Now sup-
pose 2° ¢ O7(e(s0)). Then det(A) = det(G,) =
(=1)N TT~; so the bifurcation is persistent. Further-
more A and G, both have eigenvalues —; for each
j =1,...,N so the equilibrium is stable on both
sides of the bifurcation.

9. Discussion

The dynamics for a switching system model of a
network are efficiently computable because their
structure allows for a combinatorial (finite) analy-
sis which avoids the need for ODE simulation. The
DSGRN software package is capable of efficiently
computing the dynamics for all parameters in mod-
erate size (O(10) nodes and edges) networks. We
therefore ask if there is a broader class of systems
for which these computations can be used to under-
stand their dynamics. Progress was made towards
answering this question in [Duncan et al., 2021],
where it was shown that these computations can

be leveraged to completely understand the equi-
libria and their stability for a class of a smooth
sigmoidal systems as long as the sigmoids are suf-
ficiently steep. In this paper, we study the more
restrictive class of ramp systems, whose additional
structure allow us to explicitly quantify the required
steepness for the equilibrium cells of switching sys-
tems to be in one-to-one correspondence with equi-
libria of ramp systems. To do so, we use the theory
of bifurcations in piecewise smooth systems to char-
acterize the bifurcations that occur as the steepness
of the ramp functions are decreased. This bifur-
cation analysis shows that the stability predicted
by the switching system is also guaranteed to be
maintained when this steepness requirement is met
except when negative loops in the network lead to
stabilizing Hopf bifurcations. Finally, we show how
to choose a subset of parameters so that the cor-
respondence between switching system equilibrium
cells and ramp system equilibria is maintained for
the shallowest possible ramp functions when the
remaining parameters are fixed.

A natural extension of this work involves
questions of nonstationary dynamics. The combina-
torial analysis of switching system produces infor-
mation not only about equilibria, but also about
other recurrent dynamics exhibited by the system.
We suspect that the existence of periodic orbits,
for example, in steep sigmoidal and ramp systems
can be inferred from switching system dynamics.
Previous work [Gedeon et al., 2017] has shown that
there is a close relationship between global switch-
ing system dynamics and global dynamics of sig-
moidal systems in two-dimensional systems. The
work on extending this result to higher dimension is
in progress. In this context, the characterization of
steepness of the ramp functions that preserve global
dynamics information from switching system would
allow further leveraging of the efficient switching
system computations in the investigation of network
dynamics.

References

Cummins, B., Gedeon, T., Harker, S., Mischaikow,
K. & Mok, K. [2016] “Combinatorial representation
of parameter space for switching networks,” STAM
J. Appl. Dyn. Syst. 15, 2176-2212.

Cummins, B., Gameiro, M. & Harker, S. [2020]
“DSGRN: Dynamic Signatures Generated by Regula-
tory Networks,” https://github.com/ marciogameiro/
DSGRN.

2130032-26



de Jong, H. [2002] “Modeling and simulation of genetic
regulatory systems: A literature review,” J. Comput.
Biol. 9, 67-103.

Di Bernardo, M., Budd, C. J., Champneys, A. R., Kowal-
czyk, P., Nordmark, A. B., Tost, G. O. & Piiroinen,
P. T. [2008] “Bifurcations in nonsmooth dynamical
systems,” STAM Rev. 50, 629-701.

Duncan, W., Gedeon, T., Kokubu, H., Mischaikow,
K. & Oka, H. [2021] “Equilibria and their stability in
networks with steep sigmoidal nonlinearities,” arXiv
e-prints, arXiv:2103.17184, URL https://arxiv.org/
abs/2103.17184.

Edwards, R. [2001] “Chaos in neural and gene networks
with hard switching,” Diff. Egqs. Dyn. Syst. 9, 187—
220.

Gardner, T. S., Cantor, C. R. & Collins, J. J. [2000]
“Construction of a genetic toggle switch in escherichia
coli,” Nature 403, 339-342.

Gedeon, T. & Mischaikow, K. [1994] “Dynamics of
cyclic feedback systems,” Resenhas do Instituto de
Matemdtica e FEstatistica da Universidade de Sao
Paulo 1, 495-515.

Gedeon, T., Harker, S., Kokubu, H., Mischaikow, K. &
Oka, H. [2017] “Global dynamics for steep sigmoidal
nonlinearities in two dimensions,” Physica D 339,
18-38.

Gedeon, T., Cummins, B., Harker, S. & Mischaikow,
K. [2018] “Identifying robust hysteresis in networks,”
PLoS Comput. Biol. 14, e1006121.

Gedeon, T. [2020] “Multi-parameter exploration of
dynamics of regulatory networks,” Biosystems 190,
104113.

Glass, L. & Kauffman, S. A. [1973] “The logical analy-
sis of continuous, non-linear biochemical control net-
works,” J. Theoret. Biol. 39, 103—129.

Glass, L. & Pasternack, J. S. [1978] “Stable oscillations in
mathematical models of biological control systems,”
J. Math. Biol. 6, 207-223.

Stability and Bifurcations of Equilibria in Networks

Grossberg, S. [1988] “Nonlinear neural networks: Prin-
ciples, mechanisms, and architectures,” Neural Netw.
1, 17-61.

Hong, T., Watanabe, K., Ha Ta, C., Villarreal-Ponce,
A., Nie, Q. & Dai, X. [2015] “An Ovol2-Zebl mutual
inhibitory circuit governs bidirectional and multi-
step transition between epithelial and mesenchymal
states,” PLoS Comput. Biol. 11, €1004569.

Hopfield, J. [1982] “Neural networks and physical sys-
tems with emergent collective computational abili-
ties,” Proc. Natl. Acad. Sci. USA 79, 2554-2558.

Troni, L., Panzeri, L., Plahte, E. & Simoncini, V. [2011]
“Dynamics of actively regulated gene networks,”
Physica D 240, 779-794.

Jaeger, H. & Haas, H. [2004] “Harnessing nonlinearity:
Predicting chaotic systems and saving energy in wire-
less communication,” Science 304, 78-80.

Jolly, M., Tripathi, S., Jia, D., Mooney, S., Celiktas,
M., Hanash, S., Mani, S., Pienta, K., Ben-Jacob,
E. & Levine, H. [2016] “Stability of the hybrid
epithelial /mesenchymal phenotype,” Oncotarget 10,
27067-27084.

Thomas, R. [1991] “Regulatory networks seen as asyn-
chronous automata: A logical description,” J. Theo-
ret. Biol. 153, 1-23.

Veflingstad, S. R. & Plahte, E. [2007] “Analysis of gene
regulatory network models with graded and binary
transcriptional responses,” Biosystems 90, 323-339.

Xin, Y., Cummins, B. & Gedeon, T. [2020] “Multistabil-
ity in the epithelial-mesenchymal transition network,”
BMC Bioinform. 21, 1-17.

Zhang, F. [2006] The Schur Complement and Its Appli-
cations, Vol. 4 (Springer Science & Business Media).

2130032-27



	1 Introduction
	2 The Regulatory Network and Switching Systems
	3 Equilibria of Ramp Systems
	3.1 Weak equivalence of rampand switching parameters
	3.2 The combinatorial parameter and strong equivalence
	3.3 Characterization of R-equilibrium cells

	4 Stability and Bifurcations of Equilibria in Cyclic Feedback Networks
	4.1 Stability of equilibria for CFS
	4.2 Border crossing bifurcationsin CFS

	5 Stability and Bifurcations in General Networks
	5.1 Local decomposition into cyclic feedback systems
	5.2 Stability of equilibria
	5.3 Border crossing bifurcations

	6 Preserving Equilibria While Minimizing Slopes
	6.1 Minimizing slope for fixed parameter Z
	6.2 Minimizing slope for fixed L, U, and 

	7 Proof of Theorem 1
	7.1 Technical lemmas
	7.2 Proof of Theorem 1

	8 Proof of Bifurcation Resultsfor CFS
	8.1 Proof of Propositions 2 and 3
	8.2 Proof of Theorem 2

	9 Discussion

