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ABSTRACT
Blockchains have become a popular technology for lowering the
trust-tax burden between transacting parties that cannot necessar-
ily trust each other. They are used as substitutes for the centralized
authorities typically incorporated in transactional workflows to per-
form verification tasks and have the advantage of being objective
and incorruptible. For applications such as supply chain market-
places, auxilliary functionalities beyond the core blockchain roles
of recording and validating transactions such as event detection
are important for enabling application participants be responsive
to business conditions. Unfortunately, existing blockchain event
frameworks are immature, syntactic, inflexible and not expressive
enough for many application needs.

In this paper, we propose an approach that involves an event
model which "semantifies blockchain transactions" and an imple-
mentation architecture that integrates a open-source blockchain
database BigChainDBwith a semantic engine and publish-subscribe
messaging platform. Finally, we model and simulate a use-case in-
spired from the manufacturing domain and present usability and
preliminary performance results that demonstrate the discrimina-
tory ability of semantics-enabled event model.
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• Information systems → Computing platforms; Enterprise ap-
plications.
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1 INTRODUCTION
Supply chains comprise of different interacting workflows covering
multiple phases in the business and production processes beginning
from procurement, through order processing, production, shipping
to delivery. The participants in the workflows are often a dynamic
set of humans and machines or automated processes that are man-
aged by separate and independent organizations. Depending on the
application domain, there can also be dynamism in terms of demand
and operational requirements which can further complicate matters.
For example, manufacturing companies operate in environments
characterized by constant change which may demand adaptations
to changes in design, configuration and processing functions, pro-
duction capacity, and dispatching of the orders [28]. Consequently,
there has been a dominant trend towards more digitization of pro-
cesses to help support improvement in responsiveness to business
demands while improving operational and cost efficiencies.

Blockchains are increasingly becoming an important compo-
nent of the technology ecosystem, particularly for complex supply
chain applications. Blockchains cooperatively maintain ledgers or
databases that are emerging as the so-called "technology of trust".
Being immutable and without centralized control, blockchains insu-
late against tampering of data (at least not without being noticed),
enabling data consumers to trust its data. This is in contrast to
the traditional data management model in which trust is typically
vested in a central entity (banks for managing financial data, regis-
tered entities for real estate escrow) without any guarantees against
such an entity going rogue. Popular blockchain platforms include
Bitcoin [32], Ethereum [10], Hyperledger[7] and so on. As an exam-
ple of its use in supply chains, the global furniture retailer IKEA [6]
has investigated the use of blockchains in the supply chain sector
where decentralization combined with immutability is expected to
enhance the transparency and robustness of transaction processing
drastically" [35]. IKEA’s goal was to use blockchains as a "transpar-
ent and trustworthy documentation of events in the supply chain,
where multiple organizations are involved, and where no entity
should be able to manipulate information without it being noticed"
[35]. To this end, its blockchain solution recorded all the events and
many participants handling different products in its supply chains
from creation to final ownership (28 event types associated with
Order creation, Product creation, Shipment, Logistics, Delivery,
etc.). Other efforts [31], [18], [21] go beyond the needs of a single
company to try to provide support for specific vertical services e.g.
procurement, by offering "decentralized marketplaces".

Decentralized marketplaces are digital platforms where match-
making is done between product and service 𝑟𝑒𝑞𝑢𝑒𝑠𝑡𝑜𝑟𝑠 and ap-
propriate Suppliers using the blockchain rather than a central
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Figure 1: Car Auction Smart Contract Example

authority. In this context, blockchains can be used to record im-
portant aspects of the negotiation activity between requestors and
providers as well as to maintain a historical log of provider activities
as a means of verification of stated capability by the provider. The
experience during the early phase of the COVID pandemic where
there was an acute shortage of PPE created significant demand for
any manufacturers with the required manufacturing capabilities
and capacity for PPE (regardless of whether those entities produced
PPE as their core business as long as purported capability could
be verified). Online marketplaces like "American Makes"[1] offer
a service with which hospitals could enter their PPE needs, man-
ufacturers submit what they can make and general users share
designs of products to be 3D printed. Other centralized manufac-
turing marketplaces do exist [8], [12]. However, the limitations of a
centralized entity are that it is vulnerable to risks of bias, collusion
between the entity and some of its users. In general, there is signif-
icant interest in enabling these sorts of digital and automated, but
trustworthy marketplaces because the existing approach for match-
making is lengthy (on the order of up to a year sometimes), manual,
tedious, and expensive, particularly in high stake domains like air-
craft manufacturing. Here, a major manufacturer that needs to vet
potential suppliers or subcontractors engages in a manual process
of reviewing certifications and job history, inspecting plants, and
so on. Consequently, such major manufacturers find it difficult to
diversify their supplier pool or to find niche area suppliers and to
resort to sticking with a few well-known ones, creating a signifi-
cant barrier to entry for other potential suppliers. Finally, in the
context of public procurement, government regulations often de-
mand fair competition and transparency between the participants
in the bidding and selection process for an awardee of a public
contract. Other efforts [31] [18] [17] have focused on developing
blockchain-enabled marketplaces, particularly in the IoT domain.

While blockchain platforms have as their primary function to
process, validate and record transactions, important auxilliary func-
tions need to be incorporated into the application ecosystem to
provide broader support of business functions. Event frameworks
which enable application participants be notified of relevant trans-
actional activity is critical for a business’s responsiveness and its
ability to maintain operational efficiency and competitive advan-
tage. For example, it will be important for suppliers of products or
services to be informed as soon as there are requests that match
their offerings in order for them to submit proposal bids in a timely
manner. Such event frameworks should support discriminatory
filtering of events, so that event subscribers are not being bom-
barded with irrelevant events. Currently, the main method for users
to discover about transactional activity is to constantly poll the
blockchain using querying tools such as [4], [3], [22], [19], [20] to
scan and parse blockchain data and logs. A few efforts like Even-
teum [5] have integrated a publish-subscribe mechanism into the
architecture, allowing users to subscribe to events of interest. How-
ever, both the querying and subscription-based approaches have
significant limitations with respect to the needs of applications like
the sort of marketplaces we are considering. Existing event models
and frameworks have:
• Limited expressiveness in event representation: events are
typically represented as static and limited declarativeness signa-
tures. Each event is a predefined event name/identifier with a fixed
set of associated values. Figure 1 shows some examples event
signatures for a Car Auction smart contract e.g. BidEvent(..) to
represent an auction bid. For one thing, event consumers must
not only be aware of the keyword used to identify an event, but
also the role and semantics of associated values or parameters
in the event signature given that the degree of declarative-ness
is with respect to data typing. This approach may be sufficient
for single-provider marketplaces and very narrow vertical ap-
plications where assuming that event consumers know event
specification in sufficient detail may be reasonable.
However, for many-many marketplaces (many providers, many
consumers), different users will need to have the flexibility to ex-
press their needs in a way that suits their requirements (not a one-
signature-fits-all). For example, differentREQUEST_FOR_QUOTEs
for manufacturing services may be describedwith varying details
including maybe material to be used for manufacturing, the prod-
uct shape to be made, color etc., because these features have an
impact manufacturing capability. Such flexibility in event specifi-
cation requires declarative, extensible and semantic specification
mechanisms so that users can add as much detail as desired and
what information is added can be properly interpreted. Unfor-
tunately, in addition to the already mentioned limitations, the
event models supported in platforms like Ethereum only allow
maximum of 4 keywords as event signatures (each a maximum
of 32 bytes, and one dedicated to event name, leaving only three
values of parameters possible). This is as result of the memory
structure of the virtual machine used to execute "smart contracts"
[14] in which events are hosted.

• Limited discriminatory ability: a direct consequence of the
limited expressiveness of event representation is the fact that
rich or complex events will have to assume such generalized
representations that their discriminatory ability with respect to
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subscription will be limited. For example, if appropriate details
of REQUEST_FOR_QUOTE are missing in a such an event, then
event consumersmay have to receive allREQUEST_FOR_QUOTE
and the locally process to filter out if the request is relevant to
them. Indeed, in Eventeum [5], all application events are received
by subscribers in single topic. The only level of discriminatory
ability is discriminating between system and application events.
In this paper, we focus on enabling a many-many requestors-

suppliers marketplace as opposed to a single requestor or provider
marketplace in which there is a single predefined way to communi-
cate requests. For a many-many marketplace, maximum flexibility
must be provided for different users to express their needs as they
deem fit. In other words, (i.) requestors should be able to present
their needs and requests in as much or little detail as desired using
vocabulary of choice while (ii.) suppliers must express interests
in receiving notifications about such requests in a from that is de-
coupled from request descriptions both in form and conceptual
models.

Specifically, we present:
(1) an implementation architecture that integrates a distributed

publish-subscribe platform, Apache Kafka, and a semantic en-
gine StarDog with a blockchain database based on BigChainDB.

(2) "semanticizing" a topic-based publish-subscribe event descrip-
tion space as well as BigChainDB’s declarative and extensible
transaction model to be used as a foundation for blockchain
marketplace transaction types. This approach effectively decou-
ples event specifications from event subscriptions meeting the
desired flexibility requirement.

(3) an ontology-based semantic framework for mediating between
the decoupled "transaction-based" event model space and the
"topic-based" event subscription space.

(4) an experimental usecase evaluation using some sample data and
ontologies from the manufacturing domain. The results demon-
strate the discriminatory power of using our semantics-enabled,
expressive event specification model over existing approaches
that rely on purely syntactic event models.

2 BACKGROUND & RELATEDWORK
Blockchains are essentially decentralized databases inwhich "records"
are organized into a sequence or "chain of blocks" such that there
is a dependency between adjacent blocks in a chain and once
blocks are modified the chain is broken (making it easy to de-
tect changes). While the core functions of blockchains are creating
and transferring assets, some platforms such as Ethereum [10] and
Hyperledger[7] support extensibility features that allow additional
business process behavior whose execution also needs to be pro-
ceeded within the blockchain for reliability. The so-called smart
contracts [14] encode business processes and terms of the agree-
ment between parties as arbitrary program code which self-execute
under the control of the blockchain, once specified conditions have
been met. These blockchains also offer support for events as part
of their smart contract frameworks. Figure 1 shows an example of
Ethereum smart contract implementing a car auction with three
event types (adapted from [16]).

Our introductory discussion highlighted some of the limitations
of existing event models. In the following, we will elaborate on
these limitations by using illustrative examples.

2.1 Motivating Example
Marketplaces for domains likemanufacturing are expected to have a
broad range of users ranging from casual users who know about the
product they want to manufacture but do not have deep knowledge
about relevant manufacturing techniques, to more expert users who
have a good idea of their manufacturing needs. Some examples of
possible manufacturing requests follow:
(1) Manufacturing of a hip implant with titanium and a surface

roughness Ra value of 2-5 microns and delivery time of 3 weeks.
(2) Mass manufacturing of a toy (> 100,000 units) along with plastic,

transparent packaging for the toy so that customers can view it
while on store shelves.

(3) Manufacturing of medical device with polycarbonate material
and small quantity (<1000).

(4) Ambulatory bags, Pressure relief valves, Ball joint rod ends, and
sheet metal fabrication (laser or water jet).
The examples show that manufacturing requests can be de-

scribed using different information dimensions e.g. product type
or product components, material type, manufacturing process and
so on depending on how much the user understands their require-
ments. Therefore, in order to allow transactional activity such as
these service requests to form the basis of event messages, event
specifications are going to need to be flexible and expressive. On the
other hand, for event consumers what is critical is to determine
if a request for service falls within their service capabilities. For
example, for request (1.) Abrasive Polishing is a required process
because of the material and low surface roughness requirement;
(2.) CNC Milling and Thermoforming because the arbitrariness of
toy shapes requires a CNC machine to create a ’mold’, and then
the mold is used to form the plastic with the desired shape us-
ing the thermoforming machine; (3.) 3D-Printing because of the
small quantity. (4.) specifies its request in terms of a combination of
product types (Ambulatory bags, Pressure relief valves, Ball joint
rod ends) and a manufacturing capability (sheet metal fabrication).
These are components for producing a ventilator assembly and the
sheet metal fabrication capability is required to cut themetal needed
for the ventilator cover (this was a real use case in the early phase
of COVID). Careful consideration will reveal that it is impractical to
attempt to match requests with subscriptions expressed in a similar
model i.e. in terms of different dimensions of product type, material
etc. because there will be too many possible alternative descriptions
that could be considered "matches". For example, different kinds of
request descriptions would imply 3D-Printing . In-fact, not only the
degree of detail in description could be different, but also terminolo-
gies could. For instance, 3D-Printing and Additive Manufacturing
are synonymous. Therefore, matching event messages to subscrip-
tions just based on textual representations would fail if, for example,
the event message used one term while the subscription used an-
other.

In summary, what we can observe is that while for event de-
scriptions, we want to allow expressive specifications, for event
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subscriptions, we need more generalized abstractions of specifica-
tions. Consequently, we need a semantic mediation mechanism to
bridge the heterogeneities in event message and subscription specifi-
cations, as well as, differences in terminology usage.

2.2 Semantics-Enablement with Ontologies
When there is a need to reconcile terminological differences, on-
tological data representations rather than mere textual represen-
tations are the most commonly accepted method. Ontologies are
formal conceptualizations of concepts and relations in an appli-
cation domain (which could be associated with textual labels in a
well-defined way). The W3C has standards for specifying formal
conceptualizations or ontologies in the form of ontology modeling
languages with an accompanying formal syntax and rules for un-
ambiguous interpretations of language constructs. The standards
also introduce ontological primitives that serve as the foundation
for application and domain ontologies. For example, the concept
of a 𝑐𝑙𝑎𝑠𝑠 and a 𝑝𝑟𝑜𝑝𝑒𝑟𝑡𝑦 (a named binary relation) is defined as
primitives. Then, certain specific relationships are also defined as
primitives such as the rdfs : subclassOf property which allows two
classes to be linked by subsumption while the properties/relations
owl : disjointWith and owl : equivalentClass allow one to assert
that two classes are disjoint or that they are equivalent respec-
tively. Such assertions allow reasoners to make inferences about
data characteristics.

The characteristics of a property can be refined further by as-
serting its membership in special classes of properties. For exam-
ple, if in a family ontology the property 𝑎𝑛𝑐𝑒𝑠𝑡𝑜𝑟𝑂 𝑓 was intro-
duced, its semantics could be further refined by saying that it is an
owl : transitiveProperty while something like 𝑓 𝑟𝑖𝑒𝑛𝑑𝑂𝑓 could be
asserted to owl : symmetricProperty. These primitives in the rdfs
and owl standards have associated logical axioms used for logical
inferencing with those primitives. Ontological reasoners that im-
plement the primitives in the standards can support the automatic
inferencing that is needed when semantic heterogeneities occur
in data models. For example, the synonymous terms 3D-Printing
and Additive Manufacturing can be asserted to be equivalent using
the i.e. 3D-Printing owl : sameAs Additive Manufacturing . Then,
data processing involving ontology reasoners will be able to handle
the terms as equivalent (which would not happen in non-semantic
representations). Using these primitives in the standards as a foun-
dation, domain concepts and relationships can be formalized and
organized into semantic structures. Many ontologies for different
domains have been curated and made publicly available in the
Linked Open Data Cloud. Even in the manufacturing domain, on-
tologies such as [30] [9] and many others have been proposed to
represent different aspects of manufacturing, from product data
models to manufacturing processes, resources, and so on. In-fact,
some of the ontologies have been proposed to enable this idea of a
Manufacturing-As-A-Servicemodel (MaaS) whichwe are discussing
here where "explicit representation of service requests in global
manufacturing-service networks" can be modeled. Figure 2 shows
some key concepts of a summarized graphical representation of
the Manufacturing Resource Capability Ontology (MaRCO) [27].
MaRCO is an OWL-based information model for representing man-
ufacturing capabilities and their relationships to manufacturing

processes, resources or devices, products and so on. Each of the
high level concepts shown is further refined by additional ontolo-
gies such as the Product ontology which introduces concepts like a
product’s material and the process taxonomy which classifies dif-
ferent manufacturing and assembly processes. Detailed discussion
of MaRCO and its extensions can be found in [25], [34], [26].

Figure 2: MaRCO Ontology – Key Concepts and Predicates

Beyond enabling reasoning due to ontology axioms specified in
the rdfs and owl W3C standards, there are inferences that need to
be made based on domain-specific knowledge and there are other
standards that allow for such user-defined domain-specific rules.
For example, in [24], the SPARQL Inferencing Notation (SPIN) is
used to specify rules for inferring manufacturing resources needed
based on product requirements specifications e.g. if a product manu-
facturing process requires a Picking capability, then the requirement
can be fulfilled with a resource/machine that supports Grasping and
Moving capabilities. Whereas for the Placing capability, Releasing
is required along with the Grasping and Moving capabilities.

⟨𝑃𝑖𝑐𝑘𝑖𝑛𝑔⟩
⟨𝐺𝑟𝑎𝑠𝑝𝑖𝑛𝑔⟩.⟨𝑀𝑜𝑣𝑖𝑛𝑔⟩

⟨𝑃𝑙𝑎𝑐𝑖𝑛𝑔⟩
⟨𝑅𝑒𝑙𝑒𝑎𝑠𝑖𝑛𝑔⟩.⟨𝐺𝑟𝑎𝑠𝑝𝑖𝑛𝑔⟩.⟨𝑀𝑜𝑣𝑖𝑛𝑔⟩ (1)

Such rules can be built on top of ontologies by using ontological
concepts and relationships as terms in the inference rules. In other
words, the terms like 𝐺𝑟𝑎𝑠𝑝𝑖𝑛𝑔 can be a concept in an ontology.

One other emerging technique that has the potential of enriching
traditional blockchain event frameworks based on smart contracts
is the use of richer, declarative specification languages such as
domain-specific languages [33] [23] [15] for encoding smart con-
tracts, which potentially could improve the expressiveness of event
models based on such. However, this is still a very new area of
research with no major project implementations and adoptions.

3 APPROACH
Our approach is based on capturing transactional activity on the
blockchain (e.g. REQUEST_FOR_QUOTE) as the basis for events,
and then matching them to event subscriptions defined as gener-
alizations of the event descriptions. In order to achieve matching
between transactional event descriptions and the generalized event
descriptions, domain knowledge in the form of ontologies and do-
main rules are used to bridge the decoupling of both definition
spaces. In effect, the key components of our approach include: (i.)
an open-source blockchain database (BigChainDB [13]) that has
a declarative and extensible transaction data model used to form
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the basis of expressive event modeling in terms of what we call
event message descriptors; (ii.) a distributed, topic-based, publish-
subscribe messaging platform brokering messages between event
producers and event consumers; (iii.) a semantic engine that hosts
domain ontologies used for semantic extensions to the transaction
model and publish-subscribe topic space and, domain rules and
a rules-based reasoner drawing inferences between transactional
events and event subscriptions.

Figure 3 shows an architecture that comprises three main layers.

Figure 3: System Architecture

3.1 SMARTCHAINDB’s Event Framework
BigChainDB supports key block-chain characteristics such as de-
centralization, immutability, owner-controlled assets while offering
appealing database characteristics such as high transaction rate, low
latency, indexing, and querying of structured data. It is Byzantine
fault-tolerant (BFT), allowing up to a third of the equal-voting-
power validator nodes to fail arbitrarily before the system stops
operating and committing blocks. Although, it does not support
smart contracts in the real sense, it supports simple cases of smart
contracts called 𝑐𝑟𝑦𝑝𝑡𝑜𝑐𝑜𝑛𝑑𝑖𝑡𝑖𝑜𝑛𝑠 .

BigChainDB’s transaction model supports traditional blockchain
transactions: CREATE and TRANSFER for creating and transfer-
ring assets respectively. The transaction data model is declara-
tive, semi-structured (key-value pairs), allowing for extensibility.
The SMARTCHAINDB platform in our architecture is an extended
BigChainDB which introduces the new transaction types such
as REQUEST_FOR_QUOTE, BID. The fundamental difference be-
tween this approach and existing approaches is that in existing
platforms, these extraneous functionalities are modeled as smart
contract methods which have several limitations, whereas in our
model, they are captured as first-class transactions. Introducing new
transaction classes amounts to introducing appropriate schemas
for the transactions types and corresponding validation algorithms.
The details of these transaction extensions are outside of the scope
of this paper; however, we overview with illustrations.

Figure 4 shows our model’s BID transaction "equivalent" of the
bid function in the smart contract in Figure 1. It illustrates the
modeling of a transaction using a nested key-value pair data model.

Figure 4: 𝐵𝐼𝐷 Transaction

Some of the keys/attributes are generic and common to all trans-
action types. However, three key attributes that are transaction
type-specific are the operation (in our example BID), asset and
metadata attributes. The asset attribute captures fundamental,
immutable attributes of an asset. For example, for the car asset,
its brand, model, vin number, year, etc., are immutable attributes
of a car. One the other hand, the metadata attribute allows for
modeling of mutable attributes e.g. the color of a car which can
change over time. Transaction types are supported by transaction
type schemas that define such attributes and possible values, as
well as appropriate validation algorithms that capture the correct
behavioral semantics. For example, when one places a big in a BID
operation, the asset used in the bid should be "locked" or held in
some form of escrow and returned when higher bid is submitted or
at end of auction.

To support semantic mediation based on transactional data con-
tent, we "semantify" the transaction schemas so that the attribute-
value space for the transaction-specific attributes are drawn from
an ontology rather than considering them as mere text-based key-
words. Figure 5 shows the "semantified" version of SMARTCHAINDB’s
REQUEST_FOR_QUOTE transaction. This transaction includes a
request to make a couple (3) of products. The details of the request
are specified as part of the asset andmetadata attributes descriptions.
The kind and detail given about each product in the request are
different. For one product, it specifies the product type as attribute
𝑚𝑟 − 𝑝𝑟 : 𝑃𝑟𝑜𝑑𝑢𝑐𝑡 and some additional product characteristics like
material to be used as 𝑚𝑟 − 𝑐𝑐 : 𝑀𝑎𝑡𝑒𝑟𝑖𝑎𝑙𝑇𝑦𝑝𝑒 and other prod-
uct feature characteristics related to shape and so on. For another
product, it does not include a product type but includes a material
type and quantity. Then, for another one, it explicitly gives a set of
capabilities required such as 𝐴𝑟𝑐𝑊𝑒𝑙𝑑𝑖𝑛𝑔, 𝑆𝑐𝑟𝑒𝑤𝑖𝑛𝑔, 𝐶𝑙𝑖𝑝𝑝𝑖𝑛𝑔, and
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Figure 5: 𝑅𝐸𝑄𝑈𝐸𝑆𝑇 Transaction

so on. This example is reminiscent of example (4.) in the motiva-
tion section that had different products in the request, described in
different ways. As can be observed, some of the attributes have pre-
fixes in their names. These prefixes are aliases for an ontology from
which the term is obtained. The manufacturing ontology earlier
described𝑀𝐴𝑅𝐶𝑂 2 is used in this example. As a matter of fact, the
𝑀𝐴𝑅𝐶𝑂 ontology imports several other ontologies that are used to
refine specific dimensions of the 𝑀𝐴𝑅𝐶𝑂 ontology. For example,
there is a 𝑃𝑟𝑜𝑑𝑢𝑐𝑡 ontology that defines different product features
and is aliased with the prefix𝑚𝑟 − 𝑝𝑟 :. There is also a common
concepts ontology aliased with the prefix𝑚𝑟 − 𝑐𝑐 :. Another small
local ontology is created to supplement links between the𝑀𝐴𝑅𝐶𝑂
ontologies for the purposes of demonstrating some use cases. This
local ontology is aliased by the SMARTCHAINDB namespace 𝑠𝑐𝑑𝑏 :.

3.1.1 SMARTCHAINDB’s Event Model. Transactions are used as the
basis for event modeling. However, the transaction description
space (attribute-value pairs) is decoupled from the event subscrip-
tion space (topic-based). Theremight also be a decoupling in concep-
tual space which needs to be reconciled using semantic mediation.
Consequently, transactions need to undergo a transformation in
order to be mapped into the event message topic space. So from
transactions, event message descriptors are generated and then even-
tually mapped to the event space using ontological relationships.
More precisely, let’s assume we have a semantic knowledge base
𝑆𝐾𝐵𝑂 = (𝑂 = 𝐶 ∪ 𝑃 ∪𝑇, 𝑅𝑂 ) where𝐶 is the set of ontology classes,
𝑃 is ontology properties (or binary relation types), 𝑇 is the set of
terms i.e. instances, and 𝑅𝑂 is a rulebase whose terms are from
ontology 𝑂 .

Event message descriptor. Given a SMARTCHAINDB transac-
tion (the nested key-value model earlier described), we define
the following data subtuple as an event message descriptor 𝑒𝑚𝑝
= (𝑜𝑝,𝐴 = (𝑘𝑎, 𝑣𝑎), 𝑀 = (𝑘𝑚, 𝑣𝑚), ...) where 𝑜𝑝 is a valid trans-
action operator such as RFQ , BID, etc. 𝐴 and 𝑀 are the associa-
tive arrays for the transaction’s asset and metadata attributes
respectively. As mentioned before, the keys for the both associative
arrays 𝑘𝑎, 𝑘𝑚 are drawn from classes and literals in an ontology
𝑂 . As an example, for our REQUEST_FOR_QUOTE transaction
example, its associated event message descriptor is the subtuple
𝑒𝑚𝑝 = (REQUEST_FOR_QUOTE, (mr-pr:Product, "CellphoneCov-
ers"), (mr-cc:MaterialType, "Plastic"), ... , (ProductCount, 3), ... .

Event topic space.An event topic space 𝐸𝑇𝑆 is some non-redundant
subset of 𝐶 ∪𝑇 (more accurately the textual labels associated with
the ontological classes and terms). By non-redundant we mean that
no pair of classes within 𝐸𝑇𝑆 are "semantically equivalent". This
space is expected to capture the allowable subscription possibilities
and is assumed to be selected by an administrator. For example,
for the manufacturing marketplace usecase that we have been
alluding to, while 𝑀𝐴𝑅𝐶𝑂 ontology (including embedded ones)
cover concepts such as manufacturing resources, materials, prod-
uct types, processes, etc., the manufacturing capability concepts e.g.
𝐴𝑟𝑐𝑊𝑒𝑙𝑑𝑖𝑛𝑔, 𝑆𝑐𝑟𝑒𝑤𝑖𝑛𝑔, etc., are the concepts that make more sense
for a subscription. The concept of nonredundant means that such
as selected space should not contain both the concepts 3D-Printing
and Additive Manufacturing because both are equivalent concepts.
Redundant topics in the topic space could create problems of missed
event matches. For example, a subscriber may not receive a message
posted on a synonymous topic to one they are subscribed to, unless
they subscribe to both topics.

Event topic subscription. An event topic subscription 𝑒𝑠 is a
tuple (𝑢, 𝑡𝑖 ) which represents the subscription of user 𝑢 to topic
𝑡𝑖 ∈ 𝐸𝑇𝑆 . A user can of-course be subscribed to multiple event
topics. We let 𝐸𝑇𝑆𝑢 denote the set of all topics subscribed to by 𝑢
called 𝑢’s topic subscription set.

3.1.2 EventMatching. Eventmatching involves firstmapping event
space descriptors into the event topic space prior tomatching events
to subscriptions. The mapping process involves using relationships
in domain ontologies and rules to identify relationships between
the attributes and values in an event descriptor and the event topic
space. For example, if a 𝑘𝑒𝑦 is𝑀𝑎𝑡𝑒𝑟𝑖𝑎𝑙 and 𝑣𝑎𝑙𝑢𝑒 is 𝑇𝑖𝑡𝑎𝑛𝑖𝑢𝑚 im-
plemented in a rule that captures the paths and relationships in the
ontology as well as other domain knowledge, may link that pair to
the manufacturing capability say 𝐴𝑠𝑎𝑐ℎ𝑖𝑛𝑖𝑛𝑔. As another example,
involving multiple attributes assume that we know if the product
material is PolyCarbonate and the production quantity is not large
(<1000), then the manufacturing capability required is 3D-Printing .
We can represent such rules using rule languages like SWRL or
SPIN but we show the example using Stardog’s rule language which
is SWRL-like.

PREFIX cp: <http :// resourcedescription.tut.
fi/ontology/capabilityModel#>

PREFIX cc: <http :// resourcedescription.tut.
fi/ontology/commonConcepts#>
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RULE :3 DPrintingRule
IF {

?x.material a cc:PolyCarbonate .
?x.quantity < 1000 .

}
THEN {

?x.capability a cp:3 DPrinting
}

Having the event topic space, rules and semanticized transac-
tion data model linked to ontologies (not necessarily the same but
integrated or linked), we are able to find associations on which
reasoning can be based. A similar idea of using domain rules to
infer manufacturing capabilities based on product specifications
was proposed in [29]. The user-defined rule-based reasoning so
far described is over and beyond the standard ontological reason-
ing using ontological classes, properties and inferencing axioms
in the RDFS and OWL standards. For example, reasoning about
𝑟𝑑 𝑓 𝑠 : 𝑠𝑢𝑏𝐶𝑙𝑎𝑠𝑠𝑂 𝑓 , 𝑜𝑤𝑙 : 𝑒𝑞𝑢𝑖𝑣𝑎𝑙𝑒𝑛𝑡𝐶𝑙𝑎𝑠𝑠 , 𝑜𝑤𝑙 : 𝑠𝑎𝑚𝑒𝐴𝑠 and so
many others.

Event message descriptor mapping. Given the above seman-
tic framework, an event message descriptor is mapped to a subset
of topics in the topic space via semantic reasoning that exploits
relationships between the terms in the event message descriptor and
the topic space defined in ontologies and ontology rule-bases. More
precisely, an event message descriptor 𝑒𝑚𝑝 = (𝑜𝑝,𝐴 = (𝑘𝑎, 𝑣𝑎), 𝑀 =

(𝑘𝑚, 𝑣𝑚), ...), an event is defined as 𝑒𝑣 = (𝑒, 𝑣 ∈ 2𝐸𝑇𝑆,𝐴,𝑀) such
that:

(1) 𝑒 ∈ 𝑣
(2) ∀𝑣𝑖 ∈ 𝑣 , there exists some 𝑘𝑎 𝑗 or 𝑘𝑚𝑙 such that there is a

semantic derivation to 𝑣𝑖
(3) 𝐴,𝑀 constitute the original message contents

where semantic derivation means either derivation by axiomatic
ontological reasoning or by rule-based reasoning.

In other words, an 𝑒𝑣𝑒𝑛𝑡 is essentially as set of topics in the topic
space derived ultimately from the transaction payload, via the event
descriptor generation mechanism. For example, it is possible for
our event descriptor example to be mapped to the set of topics {
𝐶𝑁𝐶 𝑀𝑖𝑙𝑙𝑖𝑛𝑔, 𝑇ℎ𝑒𝑟𝑚𝑜𝑓 𝑜𝑟𝑚𝑖𝑛𝑔 }.

Event matching. Given a user𝑢’s set of subscribed topics 𝐸𝑇𝑆𝑢
it is straightforward to define a match for an event 𝑒𝑣 = (𝑒, 𝑣 ∈
2𝐸𝑇𝑆,𝐴,𝑀) if 𝑣 ⊂ 𝐸𝑇𝑆𝑢 . In other words, a match happens if a sub-
scriber has subscribed to all topics in the event message (including
both the topic designated as event identifier and the remaining
topics). It is important to note that even though messages that were
originally mapped to multiple topics via semantic derivation, are
published on the message bus labeled with one out of the mapped
topics, the entire set of mapped topics are included in the event
payload and event subscribers evaluating matching conditions on
the entire set not just based on 𝑒 .

3.2 SMARTCHAINDB’s Implementation
Architecture Overview

In this section, we review the key components of the SMARTCHAINDB
architecture and elaborate on their functionality.

Sequence Flow: Actors take part in a marketplace workflow
wherein Requesters request for particular resourceswhile Suppliers
serve these requests with their owned assets. Step sequences are
shown in Figure 3:
(1) Requester prepares a REQUEST_FOR_QUOTE transactions and

sends it to the blockchain through SMARTCHAINDB driver for its
commit.

(2) On receipt of the commit confirmation, the SMARTCHAINDB driver
communicates with the semantic engine to infer features to
publish the request onto Kafka.

(3) SMARTCHAINDB driver then produces the request on one of the
feature topics(inferred in step 2).

(4) Supplier receives the request, if it offers the given feature, and
determines whether it can fulfill it through the consumer man-
ager.

(5) If the match is found, Supplier may decide on triggering a BID
transaction and send it to the blockchain to show its interest to
the requester.
Admin Interface: The Admin interface provides utilities for

configuring and managing a SMARTCHAINDB deployment including
tasks like account creation and management, knowledge model
configuration by importing ontologies and rule bases and, config-
uring the event topic space as well as system-level configurations
e.g. cluster configuration for the blockchain nodes, event streaming
service, and semantic engine, etc.

Blockchain Layer: is responsible for validating and commit-
ting transactions. It is built upon the BigChainDB[2] platform to
provide blockchain and database characteristics. Each validator
node runs a MongoDB database – for storing the blockchain state,
and Tendermint – for blockchain consensus, as its core components.
The SMARTCHAINDB server extends the storage model to incorpo-
rate the schema for the newly introduced transaction types. It also
extends the execution layer with the validation logic for each new
or updated transaction type.

Driver Layer: provides an interface for submitting transactions
to the blockchain server. It coordinates the interaction between the
blockchain, the semantic engine, and the event streaming platform.
As a transaction is committed into the blockchain, on receipt of a
transaction (request), the Driver performs the semantic mediation
to infer the features and sends the transaction to the blockchain
layer for the commit. It, then, posts the committed transaction
(request) to the messaging platform to encourage bids from the
potential suppliers.

Semantic Engine: contains the ontology and rule-based rea-
soners and interacts with the knowledge graph database to perform
the semantic mediation. Semantic mediation maps the provided
requested features to the configured Kafka topic features and, if
needed, infers the requested features from the raw item specifica-
tions. It uses Stardog [11], a knowledge-graph platform, application-
specific to store and query domain-specific ontologies and user-
defined rules. As depicted in Figure 6, requested features (Arc Weld-
ing and Screwing) are mapped to their ontologically-related imme-
diate parent feature topics, i.e. Welding and Fastening respectively,
after reasoning the request payload. Whereas, features such as
Clipping and Riveting are mapped to Deforming Fixating as these
features are subclasses of Elastic Deforming Fixating, which is a
type of Deforming Fixating. Semantic mediation is also required
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when the supplier registers the owned resources while not explic-
itly specifying their associated features. Wherein, the consumer
manager communicates with the semantic engine to infer the un-
derlying features through reasoning over the product specification
information. When a new request req arrives on the SMARTCHAINDB
Driver:
(1) Extract ReqMeta: a list of key-value pair objects that define a

particular item within the request
(2) Maintain FeatureList: a collection of unique characteristics that

the given request possesses.

Algorithm 1: Event Production with Request Semantic
Mediation
1 ReqMeta = extractMetadata(formData);
2 Rules = fetchRulesFromStardog();
3 FeatureList = mediate(ReqMeta, Rules);

4 Function mediate(ReqMeta: Map, Rules: List) : List is
5 for every item in ReqMeta do
6 for every rule in Rules do
7 matchFound = item.apply(rule);
8 if matchFound is true then
9 features = item.extractFeatures(rule);

10 add features in FeatureList;
11 continue with the next item;
12 else
13 continue with the next rule.;

14 if no rule matched for the current item then
15 add Miscellaneous in FeatureList;
16 continue with the next item;

17 return FeatureList;

18 preparedTx = req.append(FeatureList);
19 sendTransactionToServer(preparedTx, callback);
20 callback.postedSuccessfully() {
21 randomTopic = Random.rand(FeatureList);
22 eventMessage = prepareEventMessage(preparedTx);
23 kafkaProducerDriver.produce(randomTopic);
24 }

(3) Fetch Rules, a list of ontological and user-defined rules, from the
knowledge graph database (e.g. Stardog) to infer the embedded
features of the given item.

(4) Iterate over the ReqMeta list and match the requested attributes
with the available rules for populating the FeatureList (line 3-
17 in Algorithm SMARTCHAINDB’s Implementation Architecture
Overview).

(5) Once all the items are processed and their respective features
detected, attach the FeatureList to the final request and send
it over to the SMARTCHAINDB Server as a domain-specific
transaction. Upon the transaction commit, the request will be
posted on only one of the Kafka topics from FeatureList to re-
duce the number of messages in the messaging subsystem (line
21-23 in Algorithm SMARTCHAINDB’s Implementation Architec-
ture Overview). Posting the event messages onto a single topic,

instead of all FeatureList topics, will never lead to supplier miss-
ing the potential requests case since the supplier needs to fulfill
all the requested features (FeatureList) to serve the given request.
On receipt of the request, the supplier extracts and checks all
the FeatureList features before making the subsequent decisions
such as bid etc.

(6) Semantic Mediation also takes advantage of a locally maintained
cache to lower the end-to-end latency. The cache stores requested
features to inferred features mappings and assists in circumvent-
ing the mediation overheads for future look-ups.
Client Layer: This layer comprises the graphical user interface

for interacting with the system. It enables the user to formulate
transactions using ontology-driven menu forms, to add or to drop
topic subscriptions and to intuitively interact with the subscribed
notifications. In addition, it also contains Request Publisher, a sim-
ple Kafka producer to publish event messages onto Kafka topics,
and Consumer Manager(discussed in detail later). This layer pri-
marily communicates with the driver layer for interacting with
other layers.

Consumer Manager: Every user in a supplier role with the
registered resources runs a Consumer Manager to listen to their
respective offering topics’ messages. Consumer manager polls mul-
tiple subscribed topics to identify the potential request out of the in-
coming message stream. It extracts the received request details and
tries to find the match between the requested features and the sup-
plier’s offerings. The matched potential requests are communicated
to the client UI to enable the subsequent actions in the workflow
(such as BID). The consumer manager, as a wrapper, extends the
classical Kafka consumer to allow users to update the subscription
space and to impose additional filters on the incoming requests.
Such filters enable suppliers to only consider a small set of requests
matching the given conditions. For instance, a manufacturer who
subscribes to the "Drilling" offering topic can impose additional
filters to only receive requests that require diamond drilling, i.e. a
specific type of drilling. The instantiation of a supplier’s consumer
manager includes:
(1) Extract the required fields from the supplier’s signing form, form:

• Unique username or Id.
• List of owned/offering resources and their respective parame-
ters

• List of conditions <attribute name, attribute value> for every
offering topic, TopicConditionMap.

(2) Construct OfferingList and TopicConditionMap:
• OfferingList: a list of features that the bidder’s resources own.
• TopicConditionMap: a map that will hold all the conditions
associated with all the offering topics.

(3) Instantiate a Kafka Consumer, Consumer, that subscribes to
OfferingList topics.

(4) Maintain MatchedRequests for the entire consumer lifetime.
MatchedRequests is a list of transactions that the supplier can
fulfill and can likely be the candidate for the bid.

(5) Consumer Manager supports on-the-fly changes to the sub-
scribed Kafka topics space and TopicConditionMap.
The pseudocode for this process is shown in Algorithm 2’s func-

tion subscribeOfferingTopics.
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Algorithm 2: Consumer Manager: Supplier Registration/-
Subscription and Event Matching
1 Class ConsumerManager:
2 TopicConditionMap : Map;
3 OfferingList : List;
4 Consumer : KafkaConsumer;

5 Function subscribeOfferingTopics(form : Map)is
6 for every resource in form do
7 if offerings specified in resource catalog then
8 add offerings into OfferingList;
9 continue with the next resource;

10 else
11 infer offerings over resource parameters

using the semantic rule engine(as achieved
in Algorithm 1) and populate OfferingList.;

12 for True do
13 Consumer.subscribe(OfferingList);

14 Function eventMatch(req : Map)is
15 FeatureList = retreiveRequestedFeatures(req)

for every condition in TopicConditionMap do
16 if ReqMeta satisfies condition then
17 continue with the next condition;
18 else
19 skip the further processing;
20 continue with the next request;

21 if req satisfies all the required conditions and
FeatureList subset of OfferingList then

22 MatchedRequests.append(req);
23 showMatchedRequestsUpdatesToUI();
24 else
25 skip the further processing;
26 continue with the next request;

Figure 6 gives a schematic of the process. Two suppliers 𝑆𝑢𝑝𝑝𝑙𝑖𝑒𝑟1
and 𝑆𝑢𝑝𝑝𝑙𝑖𝑒𝑟2 and the subscriptions to event or offering topics for
each are shown asWelding, Deforming Fixating and Fastening for
𝑆𝑢𝑝𝑝𝑙𝑖𝑒𝑟1 while 𝑆𝑢𝑝𝑝𝑙𝑖𝑒𝑟2 is subscribed to offering topics Deform-
ing Fixating andWelding. The figure also shows an event topic de-
scriptor (bottom left) with keys𝐶𝑎𝑝𝑎𝑏𝑖𝑙𝑖𝑡𝑦, 𝑃𝑟𝑜𝑑𝑢𝑐𝑡−𝑠𝑝𝑒𝑐 and some
corresponding values. The event topic descriptor is transformed into
an event in the subscription space using 𝑜𝑤𝑙 : 𝑠𝑢𝑏𝐶𝑙𝑎𝑠𝑠𝑂 𝑓 relation-
ships (bottom). This allows a mapping from 𝑆𝑐𝑟𝑒𝑤𝑖𝑛𝑔 to its nearest
concept 𝐹𝑎𝑠𝑡𝑒𝑛𝑖𝑛𝑔. The generated event derived from the event
topic descriptor comprises of three capability topics : 𝑊𝑒𝑙𝑑𝑖𝑛𝑔,
Deforming Fixating and Fastening. The event is published on the
message bus with one of the topics (in this case Fastening) but it
contains the entire subscription topic list within its payload. The
message is received by all subscribers of the Fastening topic.

On receipt of an event message, a subscriber’s consumermanager
uses the entire payload to consider if they are subscribed to all topics
in the offerings subscription list. Only if this is true, it is considered

to be a match. In our example, Supplier1 would be considered a
match.

Event matching procedure
(1) Extract the required FeatureList, TransactionId, and requestmeta-

data ReqMeta from the req.
(2) Process request req:
(a) Check if ReqMeta satisfy all the conditions:
(b) Check whether all the requested features, FeatureList, can be

fulfilled. In other words, check if FeatureList is a subset of
OfferingList.

(3) Add req to the MatchedRequests if MatchFound is true and is
communicated to the application UI.

The Event Subsystem layer consists of multiple semantic engine
instances with the knowledge stores and Kafka clusters. These in-
stances receive uniformly distributed requests through an upstream
load balancer. The ecosystem has two primary actors – Normal
user and Admin, wherein a normal user can act as Requesterwhen
they seek the required resources as well as Supplier when they
offer their registered resources. Terms such as "Resources" and
"Features/Offerings" are referred throughout the paper for sup-
plier’s physical assets and their general features respectively, eg.
3D-Printer[Resource] has 3D-Printing feature. Features are used
when in reference to the Requester’s requested features while
offerings for the supplier’s offered resource features.

Figure 6: Topic subscription through Supplier’s Consumer
Manager

Event Streaming Service: comprises multiple Kafka Broker
and Zookeeper instances for hosting the Kafka cluster. The source
code for the project can be found in two repositories:
https://github.com/Akash-Pateria/Driver-DE and
https://github.com/bigchaindb/bigchaindb (blockchain server).
For the blockchain server, we have provided the link to the vanilla
BigChainDB. The other repository has extensions and introduction
made on the client and event subsystems.
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4 EVALUATION
In this section, we present our experiment evaluations on the
Semantic-enabled Event Detection service. We first describe our
evaluation methodology and then discuss our results in details.

4.1 Evaluation Methodology
Simulation Dataset: Our experiment generates workload, in the
form of REQUEST_FOR_QUOTE transactions, to evaluate and com-
pare the proposed systemwith different approaches.We useMaRCO
[27] to populate product specification information (required in
transaction’s asset attribute) with the ontological concepts to sim-
ulate real-world manufacturing-related requests. MaRCO, an OWL-
based manufacturing resource capability ontology, describes the
capabilities of manufacturing resources using a structural model
shown in Figure 2. MaRCO is composed of different ontologies such
as Product – models the product assembly, Capability – specifies the
capability hierarchy and its associated parameters, Process Taxon-
omy – contains all the manufacturing processes with their relations,
Resource – includes individual device and device combinations used
to manufacture or to assemble a product, etc.

For building product specifications, we generate product key-
value pairs using the concepts from Marco’s Product ontology.
We extract the manufacturing processes and capabilities, that are
required for assigning a list of capabilities for every generated
product, fromMarco’s Process Taxonomy and Capability ontologies.
These capabilities are further used to identify whether a supplier
can fulfill the given request. Kafka topics are also based on a set
of capabilities, chosen in such a way that they cover the complete
requested capability space and do not contain any equivalent or
synonyms duplicates. We will reference this capability set as topic
capabilities in this section.

We leverage the rdfs : subclassOf relationships from rdfs, to
create the ontological rules and map the previously generated re-
quested capabilities to the topic capabilities. For instance, a request
with a capabilityMilling lands up onMachining topic (sinceMilling
is ontological child of Machining) when Milling topic does not ex-
ist. Similarly, with the same relationship, the same request may
get published on Material Removing topic if the Machining topic
is not present. Ontological rules can also be used to reason capa-
bilities out of the raw product information. In addition to these
ontological rules, the proposed system is designed to make use of
the domain-specific rules to infer capabilities from more complex
product specifications. However, our experiments do not include
such rules due to the lack of publicly available data rulebases (be-
yond some small test data). Here are a few basic domain-specific
rules to determine capabilities given the material type and quantity:

𝐾𝑎𝑓 𝑘𝑎 𝑡𝑜𝑝𝑖𝑐 (𝐶𝑎𝑝𝑎𝑏𝑖𝑙𝑖𝑡𝑦) = ⟨𝑠𝑐𝑑𝑏 : 3𝐷_𝑃𝑟𝑖𝑛𝑡𝑖𝑛𝑔”⟩
⟨𝑚𝑟 − 𝑐𝑐 : 𝑀𝑎𝑡𝑒𝑟𝑖𝑎𝑙𝑇 𝑦𝑝𝑒 ⟩ = ⟨𝑠𝑐𝑑𝑏 : 𝑃𝑜𝑙𝑦𝐶𝑎𝑟𝑏𝑜𝑛𝑎𝑡𝑒 ⟩, ⟨𝑠𝑐𝑑𝑏 : 𝑞𝑢𝑎𝑛𝑡𝑖𝑡𝑦⟩ < 1000 (2)

𝐾𝑎𝑓 𝑘𝑎 𝑡𝑜𝑝𝑖𝑐 (𝐶𝑎𝑝𝑎𝑏𝑖𝑙𝑖𝑡𝑦) = ⟨𝑚𝑟 − 𝑝𝑡 : 𝑃𝑙𝑎𝑠𝑡𝑖𝑐𝑠_𝑀𝑎𝑛𝑢𝑓 𝑎𝑐𝑡𝑢𝑟𝑖𝑛𝑔⟩
⟨𝑚𝑟 − 𝑐𝑐 : 𝑀𝑎𝑡𝑒𝑟𝑖𝑎𝑙𝑇 𝑦𝑝𝑒 ⟩ = ⟨𝑠𝑐𝑑𝑏 : 𝑃𝑜𝑙𝑦𝐶𝑎𝑟𝑏𝑜𝑛𝑎𝑡𝑒 ⟩, ⟨𝑠𝑐𝑑𝑏 : 𝑞𝑢𝑎𝑛𝑡𝑖𝑡𝑦⟩ >= 1000 (3)

Here,𝑚𝑟 − 𝑐𝑐 (MaRCO Common Concepts),𝑚𝑟 − 𝑝𝑡 (MaRCO
Process Taxonomy), 𝑠𝑐𝑑𝑏 (SMARTCHAINDB’s native ontology) are
name-space prefixes for different ontologies. 𝑠𝑐𝑑𝑏 tries to com-
bine various supplementary application-specific ontologies (such

as ManuService for manufacturing use-case) to extend the knowl-
edge base. In the example rules, the reasoner makes use of domain
knowledge to determine the feature nuances from the raw request.
It deduces that when mass production is required and the product
material type is PolyCarbonate, the required product/service pos-
sesses Plastic Manufacturing feature. While it infers 3D-Printing in
the case when small-scale manufacturing is desired with the same
material type.

Experiment Setup: For the purpose of measuring the system
performance and effectiveness, we set up a private network of 16
machines with an Intel Westmere E56 Quad-core 3.46 GHz CPU, 8
GB memory, running 64-bit Ubuntu with kernel v4.15.0. We con-
figure a Kafka cluster with 4 Kafka broker instances running on
4 different nodes for supporting the event streaming service. We
install the Driver service on 12 nodes (also called client nodes),
each impersonating a pseudo requester and supplier for simulat-
ing the marketplace-specific workload. Also, we set up a Stardog
[11] server on every client node for serving the local ontological
reasoning requests.

Each driver, as a requester, triggers 10,000 RFQ transactions in
total throughout the experiment run with the maximum possible
message rate. It prepares an event message with product specifi-
cations, as outlined in Simulation Dataset subsection, for every
request. Besides creating request messages, the driver node also
polls the subscribed topics for potential requests to mimic the sup-
plier behavior. Each pseudo-supplier is assigned a random list of
capabilities, as OfferedCapabilities, from the possible topic capabil-
ity set.

In this experiment, we focused on two variants of our approach.
This is because the few existing blockchain event frameworks are
all rooted in the smart contract model. Due to the limitations of
expressiveness and inflexibility, modeling the examples in our cases
would not be possible in those approaches. We attempt to simulate
one aspect of existing approaches which is the limited discrimi-
natory ability of subscription spaces derived from such models.
For instance, in Eventeum, all smart contract events go to one
topic. So, for the example in Figure 1, the three types of events
would be posted on the same topic. Therefore, we design our ex-
periments to two fundamentally-different messaging paradigms
– Shared Message Queue and Event Streaming System, under the
discussed workload. We compare the supplier’s (consumer) efforts
in terms of usability and efficiency in both approaches. We set up
Kafka with a single topic to imitate the shared message queue func-
tionality and Kafka with multiple domain-specific topics for our
event-detection system.

4.2 Experimental Results
Figure 7 shows the latency metrics of the single-topic queue and
the proposed event-detection system. Here, the latency times mea-
sure the average time difference between the request creation and
the time when the consumer has finished the processing of the
same request. In the case of single-topic, every created request is
produced on a common topic imposing the processing overhead
on the consumer’s side to determine the match between the sup-
plier’s offered capabilities and the requested ones. The consumers
perform the ontological reasoning, using the Semantic Engine, to
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Figure 7: The performance comparison of proposed event
detection system with the traditional single message queue
on different number of requested capabilities.

Total message on a topic1, topic2, ..., topicN Total Count
3669, 16662, 11162 31493
11162, 9114, 14341, 18314, 3669 56600
9114, 3669, 18314 31097
9006, 3652 12658
11162, 18314, 16662 46138
11162, 14341, 17484, 3669 46629
16662 16662
11162, 18314, 14341, 9006 52823
17484, 18314 35798
3669, 9006 12675
11162, 3669, 16586 31417
16586 16586

Table 1: Totalmessages processed by the ProposedApproach

map the requested capabilities onto the offered capabilities before
taking any subsequent action (such as bids). On the contrary, the
proposed system conducts this reasoning at the requester’s end and
only posts the request message onto the select topic capabilities
that the interested suppliers are listening to. This design results
in publishing the request message on the appropriate topics and
significantly reducing consumer efforts.

The evaluation results show that the single-topic approach takes
10-12 times longer than the proposed one for any number of re-
quested capabilities. The number of unrelated messages that the
supplier needs to process is the major reason for high latency in
the single-topic approach, i.e. all the request messages in the work-
load(12 drivers * 10,000 messages/driver). Conversely, table 1 shows
the total number of messages processed by the consumer/supplier
in the proposed approach. There are in total 12 consumers and for

each consumer, we consider the total number of messages received
on each of the subscribed topics. Themaximumnumber of messages
that a consumer process is 56600 that is less than half of the total
number of messages (i.e. 120000) in the workload. In the production
system with the single-topic approach, the supplier will have to
manually consider all the triggered requests and take appropriate
action (like Bid against the request or ignore it altogether), which
is notably cumbersome from the usability standpoint.

5 CONCLUSION AND FUTUREWORK
The paper presents an approach for enabling event detection over
complex data models stored on a blockchain and argues the value
of such functionality for emerging applications in the blockchain
domain. It demonstrates an implementation strategy that builds
on an existing blockchain platform and presents through the re-
sults of an empirical evaluation, the advantage of the proposed
approach when compared with what might be possible with to-
day’s blockchain event models. Some future directions to consider
include handling more complex event descriptions beyond that
which can be modeled using a conjunction of key-value pairs e.g.
including disjunctive predicates.
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