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a b s t r a c t 

In conjunction with bare metal single laser track validation experiments, a computational framework is proposed 
to accelerate the design and development of new additive manufacturing (AM) specific alloys. Specifically, Ad- 
ditive Manufacturing-Computational Fluid Dynamics (AM-CFD) and Calculation of Phase Diagram (CALPHAD), 
were combined to predict location-specific 𝛽→𝛼 phase transformation for a new Ti-Al-Fe-alloy. This modeling 
work was validated by rigorous spatially resolved synchrotron-based X-ray diffraction measurements. This frame- 
work reasonably predicts the melt pool and heat affected zone features in the experiment and reveals their sig- 
nificance in actual AM conditions. This framework can be applied for rapid and comprehensive evaluation of 
location-specific thermal history, phase, microstructure, and properties for new AM titanium alloy development. 
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. Introduction 

Titanium (Ti) alloys have attracted interest as structural materials
ue to their outstanding balance between various properties, such as
igh tensile strength and toughness, and low density [1] . Currently the
ommercial Ti alloy market is still mainly dominated by Ti-6Al-4 V al-
oy (Ti-64,%, mass fraction), developed in 1954 as a forging alloy. In
ddition to classical airframe and aero-engine structural applications, Ti
lloys can be tailored to meet performance requirements for a variety of
pplications, such as biomedical implants with low elastic moduli, corro-
ion resistant alloys for the chemical and power industries, and low-cost,
igh-strength-to-weight-ratio alloys for automotive components. 

The majority of commercial Ti alloys are still manufactured using
onventional wrought processing technology that employs casting in-
ots followed by various thermo-mechanical processes [2] . Additive
anufacturing (AM) processing is often preferable for lowering the cost

or titanium alloy component fabrication as AM can produce near net-
hape components with complex geometry and avoids costly metal-
∗ Corresponding author. 
E-mail addresses: zhi.liang@nist.gov , liang.460@osu.edu (Z. Liang). 

ttps://doi.org/10.1016/j.mtla.2020.100934 
eceived 4 August 2020; Accepted 11 October 2020 
vailable online 16 October 2020 
589-1529/© 2020 Acta Materialia Inc. Published by Elsevier B.V. All rights reserve
emoval steps required in most conventional processes. This advantage
as spurred significant research efforts into optimizing AM processes
or the Ti-6Al-4 V alloy. Liu et al. [3] concluded that the higher cooling
ates associated with laser bed power fusion (LPBF) and direct energy
eposition (DED) processing, compared with conventional process such
s casting, led to the formation of acicular 𝛼′ martensitic microstructure
nd high tensile stresses. On the contrary, with similar slower cooling
ates but higher build temperatures, electron beam melting (EBM) pro-
uced 𝛼 lamellar microstructure with little residual stresses. Although
he EBM produced Ti microstructures are preferred, the LPBF and DED
rocesses allow for more complex build geometries [3 , 4] . Thus, the de-
ign of AM Ti alloys that are tailored to the LPBF and DED process would
nable wider adoption of the AM Ti parts. 

Ti alloy design relies on controlling the allotropic transformation
rom the high temperature body-centered cubic (BCC) 𝛽 phase to the
ow temperature hexagonal close packed (HCP) 𝛼 phase, which is es-
ential to Ti alloy properties. The fraction of retained 𝛽 phase can be
ontrolled by the amount of 𝛽-stabilizing elements such V, Mo, Fe, and
d. 
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Fig. 1. Schematic of HR-XRD measurement. Each dashed yellow box represents one measurement step. 

Fig. 2. Experimental and modeling works flowchart. 
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n. Both V and Mo are isomorphous 𝛽 stabilizers and do not form in-
ermetallics with Ti. In contrast, Fe and Mn are both eutectoid 𝛽 sta-
ilizers and readily form intermetallics with Ti. However, the desire to
roduce lower-cost, high-strength, and low-density Ti alloys, particu-
arly for automotive applications, make Fe an attractive replacement
or V. 

In addition, eutectoid 𝛽 stabilizers, compared with isomorphous 𝛽
tabilizers, have another major disadvantage in conventional titanium
anufacturing processes As these elements are rejected from the freez-

ng interface resulting in either micro-scale or macro-scale segregation
epending on local thermal gradient, in which the macro-segregation
orms “𝛽 fleck ” or localized inhomogeneous 𝛽-stabilizer-rich regions
ith lower 𝛽 transus [ 1 , 5 , 6 ]. On the contrary, in AM processes, the

ocalized rapid solidification restricts the partitioning of alloying ele-
ents, and therefore enables eutectoid 𝛽 stabilizers to be reconsidered

n AM titanium alloy design [7] . Using a Calculation of Phase Diagram
CALPHAD)-based design approach, Liang et al. [8] designed a poten-
ial low-cost Ti-Al-Fe based alloy that appeared promising and avoids
he formation of the TiFe intermetallics. Based on the initial casting re-
ults, this alloy may also be potential candidate for AM LPBF and DED
rocesses. 

To evaluate new potential AM Ti alloys, this work conducted a single
aser trace experiments, which are known to be governed by the same
hysics as LPBF [9] , to evaluate this alloy and correlate the observed
icrostructure with the LPBF processing parameters. This experiment

pplies a laser with a designated set of parameters on a bare alloy sub-
trate to characterize the melt pool and the interaction between melt
ool and alloy base plate. Although there are discrepancies between
ingle laser trace experiment and actual build, this method offers a fast
valuation of performances of new potential alloys in LBPF before pro-
eeding to customized powder fabrication prototyping, which signifi-
antly accelerates AM alloy development. Based on these experiments
nd result characterizations, a framework to predict the location-specific
→𝛼 phase transformation was developed using computational fluid dy-
amics (CFD) and CALPHAD methods. CFD was used to determine the
emperature profiles as function of locations, and using these temper-
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Fig. 3. Backscattered cross-sectional images of single laser track at different laser speeds and corresponding EDXS line scan profiles: (a) 400 mm/s, (b) 700 mm/s, 
(c) 1000 mm/s. Melt pool boundaries (red-dashed), heat affected zone (green-dashed) boundaries, and EDXS line scan directions (solid-yellow) are shown. The 
dashed lines in EDXS line scan represent the bulk spectrum analysis of the bare plate matrix. The dashed lines in SEM images are for eye-guidance purpose only. 
(For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.) 
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1 Certain commercial equipment, instruments, or materials are identified in 
this paper to foster understanding. Such identification does not imply recom- 
mendation or endorsement by the National Institute of Standards and Technol- 
ogy, nor does it imply that the materials or equipment identified are necessarily 
the best available for the purpose. The opinions, recommendations, findings, and 
conclusions in this publication do not necessarily reflect the views or policies of 
NIST or the United States Government. 
ture profiles as input, the CALPHAD method was used to predict the
hase transformation behavior. 

. Materials, experimental methods, and computational tools 

.1. Materials preparation 

Nominal composition of the prototype alloy is Ti-6Al-5Fe-0.05B-
.05C (%, mass fraction), as reported by Liang et al. [8] . The raw ma-
erials are high purity titanium (99.995%, Advanced Material Profes-
ional Manufacture 1 ), aluminum (99.9999%, Cominco American, iron
99.98%, Alfa Aesar), boron (99.999%, Alfa Aesar) and carbon (99%,



Z. Liang, I. Zhirnov, F. Zhang et al. Materialia 14 (2020) 100934 

Fig. 4. XRD pattern of the as-cast bare plate matrix. 
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Table 1 

Nominal and measured compositions of sample alloy. 

Composition (%, mass fraction) Ti Al Fe B C O 

Nominal Bal. 6 5 0.05 0.05 N/A 

Measurement Bal. 5.59 4.41 N/A N/A 0.038 
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lfa Aesar). A 30-gram alloy was casted using an arc melter. Before
elting, the chamber was evacuated and then maintained a 67.7 kPa

50.8 mmHg) partial Ar pressure during melting to minimize contami-
ation from the air. As part of the casting process, the button was flipped
ig. 5. (a) 700 mm/s cross-section SEM back-scattered electron image, arrow and n
overall and zoom-in). XRD patterns #1 to #15 were converted to 𝛼 phase fraction an
raction could not be reliably calculated. Therefore, its phase fraction value was assu
nd re-melted 5 times to ensure homogeneity. For the prepared speci-
en, the compositions of major alloying elements (Ti, Al, Fe) were an-

lyzed by scanning electron microscope energy dispersive X-ray spec-
rometry (SEM-EDXS), and the oxygen content was analyzed by Luvak
nc. following ASTM standard E1409–13. The nominal and measured
ompositions are listed in Table 1 . 

.2. Experimental methods 

.2.1. Single laser track experiment 
The sample button was sliced into thin plates that were

 mm × 12 mm × 10 mm (thickness × length × width) in size. These
lates were polished to 800-grit surface for the single laser track exper-
ment. The single laser track experiment was performed on National In-
titute of Standards and Technology Additive Manufacturing Metrology
estbed (NIST-AMMT) system [10] , which incorporates a high-speed,
igh-magnification staring image system (static field of view position
irectly in working zone) and a wide range of metrological tools to in-
estigate melt pool temperature and dynamic phenomena. The process-
umbers correspond to the numbers in (b and c) location-specific XRD patterns 
d plotted in (d). Note: XRD pattern #15 had low peak intensity and the 𝛼 phase 
med as 0.02 and was given a 0.02 error bar. 
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Fig. 6. Simulated temperature evolutions of cross-sectional areas at different laser speeds and time steps: (left to right) 400 mm/s, 700 mm/s, 1000 mm/s. Black- 
dashed and green-dashed lines are solidus and 𝛽 transus contours respectively. 
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ng chamber has inert gas (Ar) flow environment to avoid oxidation. The
aser scan was conducted with a laser power of 100 W and spot size of
0 μm at 3 different laser speeds: 400 mm/s, 700 mm/s, and 1000 mm/s.
he track length was 6 mm and the distance between neighboring tracks
as 1 mm. Each laser speed was repeated 3 times and the track with the

moothest surface condition was selected for further characterization. 

.2.2. Scanning electron microscopy (SEM) and energy dispersive X-ray 
pectroscopy (EDXS) 

The single laser track specimens were cross-sectioned at the mid-
oint of the track length in the laser-stable smooth region. The cross-
ections were characterized by SEM, and the composition of the alloy
for major alloying elements) was measured using SEM-EDXS with the
tandard Perkin-Elmer 2D area detector and at an operating voltage of
0 kV, which is reported in Table 1 . 

.2.3. High energy X-ray diffraction (HE-XRD) 
Synchrotron-based high-energy X-ray diffraction (HE-XRD) experi-

ents were performed to determine the 𝛼 and 𝛽 phase fractions of the
ase alloy plate as the starting condition in CALPHAD phase transfor-
ation simulation. 

The HE-XRD measurements were performed in the transmission
ode at beamline 11-ID-B of the Advanced Photon Source, Argonne Na-

ional Laboratory. The X-ray wavelength is 0.021130 nm (0.21130 Å),
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Fig. 7. Simulated temperature profiles of cross-sectional area centerlines of single laser track at different laser speeds: (a) 400 mm/s, (b) 700 mm/s, (c) 1000 mm/s. 
The profiles from bottom to top are from matrix to melt pool top surface, marked by the black arrow. 
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hich corresponds to an X-ray energy of 58.68 keV. The X-ray flux
ensity is on the order of 10 13 photon • mm 

− 2 • s − 1 . With the standard
erkins-Almer 2D area detector at the beamline and a sample to detec-
or distance of 750 mm, this setup allows a continuous q range of 2.5
m 

− 1 (0.25 Å− 1 ) to 77.5 nm 

− 1 (7.75 Å− 1 ), where q = 2 𝜋/ 𝜆 × sin( 𝜃),
ith 𝜃 being one half of the diffraction angle 2 𝜃 and 𝜆 being the X-ray
avelength. The sample was ≈ 1 mm in thickness. X-ray beam size was
00 μm × 300 μm. 10 XRD measurements were acquired with an ac-
uisition time of 1 s each. The reported data are the sum of 10 XRD
easurements. 

.2.4. High-Resolution X-ray diffraction (HR-XRD) 
Due to the fine scale of the 𝛼 precipitates in the microstructure of Ti-

l-Fe, it was difficult to reliably quantify the phase fractions with SEM
esolution or the in-house X-ray diffraction measurements. SEM does
ot have the required spatial resolution to characterize the spatially-
esolved phase fraction of the melt pool, and the in-house X-ray diffrac-
ion lacks sufficient penetration depths (Cu K 𝛼 radiation can only pene-
rate ≈ 5 μm of Ti alloy in the Bragg-Brentano geometry). To overcome
hese limitations, synchrotron-based high-resolution X-ray diffraction
HR-XRD) experiments were performed, again in transmission mode,
o measure the bulk, location-specific phase fractions along the cross-
ection of laser track to validate CALPHAD model predictions. 

To facilitate this measurement, a slice of the sample was cut perpen-
icular to the laser scan direction with a thickness of ≈ 1 mm in the
iddle of the track, where it can reasonably be assumed that the ther-
al history and melt pool microstructure are uniform across the 1 mm
ample thickness. The same HE-XRD instrument at 11-ID-B of the Ad-
anced Photon Source was used in this experiment at the same energy
nd with the same detector. The main difference is that the X-ray beam
as reduced to a spot size of 10 μm (horizontal) × 5 μm (vertical) using
 series of compact refractive lenses along the vertical direction and slit-
ing along the horizontal direction as shown in the schematic in Fig. 1 . 

Spatial-resolved XRD experiments were performed along the vertical
irection across the centerline of the 700 mm/s melt pool for calibration,
ith neighboring measurement positions 5 μm apart. At each sample
osition, 3 XRD patterns were acquired with an acquisition time of 3 s
ach. The reported data are based on the sum of 3 XRD patterns at each
ample position. 

In both HE-XRD and HR-XRD, the XRD peak intensity analysis is
sed to estimate the volume fractions of 𝛼 and 𝛽 phases. The detailed
ethodology was illustrated in another publication and not repeated
ere [11] . 

.3. Computational tools 

For each specific location in the bare metal plate, the phase transfor-
ation is dependent on the location-specific temperature profiles. There

re two computational tools used in this work: CFD [12] for determina-
ion of location-specific temperature profiles, and CALPHAD method for
etermination of location-specific phase transformation with the tem-
erature profiles predicted by CFD. The CALPHAD database also en-
bles phase/composition-based material properties to be calculated and
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Fig. 8. Simulated (red) and HR-XRD measured (blue) 𝛼 phase fractions in 700 mm/s case, compared with experimental cross-section, in which the black and red 
dashed-lines are metallurgically-observed melt pool and heat affected zone boundaries respectively. The simulated profiles were at melt pool depths of (a) 30 μm 

and (b) 37.5 μm respectively. Error bars in experimental data represent the uncertainties of HR-XRD measurements, except for the 0.02 error bar for the right-most 
location as illustrated in Fig. 5 . (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.) 
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pplied in these two computational tools. The input-output relationship
etween experiments and models is illustrated in Fig. 2 . 

.3.1. Additive manufacturing-computational fluid dynamics (AM-CFD) 
The single laser track experimental setup information and computed

aterial parameters are used as input into the CFD simulation to deter-
ine the location-specific temperature profiles for the entire specimen

12] , especially for the region below specimen surface, which is usually
ifficult or impossible to be directly measured. 

.3.2. of phase diagram (CALPHAD) 

.3.2.1. Databases. To convert the location-dependent cooling profile
rom CFD to phase transformation profile, a precipitation/dissolution
imulation was conducted. An essential requirement for these simula-
ions is thermodynamic and kinetic descriptions of the target alloy sys-
em. For this work, authors have developed a customized Ti-Al-Fe ther-
odynamic and kinetic [13–18] descriptions. The development of these
escriptions will be described in a separate paper. As B and C are not
ajor alloying elements but act as grain refiner, forming TiB and TiC,

hese elements are not included in the descriptions for simplicity. In this
imulation, two phases from the description are used: 𝛽 (BCC_A2, (Al,
e, Ti) 1 (Va) 3 ) and 𝛼 (HCP_A3, (Al, Fe, Ti) 1 (Va) 0.5 ). The description is
ncluded in the Supplementary Information. 

.3.2.2. TC-PRISMA precipitation simulation. The TC-PRISMA software
12] was used to predict the location/time-specific precipitate ( 𝛼) vol-
me fraction evolutions as a function of the temperature profiles gen-
rated by the CFD simulations. TC-PRISMA is based on Kampmann-
agner numerical (KWN) model [19] to simulate the nucleation,

rowth, coarsening, and dissolution of precipitates. This method pre-
icts the phase transformation using inputs from the multicomponent
hermodynamics/kinetics databases, user-defined temperature profiles,
nd initial alloy compositions/phase fractions. Based on these inputs,
C-PRISMA can estimate precipitate size distribution, its correspond-

ng number density, mean radius and volume fraction. In this work, the
imulations are focused on predicting location-specific 𝛼 phase volume
raction profiles as functions of the simulated temperature profiles from
FD. The location-specific final 𝛼 volume fractions are validated by HR-
RD measurements. 

.3.2.3. Nucleation and growth/homogenization models. In this work, the
ulk-site nucleation and general growth models were used. In reality,
he precipitate nucleation is more likely to occur heterogeneously on
rain boundaries and dislocations. However, in the single laser track ex-
eriment, the laser spot size and melt pool size were smaller than 𝛽 grain
ize, which excluded grain boundary nucleation in this experiment. As
or dislocations, the dislocation-based heterogenous nucleation model
equires the dislocation density as the input parameter, which is ex-
erimentally unavailable for the present work. Therefore, the bulk-site
ucleation model was applied, assuming every atom in the pre-defined
pace as a potential nucleation site and avoiding dislocation density pa-
ameter assumption [20] . The general growth/homogenization model is
ased on Morral-Purdy model with cross-diffusion consideration [19] .
hese two models are described in detail in TC-PRISMA module [20] . All
he parameters used in the model were calculated from the customized
i-Al-Fe database except for the needle-shape precipitates for which the
eometrical length-to-radius aspect ratio was assumed as 3 based on
xperimental microstructure in Fig. 3 . 

. Results and discussion 

.1. Experimental results and discussion 

.1.1. Single laser track microstructure characterization 
SEM backscattered images of laser track cross-sections in Fig. 3 show

he microstructures of melt pool for all three laser scan speeds of
00 mm/s, 700 mm/s, and 1000 mm/s, respectively. The melt pool
oundaries, heat affected zones, and unaffected bare plate matrix can
e visually distinguished in all three cross-sections. The size of the melt
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Fig. 9. CALPHAD-simulated location-specific 
𝛼 phase final volume fraction compared with 
microscopy cross-sections at different laser 
speeds: (a) 400 mm/s (b) 700 mm/s (c) 
1000 mm/s. The black-dashed lines are metal- 
lurgically observed melt pool boundaries. 
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ool increased as the laser speed decreased because of the increasing
eat input. It can also be observed that in the 400 mm/s case, the
eyhole feature [21] was produced. EDXS composition line scans in
ig. 3 indicate that there were no significant discrepancies between
he compositions measured within the melt pool and inside the bare
late matrix, indicating that no macro-segregation occurred. It should
e noted that as the EDXS line scan went into the heat affected zone
nd the matrix, the elemental compositions start to fluctuate, which is
ue to the point analysis hitting both 𝛼 and 𝛽 phases, resulting in the
uctuation of compositions. Therefore, the bulk spectrum in the matrix

s plotted in Fig. 3 as dashed lines representing the entire matrix com-
osition. 
A heat affected zone is defined as the region that retained precip-
tate morphologies consistent with the matrix and is adjacent to melt
ool. This heat affected zone occurs as a result of the intensive heat
rom the melt pool and the low thermal conductivity associated with Ti
lloys. The presence of the heat-affected zone for this Ti-Al-Fe alloy at
ll three laser speeds indicates that this alloy is susceptible to intensive
eat from the laser. SEM observation of the heat-affected zones implies
hat the width of the zone is correlated to the laser speed and that as-
abricated microstructure and properties could potentially be tailored
y laser input parameters directly. Due to the limitation of contrast dif-
erentiation and resolution of EDXS, the actual heat affected zone sizes
ould not be quantified without additional measurements. 
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Fig. 10. (a) Simulated maximum tempera- 
ture contour of cross-sectional areas in 4-track 
setup. (b) Several simulated temperature pro- 
files along the sequence of tracks (red dashed 
line in (a)), in which the arrow indicates that 
the color of the tracks from leftmost to right- 
most position. (c) 𝛼 phase fraction evolution 
maps at different time step in the melt pool. 
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.1.2. Phase quantification of the starting condition and laser track 
ross-section 

The reduced HE-XRD pattern of the base alloy plate prior to laser
can is shown in Fig. 4 . The starting matrix is fully described by a com-
ination of 𝛼 and 𝛽 phases. The deduced volume fractions of 𝛼 and 𝛽
hases from the pattern were 75.7% and 24.3% respectively, with an
ncertainty of ± 0.7%. This experimental measurement was used to de-
ne the starting phase fraction in CALPHAD phase transformation sim-
lation. 

To better quantify the width of the heat affected zone, HR-XRD mea-
urements were conducted. As shown in Fig. 5 , 16 XRD patterns from
he 700 mm/s melt pool centerline are plotted in the same figure to
epresent the phase fraction evolution from the matrix to the top of
he melt pool. The location-specific phase-fraction variation is clearly
emonstrated. It should be noted that although this measurement was
riginally designed to identify the phase fractions along the vertical cen-
erline in the melt pool cross-section, it is difficult to position the X-ray
eam at the exact centerline. Therefore, the measured line profile loca-
ions could be shifted slightly (5 μm to 10 μm) from the centerline. In
his measurement, as indicated from Fig. 5 (c), the position #15 is the top
f the melt pool surface, where the BCC 𝛽 phase signal is last observed in
he XRD pattern and considered as the melt pool top surface. The peak
ntensities in position #16 and further positions were several orders of
agnitude lower than #15. Hence, these positions are no longer consid-

red as part of the melt pool. From Fig. 5 (d), the starting plateau from
he melt pool (from positions 15) shows a near-constant small amount of
CP 𝛼 phase, representing the melt pool region. Proceeding vertically, a

ransition region appears, representing the heat affected zone observed
n Fig. 3 , where the melt pool boundary could be potentially at posi-
ions 8 or 9. Based on the 5 μm step size in HR-XRD measurement, this
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Table 2 

Parameters for CFD and CALPHAD simulations. 

CFD Parameters 

Parameter Value Unit Source 

Thermal conductivity of solid 1.4984 + 0.01510T W • m 

− 1 • K − 1 Ti-64 [23] 

Thermal conductivity of liquid 5.5613 + 0.01782T W • m 

− 1 • K − 1 Ti-64 [23] 

Specific heat capacity for solid 767.0100 J • kg − 1 • K − 1 Database ∗ 

Specific heat capacity for liquid 972.0050 J • g − 1 • K − 1 Database ∗ 

Density 4.45 × 10 3 kg ∙m 

− 3 Weighted average ∗∗ 

Laser Speed varies mm/s Experimental Setup Parameters 

Laser Power 100 W 

Laser spot radius 30 μm 

Latent heat of fusion Temperature-dependent J • kg − 1 • K − 1 Database ∗ 

Dynamic viscosity Temperature-dependent Pa • s Weighted average ∗∗∗∗ 

Surface tension gradient Temperature-dependent N • m 

− 1 • K − 1 Weighted average ∗∗∗ 

Thermal expansion coefficient 0.000015424 K − 1 Weighted average ∗∗ 

Liquidus Temperature 1899.4400 K Database ∗ 

Solidus Temperature 1788.7300 K Database ∗ 

Coefficient of convective heat transfer 0.05 W • m 

− 2 • K − 1 Calibrated 

Laser Absorptivity 0.50 – Calibrated 

Emissivity 0.40 – Calibrated 

CALPHAD Parameters 

Molar volume Composition-dependent m 

3 /mol Database ∗ 

Interfacial energy ∗∗∗∗∗ Temperature/composition-dependent J/m 

2 Database ∗ 

Needle morphology aspect ratio 3 N/A Experimental observation 

∗ Database: customized Ti-Al-Fe database in this work. 
∗∗ Pure element data from source [24] . 
∗∗∗ Pure element data from source [25] . 
∗∗∗∗ Pure element data from source [26] . 
∗∗∗∗∗ Calculated using extended Becker’s model, temperature and composition dependent [20] . 
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Table 3 

Calculated 𝛽 transus and T 0 for Ti-6Al- 
4 V and Ti-6Al-5Fe. 

T 0 (K) 𝛽 transus (K) 

Ti-6Al-4V 1102 1193 

Ti-6Al-5Fe 457 1126 
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ine profile has a melt pool depth of 30 μm to 35 μm. When validating,
he CALPHAD simulations with closest melt pool depths were used to
ompare with the HR-XRD measurements. 

.2. Model development 

.2.1. CFD simulation setup and assumptions 
To predict the melt-pool geometry and cooling rates during the single

aser track, a 3-dimensional transient thermal-fluid model based upon
FD is used in the study [12] . This thermal-fluid model considers liq-
id flow within the melt-pool driven by the Benard-Marangoni effect to
rovide physically sound temperature fields. The CFD simulation uti-
izes the same build parameters in the single laser track experiments,
ncluding laser speed, laser power and the radius of the laser beam. Ad-
itionally, the material properties of this Ti-Al-Fe in the experiments
re calculated by the CALPHAD method. These parameters are listed in
able 2 . With this information, and assuming an approximate primary
endrite arm spacing of 1.6 𝜇m, the thermal-fluid model predicts the
ocation-specific temperature profiles within the part. 

In addition to the single laser track, a 4-track simulation is also
onducted. As observed in the single laser tracks, the heat affected
one from multiple thermal cycles is expected to significantly im-
act the layer-by-layer AM builds. This simulation is designed to em-
late this condition and predict the impact of heat affected zone
n actual AM build environment. There are in total 4 parallel laser
racks deposited with the same laser scan direction and 50 𝜇m hatch
pacing. 

.2.2. CALPHAD simulation assumptions and starting conditions 
The as-cast bare plate was characterized by HE-XRD to determine

he starting 𝛼 and 𝛽 phase fractions. The starting 𝛼 phase volume frac-
ion was defined as 75.7% in TC-PRISMA based on experimental mea-
urements. The starting 𝛼 phase size distribution is another important
nput into the TC-PRISMA simulation, from the Lifshitz-Slyozov-Wagner
LSW) model and based on metallurgical observation [8] , a mean size
f 10 nm was assumed. Since the HR-XRD measurement was conducted
t the location where the melt pool depth is 30 μm to 35 μm, the CAL-
HAD validation simulations were conducted at two line profiles with
losest simulated melt pool depths, 30 μm and 37.5 μm respectively. 

It should be noted that in AM process for commercial titanium alloy,
uch as Ti-64, it is common to observe the phase transformation of 𝛽 to
artensitic 𝛼’ instead of 𝛼 phase, which is also a possibility for this Ti-Al-

e alloy in the melt pool. However, as for the rapid solidification region
n the melt pool, it can be observed from the BSD that there hardly exists
or 𝛼’ phase (by Z-contrast and morphology). On the other hand, HR-
RD showed small amount of HCP structure, which could be either 𝛼 or
’ phase. However, if the diffusionless nature of 𝛽-to- 𝛼’ transformation
s considered and potential nucleation sites for 𝛼’ exist, the resulting 𝛼’
hase fraction should be enormous and with clear acicular morphology
s shown in SLM Ti-64 [22] . While in this investigation, the current
xperimental evidence does not suggest that the HCP structure in the
elt pool region is 𝛼’ but diffusional 𝛼 phase. 

In addition, fundamental consideration of Ti metallurgy provides
dditional confidence for the exclusion of 𝛼′ . In Ti-Al-Fe system, the
iffusion kinetics is much faster than in most commercial Ti alloy sys-
em (e.g. compared with V in 𝛽 phase). The faster diffusion makes dif-
usional transformation possible even under typical AM-range cooling
ate, hence suppressing the martensitic transformation. We calculated
he temperature differences between 𝛽 transus and T 0 . They are listed
n Table 3 . Evidently, due to the small gap between T 0 and 𝛽 transus in
i-6Al-4 V, it will be significantly more difficult to suppress the marten-
itic transformation than in Ti-6Al-5Fe, where the gap is approximately
 times greater. Therefore, it is likely that the martensitic transformation
n this new Ti-Al-Fe alloy is mostly suppressed. 
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Table 4 

Metallurgically-measured and simulated melt pool 
centerline depth. 

Laser Speed (mm/s) Melt pool centerline depth (μm) 

Experiment Simulation 

400 163.925 161.250 

700 76.077 73.6250 

1000 49.773 46.250 
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.2.3. Parameters for CFD and CALPHAD simulations 
For this specific Ti-Al-Fe 𝛼- 𝛽 titanium alloy, the materials and sim-

lation parameters and their sources are listed in Table 2 . Sources of
hese parameters are from the customized thermodynamic and kinetic
atabase developed in this work, weighted averages of pure element
ata, approximations based on a current 𝛼- 𝛽 commercial titanium al-
oy, and model calibration. The weighted average from pure elements
s applied as 

∑

𝑖 

𝑥 𝑖 𝑃 𝑖 , on certain properties that do not have widely ac-

epted models, in which 𝑥 𝑖 and 𝑃 𝑖 are the mole fraction and the material
roperty of the pure element, respectively. Parameters that neither fol-
ow weighted averages nor have models are approximated from existing
ommercial 𝛼- 𝛽 titanium alloys, which is Ti-64 in this work. It should be
oted that the value of the absorptivity, coefficient of convective heat
ransfer, and emissivity are calibrated based on the radiant tempera-
ure from the top surfaces. Although the temperatures measured in the
xperiments differ from those predicted in the simulations due to mea-
urement calibrations, the phase transition from liquid to solid and the
ssociated lengths of the melt-pools are in qualitative agreement. 

.3. Modeling results and discussion 

.3.1. Temperature evolution below melt pool surface 
Based on CFD simulation result for each location, the temperature

volutions below the bare alloy plate were plotted in Fig. 6 at selected
ime steps. The solidus contours expand first and shrink afterwards, in-
icating the laser approaching, melting, laser leaving, and solidification.
or each location, if its temperature ever reached above alloy solidus,
hen it was defined as part of the melt pool, or otherwise, as part of the
nmelted bare alloy plate. It can be seen from Table 4 that the simulated
nd experimental measured melt pool depths agreed well. 

On the other hand, in Fig. 6 , the 𝛽 transus contours do not behave the
ame as the solidus contours. The 𝛽 transus contours continue to expand
fter the melt and solidification complete due to the intensive heat and
he low thermal conductivity of titanium alloys. This simulation result
orrelates with the experimental observation of the heat affected zones
nd further quantified by CALPHAD phase transformation simulation. 

To quantitatively simulate heat affected zones based on the CAL-
HAD simulations, the location-specific temperature profiles from CFD
imulation were extracted. Fig. 7 shows the series of profiles along the
elt pool centerline at all 3 laser speeds, illustrating the spatial evolu-

ion of temperature profiles. As shown, all temperature profiles rapidly
each peak temperatures and then exponentially decrease to room tem-
erature. The details of the CFD simulation are not the focus in this
aper and will be described in-depth in a separate paper. 

.3.2. CALPHAD validation simulations in the 700 mm/s single laser track
Fig. 8 (a) and (b) showed the comparisons between HR-XRD mea-

ured 𝛼 phase fraction and CALPHAD simulations at two possible mea-
ured line profiles with melt pool depths of 30 μm and 37.5 μm, re-
pectively. The calculated heat affected regions and melt pools agreed
ell with both microscopy observations and HR-XRD measurements.
here were some discrepancies in the 𝛼 phase fraction values in the
eat affected zones, which could be attributed to two possible causes:
ALPHAD simulation assumptions and HR-XRD measurement limita-
ion. An important assumption made in the CALPHAD simulation is the
tarting 𝛼 phase size distribution. The size distribution will affect the
rowth and dissolution driving forces of certain size clusters. As for ex-
erimental measurements, each HR-XRD step acquires signal from the
ntire 1 mm thickness throughout the specimen in a 10 μm x 5 μm area.
herefore, any inhomogeneities across the 1 mm thickness could have
esulted from laser fluctuations or localized metal plate surface reflec-
ions. In such cases, the HR-XRD measurements represent the sum of
ultiple cross-sections throughout the specimen and will depart from

he idealized conditions from CALPHAD simulation. 

.3.3. CALPHAD simulations in all single laser tracks 
Based on experimental validation above, Fig. 9 shows the CAL-

HAD simulated location-specific final 𝛼 phase volume fraction maps
or all 3 laser speeds and is correlated with cross-section microscopy.
he simulations at all 3 laser speeds are in good agreement with melt
ool morphologies. The heat affected zones predicted by simulations at
00 mm/s and 1000 mm/s speeds also qualitatively agree with micro-
copical observation. On the other hand, heat affected zone predicted
n the 400 mm/s simulation is larger than what is observed. This dis-
repancy, similar to CFD results, could be due to the assumption in CFD
imulation that the heat transfer is isotropic, while experimental obser-
ation shows that since the heat affected zone width is obviously larger
lose to the melt pool surface, especially in a keyholing observed at the
00 mm/s laser speed, implying heat transfer was slower vertically than
orizontally. 

.3.4. Melt pool geometry and phase transformation in the multiple 
verlapping laser tracks 

Fig. 10 (a) shows the maximal reached temperature contour in the
our-track simulation. It is shown that the melt pools increased slightly
n size due to the contributions of residual heat from the previous
elt pools. Fig. 10 (b) shows several temperature profiles at different
elt pool positions, which clearly illustrate the interaction among laser

racks. Similar to the result from single laser track, the phase transfor-
ation is closely associated with the temperature profile, but the final
hase fraction is determined by the sum of all thermal cycles instead
f from a single profile. The effect is observed in the melt pool final
phase fraction evolution maps in Fig. 10 (c). The different time steps

orresponded to the initial condition (0 s), the end of 1st thermal cycle
0.015 s), the end of 2nd thermal cycle (0.03 s), the end of 3rd thermal
ycle (0.045 s), and the end of the experiment (0.06252 s), respectively.
t clearly shows that as the continuation of multiple laser tracks, the
hase transformation of the 1st laser track is strongly affected by the
eighboring tracks, proving the significance of the heat affected zone
ffect in determining as-fabricated microstructures and properties for
his specific titanium alloy. 

.3.5. Impact of heat affected zone in actual AM build 
First observed in welding, the heat-affected zone occurs at high-

emperatures when an un-melted regime forms as a result of intensive
eat from neighboring fusion regime [27] . The region may then undergo
 phase transformation during cooling and alter the microstructure and
roperties associated with the region. In titanium additive manufactur-
ng, a heat-affected zone was also observed, especially for a relatively
arge energy input and melt pool size [3 , 28 , 29] , but it is not observed
nder small energy input [30] . This phenomenon is important in a real
M environment. The AM component is constructed layer-by-layer, and
ach layer will undergo multiple thermal cycles from melting to heat
reatment due to residual heat from adjacent layers. Therefore, the as-
abricated microstructure will be determined by the combined effect of
ll thermal cycles instead of just the initial solidification in the melt
ool. This is especially true for kinetically susceptible materials, such as
he Ti-Al-Fe alloy in this investigation. This effect could be detrimental
n creating an inhomogeneous microstructure that promotes premature
ailure. Likewise, it may be possible to tailor the heat-affected regions
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o create location-specific microstructures that improve the part perfor-
ance. 

As illustrated in Fig. 10 (c), the heat affected zone phenomenon has a
ignificant impact on the melt pool microstructure, which is directly cor-
elated to as-fabricated properties. As shown, with the same laser param-
ters, a layer-by-layer scanning could result in severe inhomogeneity in
s-fabricated microstructure, and thus cause unwanted microstructural
eatures and properties. This result shows that to avoid this issue, the
aser and build setup need to be adjusted accordingly in power/speed to
ontrol the effect of heat affected zone. At the same time, as discussed
bove, it also indicates that the microstructure, 𝛼 phase fraction in this
ase, can be engineered to acquire location-specific properties for cer-
ain applications. 

. Conclusion 

This paper established a combined CFD/CALPHAD computational
ramework aimed at AM phase transformation prediction in this Ti-Al-
e alloy. This work shows that with well-established thermodynamic
nd kinetics databases and sufficient experimental details for the macro-
cale simulation, the phase transformation in AM environment can be
ccurately predicted, even for new alloys with scarce experimental in-
ormation, such as the Ti-Al-Fe alloy in this work. As the experimental
nd modeling results indicated, the Ti-Al-Fe alloy system is a strong
andidate for AM process and its as-fabricated microstructure and prop-
rties can be engineered with the modeling framework in this work. For
he alloy in this work, the heat affected zone is accurately captured and
ts potential location-specific effect in actual AM build is also predicted.
he modeling framework combined with single laser track validation
xperiments can be applied to rapidly predict and evaluate the perfor-
ance of new titanium alloy systems in AM environment, and thus sig-
ificantly accelerate new AM titanium alloy design. In addition, with
he appropriate thermodynamic and kinetic databases and selected sin-
le laser track experiments, this CFD-CALPHAD can be used to evaluate
rototype alloys for a wide-range of alloy systems for AM processing. 
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