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ABSTRACT

Remote estimation over communication channels of limited

capacity is an area of research with applications spanning

many economically relevant areas, including cyber-physical

systems and the Internet of Things. One popular choice of

communication/scheduling policies used in remote estimation

is the class of event-triggered policies. Typically, an event-

triggering threshold is optimized assuming complete knowl-

edge of the system’s underlying probabilistic model. How-

ever, this information is seldom available in real-world ap-

plications. This paper addresses the learning of an optimal

threshold policy based on data samples collected at the sen-

sor. Leveraging symmetry, quasi-convexity, and the method

of Kernel density estimation, we propose a data-driven algo-

rithm, which is guaranteed to converge to a globally optimal

solution. Moreover, empirical evidence suggests that our al-

gorithm is more sample-efficient than traditional learning ap-

proaches based on empirical risk minimization.

Index Terms— Remote estimation, threshold policies,

collision channel, machine learning, optimization

1. INTRODUCTION

Remote estimation systems constitute a broad class of prob-

lems with applications in many important technological fields

such as cyber-physical systems and the Internet of Things

[1, 2]. For the most part, results either prove the optimal-

ity of threshold policies for a particular problem [3, 4], or

assume that the sensors use threshold policies and optimize

performance of the system with respect to the threshold [5].

In either case, the underlying probabilistic model is assumed

to be fully available to the system designer, which is often not

the case in practice. In this paper, we study a system where

each sensor learns the optimal threshold from independent

and identically distributed (IID) data samples drawn from an

unknown symmetric probability density function (PDF). To

the best of our knowledge, our approach is the first to estab-

lish a connection between a remote estimation problem and
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Fig. 1: System diagram for remote estimation over the colli-

sion channel.

the area of statistical learning theory [6]. In particular, we

provide a sample-efficient algorithm which learns the optimal

threshold with guaranteed convergence.

2. PROBLEM FORMULATION

Consider a system where multiple sensors make measure-

ments and communicate them to a remote fusion center. We

will focus on the case where sensors make IID observations

and decide whether to transmit them to the fusion center or

not. The communication medium is modeled by a collision

channel: If two or more nodes transmit in the same time

slot, then the packets interfere with each other and do not get

delivered at the receiver [1, 7].

There are n ≥ 2 sensors, and at each time slot the i-th

sensor makes a measurement Xi = xi and decides whether

to communicate it or not to the fusion center using an event-

triggered policy characterized by a single threshold δ, as fol-

lows:

Si =

{

(i, xi) if |xi − µ| ≥ δ

S otherwise.
(1)

The special symbol S denotes that the sensor remains silent.

We make three assumptions: 1. all the measurements are

identically distributed:

Xi ∼ fX , i ∈ {1, · · · , n}; (2)

4730978-1-7281-7605-5/21/$31.00 ©2021 IEEE ICASSP 2021
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minimum must be found by exhaustive search over the entire

real line. On the other hand, we propose an approach which

is data-driven but retains the smoothness and quasi-convexity

of the objective function for data sets of any size such that a

first-order method that is guaranteed to converge to the glob-

ally optimal solution can be efficiently implemented.

Theorem 1 Let D = {xk}Mk=1 denote a the data set of M IID

samples drawn from symmetric PDF fX . Let f̃D(x) denote a

PDF that approximates fX constructed from D. Let J̃D(δ)
be defined as:

J̃D(δ) :=

∫

R

x2f̃D(x)dx−
[

∫

R

x2
1(|x| ≥ δ)f̃D(x)dx

]

×
[

∫

R

1(|x| < δ)f̃D(x)dx
]

(10)

and δ⋆D where

δ⋆D := argmin J̃D(δ). (11)

Then,

δ⋆D
w.p.1−→ δ⋆, M → ∞, (12)

where δ⋆ is the global minimizer of Eq. (7).

Proof. The proof can be found in [12]. �

The approach we propose is to approximate the PDF fX
from data using a non-parametric method called Kernel den-

stity estimation (KDE) [13]. The main difference between

KDE and empirical risk minimization is that while the em-

pirical risk approach is a nonsmooth unbiased estimate of the

objective function, KDE yields a smooth biased estimate of

the PDF, which in turns implies in a biased estimate of the

objective function, which allows for first-order optimization

methods. additionally, if we use the knowledge of the PDF’s

symmetry, KDE preserves the quasi-concavity of the objec-

tive function for any realization of the data set.

The KDE approximation for a symmetric PDF is given

by the following expression [14]: Let D = {xk}Mk=1, where

xk ∼ fX , with fX symmetric. Then,

f̃D(x) :=
1

2MhM

M
∑

k=1

[

K
(x− xk

hM

)

+K
(x+ xk

hM

)]

, (13)

where K is the Gaussian kernel given by K(x) := 1√
2π

exp
(

−
x2

2

)

, and the parameter hM is the so-called bandwidth pa-

rameter and must be appropriately chosen. Typically, hM is

chosen according to the so-called Normal reference rule [13]

as follows:

hM := 1.06 ·M−1/5 ·min
{

√

∑n
k=1 x

2
k

n− 1
,
QD

1.34

}

, (14)

where QD is the data’s interquartile range, which is defined

as the difference between the 75th and 25th percentiles. Fig-

ure 3 shows the KDE based approximation based on a data

Fig. 3: Illustrative KDE approximation based on M = 500
samples from a symmetric Gaussian mixture PDF fX :=
1
3 (N (−5, 1) +N (0, 2) +N (5, 1)).

set of M = 500 samples from a symmetric Gaussian mix-

ture PDF. Given an approximation of the density computed

using KDE, we can compute the approximate optimal thresh-

old from data using the bissection method used to compute

the unique solution of the first order optimality condition:

∇J̃D(δ) = 0. (15)

Theorem 2 The global minimizer δ⋆D is the unique solution

of F̃D(δ) = 0, where

F̃D(δ) := h2
M +

1

M

M
∑

k=1

x2
k

− 1

M

n
∑

k=1

1√
2π

{

hM · (xk − δ) · exp
(

− 1

2

(xk + δ

hM

)2)

− hM · (xk + δ) · exp
(

− 1

2

(xk − δ

hM

)2)

+

√

π

2
· (h2

M + x2
k) ·

[

erf
(xk + δ

hM

√
2

)

− erf
(xk − δ

hM

√
2

)]}

− δ2
1

2M

M
∑

k=1

[

erf
(xk + δ

hM

√
2

)

− erf
(xk − δ

hM

√
2

)]

. (16)

Proof. The proof can be found in [12]. �

To find the unique solution of F̃D can be computed using

the following algorithm:

• Initialization: Set δ(0) := 0, and δ̄(0) := L, where L

is any constant such that F̃D(L) < 0

• At the k-th iteration:

1. Set δ(k+1) := 0.5(δ(k) + δ̄(k))

2. If F̃n(δ
(k+1)) > 0, set δ(k+1) := δ(k+1)

3. If F̃n(δ
(k+1)) < 0, set δ̄(k+1) := δ(k+1)
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