Modelchecking safety properties in randomized
security protocols

Matthew S. Bauer!, Rohit Chadha?, and Mahesh Viswanathan?®

! Galois Inc.
2 University of Missouri, Columbia
3 University of Illinois, Urbana-Champaign

Abstract. Automated reasoning tools for security protocols model pro-
tocols as non-deterministic processes that communicate through a Dolev-
Yao attacker. There are, however, a large class of protocols whose correct-
ness relies on an explicit ability to model and reason about randomness.
Although such protocols lie at the heart of many widely adopted systems
for anonymous communication, they have so-far eluded automated veri-
fication techniques. We propose an algorithm for reasoning about safety
properties for randomized protocols. The algorithm is implemented as an
extension of Stochastic Protocol ANalyzer (SPAN), the mechanized tool
that reasons about the indistinguishability properties of randomized pro-
tocols. Using SPAN, we conduct the first automated verification on several
randomized security protocols and uncover previously unknown design
weaknesses in several of the protocols we analyzed.

1 Introduction

As security protocols are vulnerable to design flaws, machine-aided formal analy-
sis is often utilized to verify their security guarantees. Such analysis must be car-
ried out in the presence of an attacker that can read, intercept, modify and replay
all messages on public channels, and potentially send its messages. The presence
of the attacker makes the analysis challenging. In order to aid automation, the
analysis is often carried out in the so-called Dolev- Yao model where messages are
modeled as terms in a first-order vocabulary, the assumption of perfect cryptog-
raphy is made. In the Dolev-Yao model, the attacker controls all communication,
non-deterministically schedule the participants, and non-deterministically inject
new messages, which are computed using the whole communication transcript.

Until recently, verification techniques in this domain have converged around
modeling and verifying protocols that are purely non-deterministic, where non-
determinism is used to model concurrency as well as the interaction between
protocol participants and their environment. In this setting, decades of work
have produced many sophisticated analysis tools [11,30,45,15,5]. There are,
however, a large class of protocols whose correctness depends on an explicit
ability to model and reason about randommness. With privacy goals in mind,
these protocols lie at the heart of many anonymity systems such as Crowds [41],
mix-networks [22], onion routers [34] and Tor [29]. Cryptographic protocols also



employ randomness to achieve fair exchange [10, 31], vote privacy in electronic
voting [42,21, 4, 44] and denial of service prevention [37]. The formal verification
of this class of protocols has thus-far received little systematic attention.

In the absence of a systematic framework, there have been primarily two ap-
proaches to verify randomized security protocols. Works such as [49] use proba-
bilistic model checkers [39, 27] to reason about probabilistic behavior in systems
like Crowds. These ad-hoc techniques fail to capture the Dolev-Yao attacker in
full generality and do not provide a general verification framework. Other works
in the symbolic model [28,38] simply abstract away essential protocol compo-
nents that utilize randomization, such as anonymous channels. By making these
simplifying assumptions, such analysis may miss key attacks. Indeed, we discov-
ered in our analysis an attack on the FOO electronic voting protocol [32] that
has long served as a key benchmark in the analysis of anonymity properties in
the Dolev-Yao model. Our attack emerges by realizing the perfectly anonymous
channels in the FOO by threshold-mixes and was missed by previous analysis. 4

The critical challenge in the formal verification of randomized security pro-
tocols is the subtle interaction between non-determinism and randomization. If
the attacker can base its non-deterministic computation on the results of private
coin tosses of the participants, then the analysis necessarily may yield false at-
tacks in correct protocols (see examples in [23, 13, 33,19, 16]). Thus, the attacker
behavior should be restricted to perform the same computation in any two proto-
col executions whose communication transcripts are indistinguishable to it. This
observation is at the heart of the first framework to analyze randomized security
protocols proposed in [9,43,17]. In this framework, the indistinguishability of
two traces is captured by the trace-equivalence from the applied 7-calculus [2].
The first-of-its-kind model-checking tool Stochastic Protocol ANalyer (SPAN)
for checking the indistinguishability of two protocols in this framework was pre-
sented in [8]. SPAN was used to verify the 3-ballot electronic voting protocol [44]
in [8].

Contributions. In this work, we describe an algorithm for analyzing the reachability-
based safety properties of randomized protocols that were implemented as an ex-
tension of SPAN. The algorithm follows the bounded model checking approach of
the equivalence checking in SPAN and assumes that the attacker sends messages
of bounded size. The problem of checking safety reduces to the problem of com-
puting reachability of acyclic finite state Partially-Observable Markov Decision
Processes (POMPDs). The analysis of finite POMDPs is, in general undecid-
able. However, since we deal with acyclic POMDPs, the problem of checking
reachability is decidable and can be computed by converting the POMDP into
a fully-observable belief Markov Decision Processes. Our algorithm exploits the
acyclicity of the POMDPs to construct the belief MDP on-the-fly by discovering
the states of the belief MDP using the Depth-First-Search strategy that is often
used to solve graph reachability problems.

4 A similar attack was also discovered by hand in [6] where the analysis of FOO
protocol is carried out in the computational model.



We use SPAN to conduct the first automated symbolic analysis of several
protocols including mix-networks [22], the FOO electronic voting protocol [32]
and Prét a Voter [42]. Our analysis shows that realizing perfectly anonymous
channels in the FOO protocol requires non-trivial modification to the protocol
design, which if not done carefully, can lead to errors. In addition, a bug in the
design of the Prét & Voter protocol was uncovered (see Section 2.2). In order to
fix the bug, we propose computing the cyclic offsets in the construction of Prét
a Voter using psuedorandom permutations instead of hash functions.

Related Work. Modeling cryptographic protocols in a process calculus allowing
operations for both non-deterministic and probabilistic choice was first proposed
in [36]. Unfortunately, the calculus did not capture many important properties
of the threat model, such as the ability for protocol participants to make pri-
vate coin tosses. As a result, properties of these processes are required to be
formulated through a notion of bisimulation too strong to capture many natural
properties. The calculus upon which our techniques are built first appeared in
[9], where the authors studied the conditions under which reachability proper-
ties of randomized security protocols are preserved by composition. In [43] the
composition framework was extended to handle equivalence properties. SPAN
was originally presented in [8], which discusses the design and implementation
of the algorithms for checking equivalence properties. For randomized security
protocols, the complexity of verifying reachability and equivalence properties
was studied in [17]. The material presented here also appears in the Ph.D. thesis
of Matthew S. Bauer (See [7]), and we refer the reader to the thesis for a detailed
discussion of the tool architecture and of experimental results.

2 Randomized Security Protocols

In what follows, we give the details behind several security protocols that uti-
lize randomization. These protocols will serve as running examples upon which
we demonstrate how our techniques can be used for modeling and automated
analysis.

2.1 Mix Networks

A mix-network [22] is a routing protocol used to break the link between a
message’s sender and receiver. The unlinking is achieved by routing messages
through a series of proxy servers, called mixes. Each mix collects a batch of
encrypted messages, privately decrypts each message, and forwards the result-
ing messages in random order. More formally, consider a sender Alice (4) who
wishes to send a message m to Bob (B) through mix (M). Alice prepares a
cipher-text of the form

aenc(aenc(m, ny, pk(B)), no, pk(M))



where aenc is asymmetric encryption, ng,n; are nonces and pk(M), pk(B) are
the public keys of the Mix and Bob, respectively. Upon receiving a batch of IV
such cipher-texts, the mix M unwraps the outer layer of encryption on each
message using its secret key and then randomly permutes and forwards the
messages. A passive attacker, who observes all traffic but does not otherwise
modify the network, cannot (with high probability) correlate messages entering
and exiting the mix M. Unfortunately, this simple design, known as a threshold
mix, is vulnerable to a straightforward active attack. To expose Alice as the
sender of the message aenc(m,nq, pk(B)), an attacker forwards Alice’s message
along with N—1 dummy messages to the mix M. In this way, the attacker
can distinguish which of M’s N output messages is not a dummy message and
hence must have originated from Alice. Although active attacks of this nature
cannot be thwarted completely, several mix-network designs have been proposed
to increase the overhead associated with carrying out such an attack.

2.2 Prét a Voter

Prét & Voter [42] is a mix-network based voting protocol that provides a simple
and intuitive mechanism by which a set of voters (V1, ..., V},) can carry out elec-
tions with the help of a set of honest tellers (71, ..., 7)) and an honest election
authority (A). Each teller has two public key pairs. Using these keys and a set
of random values, the authority creates a set of ballot forms with the following
properties. Each ballot has two columns; the left column lists the candidates in
a permuted order and the right column provides space for a vote to be recorded.
The bottom of the right column also holds an “onion” which encodes the per-
muted ordering (cyclic offset) for the candidates on the left-hand side of the
ballot.

The precise construction of a ballot is as follows. The authority first generates
a random seed,

seed := gg, g1, -, 92k —1

where each g; (for i € {1,...,2k — 1}), called a germ, is drawn from an appro-
priately sized field. For a candidate list of size v, the seed is used generate the

cyclic offset
2k—1

0 := ) di(mod v)
=0

where d; := hash(g;)(mod v). Each teller ¢ has public keys pk(T»;) and pk(T%;—1)
which are used to construct the onion

{{g2k—1, {{g26—1, ---{(90, Do) }pk(T0) ) } pk(Tur—2)) Yok (Tor_1)

where Dy is a nonce uniquely chosen for each onion. Each layer D; 1 := {(gi, Di) } p(1;)
asymmetrically encrypts a germ and the previous layer of the onion.

The election authority generates a number of ballots which far exceed the
number of voters. In order to cast a vote, a voter authenticates with the authority,
after which a random ballot is chosen by the voter. In the voting booth, the voter



marks his/her choice on the right-hand side of the ballot and removes the left-
hand side for shredding. The values on the right side of the ballot (the vote
position and onion) are read by a voting device and then retained by the voter
as a receipt. Once read by the voting device, the values are passed to the tellers
that manipulate pairs of the form (ry;, Da;). The first teller receives the pair
(r, Do) where r is the vote position, and Dy, is the onion. Upon receiving such
a pair, each teller T;_; performs the following operations.

— Apply the secret key sk(T;—1) to Day; to reveal the germ go;—1 and the next
layer of the onion Dg;_1.

— Recover dgi_l = hash(ggi_l)(mod ’U) and obtain Tr2;—1 = (rgifdzi_l)(mod ’U).

— Form the new pair (ro;—1, Da;—1).

After applying this transformation for each pair in the batch it receives, teller
T;_1 performs a secret shuffle on the resulting transformed pairs. Teller T;_; then
repeats this process on the shuffled values using its second secret key sk(T5;_2)
to obtain a new set of pairs with the form (ro;_o, D2;—2). These pairs are shuffled
again and then passed to the next teller T;_5. The output of the last teller is the
value of ro which identifies a voter’s vote.

Our analysis of this version of the Prét a Voter protocol has uncovered a
previously unknown flaw in the protocol’s design. The error arises from the
assumption that the elements of the field from which the germs are drawn are
evenly distributed when their hash is taken modulo v. To understand this error
in more detail, let us consider the simple case when there are two candidates (0
and 1) and one teller. Let F' be a field with M elements and

F; ={g|g € F and hash(g)(mod 2) = j}

for j € {0,1}. There is no guarantee that Fy = F; and thus the probability
of the two cyclic offsets g = (£2)(£2) + (£1)(£) and 6; = 2(£2)(£2) in the
randomly chosen ballots may be different. This can give an attacker an advantage
in attempting to infer a vote from a ballot receipt: the attacker will guess that
cyclic shift is the one happens with higher probability. To fix this issue, the hash

function should be replaced by a pseudo-random permutation.

3 Randomized Applied w-Calculus

In this section, we present our core process calculus for modeling cryptographic
protocols with coin tosses. The presentation of the calculus is borrowed from [§],
and closely resembles the ones from [9,43,17]. As was first proposed in [36], it
extends the applied m-calculus by the inclusion of a new operator for probabilistic
choice.

3.1 Terms, equational theories and frames

A signature F contains a finite set of function symbols, each with an associated
arity and two special countable sets of constant symbols M and N representing



public and private names, respectively. Variable symbols are the union of two
disjoint sets X and X, used to represent protocol and frame variables, respec-
tively. The sets F, M, N, X and X, are required to be pairwise disjoint. Terms
are built by the application of function symbols to variables and terms in the
standard way. Given a signature F and J) C X U X,,,, we use T (F,)) to denote
the set of terms built over F and ). The set of variables occurring in a term w
is denoted by vars(u). A ground term is one that contains no free variables. The
depth of a term t is defined to be the depth of the dag that represents t.

A substitution o is a partial function with a finite domain that maps variables
to terms, where dom(o) will denote the domain and ran(o) will denote the range.
For a substitution ¢ with dom(o) = {z1,...,21}, we will denote o as {z; —
o(x1),...,x, — o(xk)}. A substitution o is said to be ground if every term in
ran(co) is ground and a substitution with an empty domain will be denoted as
(). Substitutions can be extended to terms in the usual way and we write to for
the term obtained by applying the substitution ¢ to the term t.

Our process algebra is parameterized by an equational theory (F, E), where
F is a signature and E is a set of F-Equations. By an F-Equation, we mean
a pair u = v where u,v € T(F \ N, X) are terms that do not contain private
names.

Ezample 1. We can model primitives for symmetric encryption/decryption and
a hash function using the equational theory (Feenc, Fsenc) With signature Feene =
{senc/2, sdec/2, h/1} and equations Fgenc = {sdec(senc(m, k), k) = m}.

Two terms u and v are said to be equal with respect to an equational theory
(F,E), denoted u =g v, if E F u = v in the first order theory of equality.
For equational theories defined in the preceding manner, if two terms containing
private names are equivalent, they will remain equivalent when the names are
replaced by arbitrary terms. We often identify an equational theory (F, F) by
E when the signature is clear from the context. An equational theory E is said
to be trivial if w =g v for any terms u and v and, otherwise it is said to be non-
trivial. For the remainder of this work, we will assume equational theories are
non-trivial. Processes are executed in an environment that consists of a frame
¢ : Xy — T(F) and a binding substitution o : X — T (F).

Definition 1. Two frames o1 and @o are said to be statically equivalent in
equational theory E, denoted ¢1 =g 2, if dom(p1) = dom(y2) and for all
r1,72 € T(F\N, Xy) we have rio1 =g rop1 iff 1192 =g T2¢2.

Intuitively, two frames are statically equivalent if an attacker cannot distin-
guish between the information they contain. A term u € T (F) is deducible from
a frame ¢ with recipe r € T(F \ N,dom(y)) in equational theory E, denoted
¢ Fp u, if rp =g u. We often omit » and E and write ¢ - w if they are clear
from the context.

3.2 Process syntax

We assume a countably infinite set of labels £ and an equivalence relation ~
on £ that induces a countably infinite set of equivalence classes. For ¢ € L, [{]



denotes the equivalence class of £. Each equivalence class is assumed to contain
a countably infinite set of labels. Operators in our grammar will come with a
unique label from £, which, together with the relation ~, will be used to mask
the information an attacker can obtain about the actions of a process. When an
action with label ¢ is executed, the attacker will only be able to infer [¢].

Processes in our calculus are a finite parallel composition of roles, which in-
tuitively are used to model a single actor in a system/protocol. Please note that
we are modeling only a finite number of sessions. Hence we do not allow replica-
tion in our protocol syntax. Roles, in turn, are constructed by combining atomic
actions through sequential composition and probabilistic choice. Formally, an
atomic action is derived from the grammar

A = 0|vat|(z:=w)|[cr Ao A k)| in(2)* | out(u)

where £ € L,z € X and ¢; € {T,u = v} for all i € {1,...,k} where u,v €
T(F\ N,X). In the case of the assignment rule (z := u)‘, we additionally
require that & vars(u). A role is derived from the grammar

R := A|(R-R)|(R+! R)

where p € [0,1], £ € £ and z € X. The 0 process does nothing. The process
v’ creates a fresh name and binds it to = while (z := u)® assigns the term u
to the variable x. The test process [c1 A ... A ck]e terminates if ¢; is T or ¢; is
u = v where u =g v for all ¢ € {1,...,k} and otherwise, if some ¢; is u = v
and u #pg v, the process deadlocks. The process in(x)e reads a term u from
the public channel and binds it to 2 and the process out(u)* outputs a term on
the public channel. The processes R - R’ sequentially executes R followed by R’
whereas the process R +f> R’ behaves like R with probability p and like R’ with
probability 1 — p. Note that protocols in our formalism are simple; a protocol is
said to be simple if there is no principal-level nondeterminism [25].

We will use P and () to denote processes, which are the parallel composition
of a finite set of roles Ry, ..., R,, denoted Ry | ... | R,,. For a process Q, fv(Q)
and bv(Q) denote the set of variables that have some free or bound occurrence
in @, respectively. The formal definition is standard and is omitted for lack of
space. Processes containing no free variables are called ground. We restrict our
attention to processes that do not contain variables with both free and bound
occurrences. That is, for a process Q, fv(Q) Nbv(Q) = 0.

Definition 2. A process Q = Ry | ... | Ry, is said to be well-formed if the
following hold.

1. Every atomic action and probabilistic choice in @ has a distinct label.
2. If label £y (resp. £3) occurs in the role R; (resp. R;) fori,j € {1,...,n}

then i # j iff [(2] # [f2]-

For the remainder of this work, processes are assumed to be well-formed. Unless
otherwise stated, we will also assume that the labels occurring a role come from
the same equivalence class.



Remark 1. For readability, we will omit process labels when they are not relevant
in a particular context.

We now present an example illustrating the type of protocols that can be
modeled in our process algebra.

FEzxample 2. Using our process syntax, we model a simple threshold mix, as de-
scribed in Section 2.1. We will consider the situation when there two users Ag
and A; who want to communicate anonymously through a single mix server M
with users By and By, respectively. The protocol is built over the equational the-
ory with signature Faenc = {sk/1, pk/1, aenc/3, adec/2, pair/2, fst/1, snd/1}
and the equations F,enc given below.

adec(aenc(m,r, pk(k)),sk(k)) =m
fst(pair(mq,ms)) = my
snd(pair(mi, ma)) = mo

For generation of their pubic key pairs, the parties Ay, A1, By, B; and M will
hold private names ka,, ka,, kB,, kB,, and ks, respectively. The protocol will
also have private names ng,ni,ns, ... to model nonces. The nonces ng and n
are the messages that Ay and A; want to communicate. The behavior of each
user and the mix can be described by the roles below (where we use (,) in place
of pair for succinctness).

Ay = out(aenc(aenc(ng, na2, pk(kp,)), na, pk(kar)))
A; = out(aenc(aenc(ny,ns, pk(kp,)), ns, pk(kar)))
M =in(z) - in(z9)-
out((adec(z1,sk(knr)), adec(za, sk(kar)))+
(adec(z2, sk(kar)), adec(z1,sk(kar)))

1
2

3.3 Partially Observable Markov Decision Processes

POMDPs are used to model processes that exhibit both probabilistic and non-
deterministic behavior, where the states of the system are only partially observ-
able. Formally, a POMDP is a tuple M = (Z, z5, Act, A, O, 0bs) where Z is a
countable set of states, z, € Z is the initial state, Act is a countable set of actions,
A Z x Act — Dist(Z) is a partial function called the probabilistic transition
relation, O is a countable set of observations and obs : Z — O is a labeling of
states with observations. The POMDP M is said to be a fully observable MDP
if obs is an injective function. For a distribution p over Z, let support(p) = {z €
Z | u(z) > 0}. An ezecution p of the M is a finite sequence 25 — --- =™ 2,
such that zg = 2z and for each ¢ > 0, 2; RAET tit1 and z;11 € support(fiit1).
Such an execution is said to have length m, denoted |p| = m. The probability
an execution p in M is prob (p) = HLP:I(;l Az, aiq1)(z; + 1) and the set of all
executions will be denoted by Exec(M).



For each state in a POMDP, there is a choice amongst several possible prob-
abilistic transitions. The choice of which probabilistic transition to trigger is
resolved by an attacker. Informally, the process modeled by M evolves as fol-
lows. The process starts in the state z;. After i execution steps, if the process
is in the state z, then the attacker chooses an action « such that A(z,a) = p
and the process moves to state 2’ at the (i + 1)-st step with probability u(z’).
The choice of which action to take is determined by the sequence of observations
seen by the attacker.

For an execution p = zy — --- =™ 2,, we write tr(p) to represent the trace
of p, defined as the sequence obs(zp)ay - - - @yn0bs(2,,). The set of all traces is
Trace(M) = (O, Act)* - O and an attacker is a function A : Trace(M) — Act.
Let Exec (M) C Exec(M) be the smallest set such that z, € Exec(M) and if
p=p % z e Exec? (M) then p/ € Exect(M) and A(tr(p)) = a.

State-based safety properties Given a POMDP M = (Z, z5, Act, A, O, obs), a set
¥ C 7 is said to be a state-based safety property. An execution p = zg —
s 2y 2 of M satisfies W, written p = 4, if zj € Wioral 0 <j < m.
Otherwise p £ 1. We say that M satisfies ¥ with probability > p against
attacker A, denoted M# =, 1, if the sum of the measures in the set {p €
Exec(M) | p is a maximal and p = ¢} is > p. M is said to satisfy ¥ with
probability > p, denoted M |=, 9, if for all adversaries A, M4 |=, 1.

3.4 Process semantics

Given a process P, an extended process is a 3-tuple (P, p, o) where ¢ is a frame
and o is a binding substitution. Semantically, a ground process P over equational
theory (F, E) is a POMDP [P] = (ZU/{error}, zs, Act, A, O, obs) where Z is the
set of all extended processes z; = (P,0,0), Act = (T(F\N,X,)UT) x L/~
and A, O, obs are defined below. Let u - @ denote the distribution g such that
p1(P'yp,0) = u(P,p,0) if P'is P-@Q and 0 otherwise. The distributions u | Q
and @ | p are defined analogously. For a conjunct ¢; (i € {1,...,n}) in a test
process [c1 A ... A ¢,] and a substitution o we write ¢; = T when ¢; is T or ¢;
is u = v where vars(u,v) C dom(o) and uoc =g vo. We define A in Figure 1,
where we write (P, ¢,0) — u if A((P,¢,0),a) = u. For any extended process
(P,p,0) and action o € Act, if A((P,p,0),a) is undefined in Figure 1 then
A((P,p,0),) = Jerror- Note that A is well-defined, as roles are deterministic
and each equivalence class on labels identifies at most one role. For a frame ¢
and equational theory E, we write [¢] to denote the equivalence class of ¢ with
respect to the static equivalence relation =g. We use EQ to denote the set of all
such equivalence classes. Let O = EQ and define obs as a function from extended
processes to O such that for any extended process n = (P, ¢, o), obs(n) = [¢].

Definition 3. An extended process (P,p,0) preserves the secrecy of a term
u in the equational theory (F,E), denoted (P,p,0) =g u, if there is no r €
T(F\ N,dom(p)) such that ¢ b, uo. We write secret(u), to represent the set



Fig.1 Process semantics.

re T(F\N,X,) ¢t u z¢dom(o) x ¢ dom(c) n is a fresh name
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vars(u) € dom x ¢ dom &
(u) C (((;)]) Z (0) ASGN (Qo,p,0) = 1 PAR,
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=T PROB ((Qh 2 U) — M PARy
(Q1 45 Q2,6,0) = 8(@1.0.0) T 0(Qarp.0) (Qo | Qu,0,0) = Qo |
of states of [P] that preserve the secrecy of u and secret({uy,...,u,}) to denote
secret(uy) N ... N secret(uy).
Remark 2. For a process P and terms u1, ..., u,, secret({uy,...,u,}) is a state-

based safety property of [P]. For a probability p, we will write P =g , secret(uq, . ..

if [P] [=p secret({u1, ..., un}).

Ezample 3. Consider the mix-net protocol P = Ag | A1 | M defined in Example
2. The protocol is designed to ensure that the messages output by the mix cannot
be linked to the original sends with high probability. That is, the adversary
should be able to do no better than “guess” which output message belongs
to which sender. This hypothesis is violated if, for an output of the mix, the
adversary can identify the sender of the message with probability > % We can
model this property in our framework by adding, for each i € {0,1}, a role

S; = in(z}) - [z} = aenc(n;, nis2, pk(kp,))] - out(s;)

to the process, where s; is a private name. The protocol P preserves the anonymity
of sender A; if (Ao | Ay | M | So | S1) g, 1 secret(s;).

4 Model Checking Algorithm

As seen in Section 3, analyzing randomized protocols requires reasoning about
their underlying semantic objects, POMDPs. In particular, we are interested in
finding an attacker for a given POMDP that maximizes the probability of reach-
ing a set of target (bad) states. Unfortunately, techniques for solving reachability
problems in POMDPs are far less efficient than those for Markov Decision Pro-
cesses (MDPs), the fully observable counterpart to POMDPs (where attackers
are a function from executions to actions). The reason for the added complexity
is that at any given point in the execution of a POMDP, the attacker only knows



a distribution over the current state. Further, an attacker for a POMDP needs to
define a consistent strategy across all executions that produce the same sequence
of observations. The actions chosen in one branch of an execution may affect the
actions that can be made in another branch of the same execution. By contrast,
when trying to maximize a reachability probability in an MDP, one can make
a local decision about which action maximizes the probability of reaching the
target states.

Several results [18,26] corroborate this story, showing that many key verifi-
cation problems for POMDPs are undecidable. Although various solution tech-
niques have been proposed [12], and there have been successful applications to
Al and planning [14], tractable reasoning about POMDPs typically relies on
approximation techniques or simplifications to the model (discounts). Compli-
cating matters further, randomized security protocols induce POMDPs that are
infinitely branching. At every transition corresponding to protocol input, an infi-
nite number of possible recipes can be supplied by a Dolev—Yao attacker. Taming
the state space explosion that results from this infinite branching on inputs is a
huge challenge, even in the non-randomized case. We adopt the philosophy of the
SATMC [5] tool, in that, we will search for bounded attacks. That is, our tool
answers the question; for a given input recipe depth k, what is the maximum
probability of reaching a set of target states? The assumption of bounded recipe
depth allows randomized security protocol to be modeled by POMDPs that are
finite branching.

One of the most successful techniques in the approximation of optimal at-
tackers for POMDPs is to translate a POMDP M into a fully observable belief
MDP B(M) that emulates it. One can then analyze B(M) to infer properties
of M. The states of B(M) are probability distributions over the states of M.
Further, given a state b of B(M), if states z1, 2o of M are such that b(z1),b(22)
are non-zero then z; and z; must have the same observation. Hence, by abuse of
notation, we can define obs(b) to be obs(z) if b(z) # 0. Intuitively, an execution
p="bo -5 b 2 ... 2% b, of B(M) corresponds to the set of all executions
p' of M such that tr(p’) = obs(bg)aiobs(by)ag - - - apobs(by,). The measure of
execution p in B(M) is exactly prob ,,(obs(bg)ai0bs(b)as - - - amobs(by,)).

The initial state of B(M) is the distribution that assigns 1 to the initial state
of M. Intuitively, on a given state b of B(M) and an action «, there is at most one
successor state b*° for each observation o. The probability of transitioning from
b to b*° is the probability that o is observed given that the distribution on the
states of M is b and action « is performed; b*°(2) is the conditional probability
that the actual state of the POMDP is z. The formal definition follows.

Definition 4. Let M = (Z, z5, Act, A, O, 0bs) be a POMDP. The belief MDP
of M, denoted B(M), is the tuple (Dist(Z), .., Act, AB) where AP is defined as
follows. For b € Dist(Z), action o € Act and o € O, let

o= X0 (X AGaE).

z€Z z'€Z Nobs(z")=o0



AB(b, ) is the unique distribution such that for each o € O, if Db,a,0 7 0 then
AB(b,a)(b°) = pp.a.0 where for all 2’ € Z,

Loz b(2)-A(z,a) (2 .
ba,o(zl) _ 2 £Z pb),a,o( )(=) Zf ObS(Z,) =0 -
0 otherwise

This definition results in a correspondence between the maximal reachability
probabilities in a POMDP M and the belief MDP B(M) it induces. The follow-
ing proposition, due to Norman et al. [40], makes this correspondence precise.
In the result below, for a POMDP (resp. MDP) M and a set of observations O
(resp. states T'), we write prob’y{*(O) (resp. prob’’{*(T") ) to denote the maxi-
mum probability with which M# reaches states with observations in O (resp.
states from T) for any adversary A.

Proposition 1. Let M = (Z,zs,Act, A, O,0bs) be a POMDP, O C O and
To = {b € Dist(Z) |Vz € Z.(b(z) > 0 = obs(z) € O)}. Then prob\{*(0) =
probis () (To).

In general, belief MDPs are defined over a continuous state space; even simple
POMDP models can yield an infinite number of distributions on states. It is this
continuous state space that makes belief MDPs difficult to analyze. Fortunately,
the calculus from Section 3.2 doesn’t include an operator for replication. This
means that protocol executions are of a fixed length and can be encoded as
acyclic POMDPs that reach a set of finite absorbing states after a bounded
number of actions. However, even for acyclic POMDPs, the number of reachable
belief states can grow much larger than the number of states in the original
POMDP.

Let @ be a randomized security protocol such that [Q] = (Z, zs, Act, A, O, obs).
Define [Qq] = (Z, zs, Actq, Agq, O, obs) where every a € Acty is such that depth(a) <
d and for all z € Z, Ay(z,a) = A(z,a) if a € Acty and otherwise Ay(z, @) is
undefined. For a security protocol ), probability p and safety property ¢, the
bounded model checking problem for depth d is to determine if [Qq] E, ¥. As
described above, [Qg] can be translated into a finite acyclic fully observable be-
lief MDP B([Qq4]). By analyzing B([Q4]), one can generate an attacker for [Qq]
that optimizes the probability of reaching a target set of states Z \ ¢. These
optimal reachability probabilities can be computed using Algorithm 1, where we
assume a finite set of absorbing states B,ps. The algorithm works by recursively
computing the maximum probability of attack by exploring states in a depth-
first fashion. Such an approach can avoid exploring many redundant portions of
the state space.

The correctness of our algorithm, which follows from Proposition 1, is given
below.

Theorem 1. Let @ be a protocol and d € N be such that [Qg] = (Z, zs, Actg, A, O, obs).
For a given probability p and state-based safety property ¢ C Z, if [Qa] Ep ¥ iff
MAXATTACK(d,, Z \ ) < 1 —p for the belief MDP B([Q4]).



Algorithm 1 On-the-fly model checking of safety properties in finite-length belief
MDPs.

1: procedure MAXATTACK (beliefState b, targetStates T')

2: p<+0

3: if b € B,ps then

4: for z € support(b) do
5: if z € T then

6: p + p+b(z)

7 return p

8: for a € Act do

9: for o € O do

10: p < max(p, MAXATTACK (b*°,T))
11: if p==1 then
12: return 1

13: return p

5 Tool Description and Evaluation

The algorithm for checking safety in randomized security protocols is imple-
mented in the tool, SPAN. We refer the reader to [7] for a detailed discussion
of the implementation and evaluation of SPAN. We describe the salient features
briefly.

Implementation. As described in Section 4, the fundamental routine of SPAN
translates a randomized security protocol into a belief MDP. Each translation
step requires operations from term rewriting as well as solving the static equiv-
alence and deduction problems on protocol frames. Currently, SPAN supports
two external engines for solving the static equivalence and deduction questions:
Kiss [3] and AKiss [15]. Kiss tool supports sub-term convergent theories, while
the AKISS tool supports more general optimally reducing theories and the AC
operation XOR. SPAN implements its own unification algorithm for convergent
equational theories for its term-rewriting engine. For rewriting in the presence
of AC operations, support for integration with Maude [30,24] is also included.
Because attacks on randomized protocols are trees (as opposed to sequences)
attacks are exported to DOT format, which can be rendered visually using the
graphviz framework [1].

Evaluation. We evaluated SPAN on a variety of protocols. Our experiments were
conducted on an Intel core i7 dual quad-core processor at 2.67GHz with 12GB of
RAM. The host operating system was 64 bit Ubuntu 16.04.3 LTS. The examples
that we verified were sender anonymity in Dining Cryptographers-Net [35, 20],,
threshold mixes [22] and pool mixes [46—48], and vote privacy in FOO voting
protocol [32] and Prét & Voter protocol [42]. We attempted to verify all protocols
with a recipe depth of 10; however, for some examples, SPAN did not terminate
within a reasonable time-bound. In such cases, we report the time for a recipe



Table 1 FExperimental results for safety properties. Columns 1-5 describe the
example under test, where column 2 is the number of users in the protocol,
column 3 is maximum recipe depth, column 4 is the maximum attack probability
and column 5 is the security threshold: if the value of column 4 exceeds the
value of column 5, then an attack was found. Columns 6 and 7 give the running
times (in seconds) under the Kiss and Akiss, respectively. Column 8 reports the
number of belief states explored during the model checking procedure. All test
were conducted using Maude 2.7.1 as the term rewriting engine. For protocols
with requiring equational theories with XOR we write n/s (not supported) for
the Kiss engine.

1 2 3 4 5 6 ‘ 7 8
ProOTOCOL PARTIES| DEPTH| ATTACK | THRESHOLD TIME (s) BELIEFS
w/ Kiss|w/ AKISs

DC-net 2 10 1/2 1/2 n/s 23 110

Threshold Mix 4 10 1 1/4 22 70 49
Cascade Mix 2 5 1 1/2 917 2832 55303
Pool Mix 3 5 2/3 1/3 1824 6639 26273
FOO 92 (corrected) 2 10 3/4 3/4 321 918 1813
Prét & Voter 2 10 7/8 3/4 n/s 288 103

depth of 5. As mentioned above, mixes are vulnerable to active attacks, and
our tool was able to capture these attacks. For the FOO voting protocol, we
implemented the anonymous channels using threshold mixes. In the previous
automated analysis of FOO voting protocol (See [15], for example), perfectly
anonymous channels are assumed to exist. This abstraction misses possible at-
tacks. For example, if a threshold mix is used to implement the FOO protocol,
then SPAN found an attack on vote privacy that exploits the flooding attack on
mixes. A similar attack has also been previously reported in [6], which carries
out the analysis of FOO voting protocol in the computational model, and was
discovered by hand. We propose corrections to the FOO protocol to avoid such
attacks. Finally, in order to capture the attack on Prét a Voter protocol de-
scribed above, we assumed that the sum of two hashes is even with probability
% and odd with probability %.

6 Conclusion

We present a bounded model checking algorithm to verify safety properties of
acyclic randomized security protocols. As randomized security protocols are nat-
urally modeled as POMDPs, we adapt the belief MDP construction from POM-
PDP literature in the design of the algorithm. The algorithm exploits the acyclic
nature of the protocols considered and constructs the belief MDP by traversing
the belief MDP in a Depth First Search fashion. The algorithm is implemented



as an extension of SPAN. Our experiments demonstrate the effectiveness of the
tool in uncovering previously unknown attacks in protocols.

We plan to investigate the use of partial order reduction and symmetry re-
duction techniques to combat the state explosion problem. We also plan to inves-
tigate the verification of randomized security protocols without any restriction
of recipe sizes. Another line of investigation that we plan to pursue is the veri-
fication of cyclic randomized security protocols.
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