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Abstract—Embedded systems have been becoming  greater constraints that need to be considered for embedded

increasingly complex over recent years, with performance
becoming comparable to desktop computing systems. However,
embedded systems need to adhere to greater design constraints
(e.g., area and energy constraints) compared to desktop
computing systems. Architectural specialization is a technique
that can aid in meeting the stringent design constraints by
introducing configurable hardware that can be tuned at
runtime to optimize a goal (e.g., minimum energy, minimum
execution time) for am application. However, traditional
approaches (i.e., exhaustive, heuristic searches) often take
considerable time to search a large design composed of
different configurable parameters (e.g., cache size,
associativity, etc.) and parameter values (e.g., 4 kB, 2-way,
etc.). In addition, the presence of application phases (i.e.,
repeating execution behavior) allow for finer-grained tuning at
the cost of even greater exploration overhead.

In this paper, we apply machine learning to
reduce/eliminate the design space exploration overhead
associated with finding the best set of configurable parameters
for configurable L1 instruction and data caches. Our
prediction methodology consists of artificial neural networks
(ANNs) which take the execution statistics of an application
phase as input and outputs a besf cache configuration (i.e.,
combination of configurable parameter values) for the
instruction and data caches). Our results show that we can
achieve an average energy degradation of less than 5% for the
instruction and data caches with an average of 20% phase
misclassification percentage and 20%o less cache switches than
the case where the best cache configuration is chosen for every
application phase.

Keywords—Embedded systems, constraints, architectural
specialization, tuning, energy, machine learning, exploration,
caches, artificial neural networks, phases

I INTRODUCTION

Embedded systems have been becoming increasingly
complex over recent years. With the advent of smart devices,
embedded systems, such as mobile devices, are being
designed to handle general workloads at a performance level
that is becoming comparable to desktop computing systems.
However, the design constraints for embedded systems
remain much stringent compared to desktop systems,
especially with respect to area and energy consumption. As a
result, techniques are required to continue improving the
performance of embedded devices while adhering to the
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system design.

Architectural specialization is one such technique that
can be leveraged to meet the design constraints of embedded
devices [2][10][16][19]. During architectural specialization,
different hardware components (e.g., processors, caches,
etc.) can be designed to be configurable, where parameters
(e.g.. frequency, associativity, replacement policy) can be
changed to different parameter values (e.g.. 1.3 GHz, 2-way,
least recently used, etc.) in response to the changing
workloads and requirements of the system. The process of
changing the parameter values of different parameters is
known as tuning. Through tuning the different configurable
parameters, application workloads can see increased benefits,
such as reduced energy consumption or reduced execution
time. In addition, different tuning goals can be specified. For
example, if reduced execution time is desired, cores can be
tuned to a higher frequency to complete application
workloads. A similar idea can be applied if reduced energy
consumption is desired. Tuning is great for meeting the
design constraints of a system, but designers need to
determine what components of a system should be
configurable to maximize the benefits that can be obtained
through tuning.

A great option for configurability is the cache hierarchy.
Based on prior work [2][8]. the cache hierarchy is
responsible for 50% of the energy consumed by a system,
thus making the cache hierarchy an excellent choice for
architectural specialization. Through tuning, the configurable
parameters of the cache can be adjusted to obtain a cache
configuration that yields the most benefits (e.g., minimal
energy consumption, etc.) for a given application workload.
In this paper, we define a cache configuration as set of
parameter values that is defined for each configurable
parameter. For example, a cache with configurable total size,
associativity, and line size can have a wvalid cache
configuration of (2 kB, 2-way, 32 B). For a given workload,
an optimal cache configuration can be determined by running
the workload with each available cache configuration and
choosing the configuration that yields the most benefits.
However, exploration quickly becomes infeasible for either
exhaustive or heuristic searches as the configuration space
increases (i.e., number of parameters increase and/or number
of available parameter values increase).

Further exacerbating the issue of increasing exploration
overhead, applications also exhibit patterns of repeating
execution behavior, known as phases [17][22][24]. Based on



prior work [17][22][24]. any unique phase is likely to repeat
during the lifetime of an application’s execution. Also, since
each phase’s execution behavior differs from another phase’s
execution behavior, the cache configuration yielding the best
benefits (i.e., the optimal cache configuration) also differs
between different phases, thus requiring a new exploration
for each unique phase that occurs during an application’s
lifetime, which is clearly infeasible for exhaustive and
heuristic searches and makes the exploration overhead even
worse. So, an efficient method is required to find the optimal
cache configuration for each phase of an application.

We can use machine learning techniques [3][6][12][26]
to develop an efficient method that alleviates the exploration
overhead of determining the optimal cache configuration for
each phase of an application. Machine learning techniques
use mathematics and statistics to learn the relationship
between a set of input data and a set of output data. In
addition, feature reduction techniques [15][25] aid machine
learning by selecting appropriate features from a feature set
(i.e.., CPIL instruction profile, etc.) that maximize the
performance of a given machine learning technique. Instead
of performing exploration exhaustively or heuristically,
which can become costly as the cache configuration design
space increases, we propose to use machine learning as a
substitute for exploration by predicting a best cache
configuration using a set of runtime statistics (i.e., CPI,
instruction profile, etc.) gathered from a single profiling run
of an application instead evaluating multiple cache
configurations per application.

Much prior work has been done in performing prediction
of a best configuration for some hardware component in a
computing system. Khakhaeng et al. [12] used machine
learning to predict the data cache line size for several data
mining applications, Baldini et al. [3] used neural network
works to predict the GPU performance of applications from
CPU runs and to predict which GPU would yield the most
benefits for a given application, Dutta et al. [6] used machine
learning to predict the power of GPUs using different DVFS
states, and Wu et al. [26] use machine learning models to
predict the power of GPGPUs over different number of
compute units, core frequencies, and memory bandwidths.
However, the above prior work is quite limited. In [16], only
data cache line size is predicted for data mining applications,
which does not take into account any optimizations for the
instruction cache, increasing configuration design space
considerations, or a diverse benchmark set. In [3][6][26].
only GPUs and GPGPUs were considered, but embedded
systems do not use GPUs, thus limiting the effectiveness of
their approach to certain computing domains.

In this paper, we propose a runtime method to predict a
best cache configuration for each phase of an application.
Our method has no restriction on the type of computing
system, being widely applicable to desktop, embedded, and
other computing systems with configurable hardware
components. Feature reduction techniques are used to
determine the best features to use for the machine learning
model to make accurate predictions. We start with predicting
the line sizes for the instruction and data caches and show
that our model generalizes to predicting total size,
associativity, and line size for the instruction and data
caches.
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In addition, we observe the mispredictions for different
phases and analyze the effect of phase length on the
mispredictions. Lastly, we measure the number of cache
configuration switches and cache flushes incurred by the
applications as a result of our prediction methodology. We
show that our prediction methodology incurs an average
energy degradation of less than 5%. average phase
misprediction of 20%, and about an average 20% less cache
switches and cache flushes compared to an approach that
predicts the optimal cache configuration for each application
phase.

II. RELATED WORK

In this section, we discuss several prior works that are
relevant to our methodology. Namely, we discuss works that
have used machine learning to perform architectural
specialization on different hardware components of a
computing system, such as caches, GPUs, and GPGPUs, to
show the relevance of using machine learning as a substitute
to design space exploration of the cache configuration space.
Further, we discuss works related to feature reduction and
phases, which we incorporate into our methodology.

A. Predicton for architectural specialization

Architectural specialization is very useful technique for
meeting the design constraints of embedded systems by
configuring the hardware for each specific application.
Khakhaeng et al. [12]. designed a neural network to predict
the data cache line size for several data mining applications.
However, the results yield a classification accuracy of 100%
for the neural network, which is unrealistic. Further, the
work is limited to a configurable data cache which misses
opportunities for a configurable instruction cache, the
application pool is very limited, and no generalization can be
supported, either to a general application workload or to a
larger configuration space (i.e., including instruction cache,
as well as other configurable parameters, such the total cache
size and the associativity). In our paper, we greatly expand
on [12] by performing predictions for both the instruction
and data caches, using the concept of phases to perform
finer-grained optimizations, using a larger application set,
and performing an analysis of predicting line size while also
generalizing the neural network’s predicton capability to a
larger cache configuration space (i.e.. predicting total cache
size, associativity, and line size).

In addition to [12]. other prior works have supported the
use of machine learning to aid in architectural specialization
of a computing system. Baldini et al. [3] created a neural
network to predict the best GPU to run an application to
achieve the best speedup. The network was able to perform
these predictions with accuracies above 90%. Dutta et al. [6]
use machine learning techniques fo perform power
predictions of GPUs at different dynamic voltage and
frequency scaling (DVFS) states, which can be used to
achieve good energy savings. The power predictions were
able to be made with a mean absolute error of 3.5.%,
showing that machine learning techniques can accurately
model nonlinear metrics, such as power. Wu et al. [26]
created a model that can predict the performance and power
of an application using different GPU configurations (i.e.
number of compute units (CU), core frequency, and memory
bandwidth) within 15% of real hardware. The author’s show
that a model can be created to estimate the performance and
power of an application running on a GPU with a specific
configuration, without having to evaluate all GPU
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Fig. 1. Block diagram of phase-based cache configuration
prediction system

configurations, thus showing the capability of a learned
model as a substitute to design space exploration and
evaluation. We build on the previous idea by training a
machine learning model to predict the best cache
configuration for an application without having to explore
and evaluated all cache configurations.

B. Feature reduiction

Feature reduction techniques aim at reducing the size of
the input to a model to improve the performance (i.e.
accuracy) of the model as well reducing the computational
complexity of the model. Song et al. [25] used a technique
known as principal component analysis (PCA) to reduce the
number of features for a facial recognition application. Using
PCA. the authors were able to reduce the number of features
from 2000 to 1000, resulting in a 50% decrease of the feature
space. Lu et al. [15] improved upon PCA by proposing a new
method that reduces the computational burden of the PCA
while still reducing the feature set for given applications.
When comparing the authors’ new method with PCA and
other existing feature reduction methods for content-based
image retrieval, the new method exhibits either better or
comparable performance to PCA. In our paper, we use PCA
to perform feature reduction on the features that are collected
during a run of an application. Details on PCA and the
collected features will be discussed in section I1I.

C. Phases
An application typically exhibits repeating patterns of
program behavior. These repeating patterns of program

TABLE 2:
Collected features and features description

Features Features description

Count of mstructions in a certain
class (i1e, loads, unconditional
branches, etc.)

Instruction class profile

Instruction profile Count of  assembly level

instructions (e, j, Iw, add, efc.)

Count of different classes of branch
instructions (ie., unconditional
direct, conditional mdirect, etc.)

Branch instruction profile

Addressing model profile Count of instructions using
different addressing modes
load/store  address  segment Count of areas where memory was
profile accessed (Le., heap, stack, etc.)
Text and data address profiles Count of accesses to specific text

(instruction) and data addresses

TABLE I:
Available cache configurations (size_associativity linesize)

2K 1W 16 2K 1W 32 2K 1W 64
4K 1W 16 4K 1W 32 4K 1W 64
4K 2W 16 4K 2W 32 4K 2W 64
SK 1W 16 8K 1W 32 8K 1W 64
SK 2W 16 8K 2W 32 8K 2W 64
SK 4W 16 8K 4W 32 8K 4W 64

behavior, known as phases, are very important in the analysis
of program behavior as well as for performing finer-grained
optimizations throughout an application’s execution. For
these reasons, much prior work has focused on determining
the phases of an application. Sherwood et al. [24] design
hardware that detects phase changes at runtime and predicts
the next phase that will occur in an application. The authors’
results show that 80% of application phases can be
determined using less than 500 bytes of on-chip memory and
predictions of phases can be made with an error of less than
15%. Nagpurkar et al. [17] develop a framework for online
phase detection and perform an analysis of different online
phase detectors. Sembrant et al. [22] develop ScarPhase, an
online phase detection library that can make use of hardware
counters to determine the phase of an application at runtime
with less than 2% runtime overhead. In our paper, we use the
idea of phases to provide finer-grained optimizations by
reconfiguring a configurable cache during execution of an
application and analyze the number of cache switches/flushes
that are exhibited by the application.

III. PHASE-BASED CACHE CONFIGURATION PREDICTION

Fig. 1 shows our phase-based cache configuration
prediction system. We note that our methodology is entirely
performed at runtime, except for the feature reduction
(Section III.B), where the kept features are first determined
offline and subsequently those kept features are the only
features that are collected and normalized at runtime. First, if
the profiling of the application has not been done, the
application arrives and is sent to a profiling core to collect
execution statistics for each phase of the application at
runtime. For each new phase of an application, the execution
statistics are collected (Section III.A) and sent to the cache
configuration prediction module, where a trained artificial
neural network (ANN) makes a prediction about the best
cache configuration for the application’s phase based on the
execution statistics (Section III.C). TABLE 1 shows the
cache configurations available in our system, where size and
linesize are given in Bytes. The application ID, phase ID, and
best cache configuration are stored for later occurrences of
the profiled phase. If a profiled phase is executed again. the
best configuration is retrieved from a stored table in memory.

A. Profiling and feature selection

When an application first arrives and has not been
profiled, the application is sent to a dedicated core to collect
the execution statistics for each unique phase. From now on,
execution statistics will be referred to as features to match
the terminology of later sections. While the application is
executing, when a new phase is detected and that phase has
not been profiled, the features for that phase are collected.
Based on prior work [17][22][24]. we assume that these
phases are detected at runtime. The collected features are
then used to make a prediction about the best cache



configuration for the phase, which can then be stored and
retrieved for subsequent executions of the same phase.

TABLE 2 describes the features that are collected during
the runtime profiling of the application. All the features are
collected using sim-profile, which is part of SimpleScalar
[4]. Section III.B describes the process of feature reduction
that was used in order to reduce the described feature set
significantly while retaining only the most useful features for
prediction.

B. Feature reduction and normalization

Feature reduction is a technique for determining what
features from the total feature set should be kept to be given
as input to the neural network. In this paper., the total feature
set is the execution statistics that are collected for each phase
of an application at runtime. For our experiments, feature
reduction is performed offline to determine what features
should be kept. Once those features are determined, only
those features are collected during runtime.

When collecting many features, some of the features may
contain little new information or redundant information. For
example, if the number of load instructions between two
different phases is the same (or differ by a small amount),
then we learn no new information that can help to
differentiate between the phases (i.e., little or no variance). In
addition, some features may contribute redundant
information. For example, the number of conditional
branches and the number of unconditional branches may
differ by a factor of approximately two for all profiled
phases. So, after choosing to keep either the number of
conditional branches or the number of unconditional
branches, there is no need to choose the other feature since
the kept feature provides redundant information (i.e., the
features are correlated).

In this paper, we use a technique called Principal
Component Analysis (PCA) to reduce our total feature set.
PCA is a linear technique that aims at reducing the number
of features present in the total feature set by keeping only
those features with the most information (i.e., high variance).
Features exhibiting low variance (i.e.. little or no new
information) can be safely removed without significantly
affecting the quality of the feature set. We refer the reader to
[15][25] and Section I'V.A for more details about PCA and
how it is applied in our experiments.

Once the features are collected, normalization 1is
performed on the feature set. Many of the features that are
collected have values within different ranges. For example,
the number of instructions for an application may range in
the millions and billions whereas memory address accesses
can range from very few (i.e., tens or hundreds) to very many
(i.e., several hundred thousand). With different scaling for
each feature, some features with very high values may end
up unfairly biasing the machine learning model compared to
low-valued features. To alleviate these issues, normalization
is performed to appropriately scale each feature with respect
to each other feature so that no single feature biases the
machine learning model excessively. The details of how the
normalization is performed is discussed further in Section
IV.A.

C. Neural network model

After the features have been collected and normalized,
the features are then given as input to the machine learning
model. In our experiment, we chose to use the artificial
neural network (ANN) for our machine learning model.

ANNs have many different advantages compared to other
machine learning models. Linear regression models map
inputs to outputs with a linear relation. While useful, the
relationship between best cache configuration, which is
based on the application’s energy consumption, and the input
features cannot be modeled well by linear methods. Decision
trees are also very useful, in terms of simplicity and
interpretation. However, decision trees may bias certain
outcomes unfairly (i.e., greater depth for different cache
configurations). ANNs, on the other hand, can model
nonlinearities, have been proven to exhibit the property of
universal approximation, and can be easily parallelized,
which is a focus of future work.

ANNSs are typically structured with the following layers:
an input layer, one or more hidden layers, and an output
layer. Each layer contains a number of processing elements,
which takes in the input and calculates the output through a
non-linear function. Each layer is also fully-connected (i.e.,
the outputs of all processing elements in a layer are
connected to the inputs of all processing elements in the next
layer). In our experiments, we create two ANNSs to predict
the best cache configurations for the instruction and data
cache for different application phases.

The features collected during profiling are given as inputs
to the ANNs. In our experiments, after varying the number of
layers and the number of processing elements per layer, we
set each network with one hidden layer containing 10
processing elements and an output layer containing 18
processing elements, corresponding to the 18 available cache
configurations. The outputs of the ANNs are given as 1-hot
outputs, where for each given input, exactly one of the
outputs is close to one while the others are =zero,
corresponding to the predicted cache configuration. The
details of the setup and training of the ANNs are given in
Section TV_A.

When considering machine learning models, such as
artificial neural networks, we need to also consider the
impact of the network in terms of area and energy
consumption. We cannot assume that our design has
negligible area and energy overheads, especially for mobile
devices, which have strict design constraints with respect to
both area and energy. Fortunately, much prior work has been
done [9][13][14][20] for porting ANNs to mobile phones and
FPGAs that are very area and energy efficient. We leave the
hardware overhead analysis of our design as future work but
note that machine learning models, such as convolutional
newral networks and deep newral networks, which are
complex compared to our design, have been successfully
ported to mobile devices with acceptable area and energy
overheads [9][13][14][20]. thus demonstrating the feasibility
of using neural networks on mobile devices and other area
and energy-constrained devices.

IV. EXPERIMENTAL RESULTS

A. Setup

All of our experiments are executed on an Intel® Xeon®
E5520 CPU running at 2.25GHz. Fig. 1 shows the block
diagram of our system with the phase-based cache
configuration prediction module. When an application
arrives, the system determines whether the application has
been profiled. If the application has been profiled, the best
configurations have already been predicted and are stored in
the table. Then, for each phase of the application, the best
configuration is retrieved, and the caches are tuned to the



energyftotal] = energy(fill] + energy(dynamic) + energy(CPU_stall) + energy(static)

energy(fill] = cache_misses*(line_size/8)*energyoffchip_occess_perword)

energy i) = fcache_accesses*energy(d) ic_per_access)|/1000000000
energy{CPU_stall) = (miss_cycles*energy({CPU_stall_per_cyde])/1000000000
miss_cycles = cache_misses*penalty

penalty = 40 if line_size = 16

penalty = 60 if line_size = 32

penalty = 90 if line_size = 64

energy(static) = ({{coche_misses*penalty) + cache_occesses)*{15% dy - /1000000000
Fig. 2. Energy model for the L1 instruction and data cache

retrieved configuration. Otherwise, the application phases are
profiled by collecting the execution statistics and sending the
collected execution statistics to the two ANNs to predict the
best instruction and data cache configuration for each phase
of the application. The predicted cache configurations, along
with the application ID and phase ID are stored in the table
for subsequent retrieval when the phase is executed again.

Our configurable cache design is based on the design by
Zhang et al. [27]. The three configurable parameters
available are cache size, associativity, and line size. Way
shutdown is used to tune the cache size and way
concatenation is used to tune the associativity. The physical
line size of the cache is 16B, however the logical line size
can be tuned be fetching different numbers of blocks from
memory into the cache. We also note that other configurable
designs are available, such as the design by Navarro et al.
[18]. However, the design by Navarro et al. focuses on a
configurable associativity only so we focus on the design by
Zhang et al.

In our experiments, we used benchmarks from the
EEMBC AutoBench [7] and MiBench [11] benchmark suites
as our application set. The AutoBench suite contains
benchmarks that are representative of kernels executed on
embedded devices in the automotive, industrial, and Fig.
lgeneral-purpose applications. The MiBench suite also
contains kernels that are representative of workloads on
embedded devices, containing benchmarks from a diverse
range of domains, including automotive, network, and
security domains. We use all the benchmarks from EEMBC
and most of the benchmarks from MiBench. Some of the
MiBench benchmarks could not be cross compiled to run on
the SimpleScalar [4] simulator. The benchmarks that could
not be compiled were the only ones that we omit. In addition,
we run the MiBench benchmarks with both the small and
large inputs to completion to capture varying execution
behavior based on input sizes. These benchmarks constitute a
wide variety of diverse application domains with varying
input sizes to represent an embedded systems workload.

The profiling of the application phases is done using sim-
profile, which is part of the SimpleScalar [4] suite of
simulators, with the -all option. We also modified sim-profile
to collect the data address profile in addition to the text
address profile. SimPoint [23] is used to determine the
phases for the applications. We use SimPoint with a phase
interval length of 100000 instructions to determine the
phases of an application. We note that many different phase
interval lengths can be chosen; however, prior work shows
that the ftrends for different phase interval lengths are
consistent [5]: therefore, we use a length of 100000 to
determine a diverse amount of phases for our benchmark
workload, which execute fewer instructions compared to
other standard benchmark suites targeted for desktop
computing systems.
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We use Principal Component Analysis [15][25] to
determine what execution statistics to collect at runtime.
Specifically, Principal Component Analysis is used offline to
perform the feature reduction of the execution statistics by
keeping 95% of the variance (i.e., information) of the
execution statistics. Once the execution statistics that we will
collect have been determined, only those determined
execution statistics will be collected at runtime. By
performing Principal Component Analysis, we are able to
reduce the feature set to about 100 features as compared to
over 10000 features that we are able to collect from the
profile, thereby achieving at least a 100X reduction in the
execution statistics required to make a prediction about the
best instruction and data cache configurations for application
phases.

The training and inference (i.e.. prediction) of the
artificial neural networks was done using TensorFlow [1].
The two models (one for instruction cache configuration
prediction and one for data cache configuration prediction),
each contain an input layer, one hidden layer containing 10
processing elements with rectified linear unit activation, and
an output layer containing 18 processing elements with
softmax activation. The training set, validation set, and
testing set consisted of 60%, 20%, and 20% of the
application phases, respectively. The machine learning
models were trained using the RMSprop optimizer using
categorical crossentropy as the loss function.

Fig. 2 shows the energy model that we use to calculate
the energy consumed by the instruction and data cache. The
cache statistics (e.g.. cache accesses and cache misses)
required by the model are obtained by running the
application phases using sim-cache, which is part of the
SimpleScalar [4] suite of simulators. The cache specific
values, (e.g.. energy(CPU_stall per cycle),
energy(dynamic_per_access), etc.) were obtained using
CACTI [21] for a 0.18 pm technology node for each cache
configuration. We use the energy model to calculate the
energy consumed by the instruction and data caches for each
application phase for every available instruction and data
cache configuration. The energy degradation for each
application phase is then determined by computing the ratio
of the energy consumption of the application phase using the
predicted cache configuration to the energy consumption of
the application phase using the optimal cache configuration.

B. Results

Fig. 3, Fig. 4, and Fig. 5 display our results. In summary,
our approach incurs less than a 5% energy degradation over
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all the benchmarks when predicting the instruction and data
cache configurations. In addition, our results show that our
prediction methodology can attain an average phase
misprediction of 20% with 20% less cache switches and
cache flushes compared to perfectly predicting the
instruction and data cache configuration for each benchmark.
The figures show our results when our configuration space
includes only a configurable line size (inst.-ls and data-ls)
and a configurable cache size, associativity, and line size
(inst-cs_a Is and data-cs a Is). All the results are
normalized to the case where the instruction and data cache
configurations are the true best configuration for each
benchmark phase. We analyze the results in the next
paragraphs.

Fig. 3 shows the energy consumption of the benchmarks
when the prediction is performed over different cache
configuration spaces. We can see from the results that most
of the benchmarks exhibit less than 1% energy degradation,
which generalizes to larger design spaces with more
configurable parameters and configurable parameter values.
There are some exceptions, such as gsort and search, which
exhibit higher energy degradations due to less predictable
control flow (e.g., quicksort algorithm for gsort) resulting in
higher phase misprediction. However, the benchmarks, gsort
and search, exhibit about a 20% energy degradation which
does not significantly offset the gains from lower exploration
overhead while maintaining acceptable energy consumption.

Fig. 4 shows the phase misclassification percentage of
the benchmarks when the prediction is performed over
different cache configuration spaces. The phase
misclassification is kept very low, with very few exceptions.
However, even for benchmarks with phase misclassification
percentages over 20%, energy degradation stays below 5%
for most benchmarks, supporting the existence of near-best
cache configurations for phases such that energy
consumption stays close to the optimal (i.e., minimum) for
the phases. In addition, our larger configuration spaces show
similar trends, supporting the generalization of our
methodology to design spaces with more configurable
parameters and/or more configurable parameter values.

Fig. 5 shows the cache switches of the benchmarks when
the prediction is performed over different cache
configuration spaces. Cache switches should be kept low to
reduce the impact of cache flushes. From the figure, we can
see that for most of the benchmarks, the number of cache
switches are about equal compared to the case when the
cache configuration is predicted perfectly. In some cases,
misprediction may reduce the number of cache switches
while also keeping the energy performance at an acceptable
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level (i.e. energy degradation of about 5%). When
generalizing to larger design spaces, the figure also supports
the same trends.

However, for some benchmarks (i.e., AIFFTR0! and
patricia), low data reuse causes very high data cache
switching. For these cases, we develop a finite-state machine
to stop cache configuration switching when the configuration
is switching too often. In these cases, we can reduce the
cache switching significantly while maintaining near-optimal
energy performance. In addition, short phase interval lengths
(we use 100000 instructions in this paper) can cause the
cache to switch often. In future work, we plan to expand our
FSM to include more options for reducing the cache
switching frequency and will explore dynamically changing
the phase interval length to reduce cache switching
frequency and to create machine learning models that are
independent of the phase interval length with respect to the
collected features.

V. CoNcLUSIONS AND FUTURE WORK

In this paper, we presented a runtime methodology to
predict a best cache configuration for the instruction and data
caches for each application phase. We analyzed the energy
degradation, phase  misclassification, and  cache
switches/flushes over all of the applications, which showed
that our methodology can achieve an average energy
degradation of less than 5%. a phase misclassification
percentage of 20%, and 20% less cache switches/flushes
compared to a method that can predict the optimal cache
configuration for the instruction and data caches for each
application phase.

Currently, we are working on building our neural
network models on FPGAs to achieve significant speedup
and hardware overhead reduction compared to running the
models in software alongside our applications. For future
work, we plan to explore dynamically changing phase
interval lengths for cache switching reduction, unsupervised
machine learning models for training time reduction, and
methods of determining phase similarity across applications.
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