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Abstract

The optimized quantum f-divergences form a family of distinguishability mea-
sures that includes the quantum relative entropy and the sandwiched Rényi
relative quasi-entropy as special cases. In this paper, we establish physically
meaningful refinements of the data-processing inequality for the optimized
f-divergence. In particular, the refinements state that the absolute difference
between the optimized f-divergence and its channel-processed version is an
upper bound on how well one can recover a quantum state acted upon by a quan-
tum channel, whenever the recovery channel is taken to be a rotated Petz recov-
ery channel. Not only do these results lead to physically meaningful refinements
of the data-processing inequality for the sandwiched Rényi relative entropy, but
they also have implications for perfect reversibility (i.e. quantum sufficiency)
of the optimized f-divergences. Along the way, we improve upon previous
physically meaningful refinements of the data-processing inequality for the
standard f-divergence, as established in recent work of Carlen and Vershynina
[arXiv:1710.02409, arXiv:1710.08080]. Finally, we extend the definition of the
optimized f-divergence, its data-processing inequality, and all of our recover-
ability results to the general von Neumann algebraic setting, so that all of our
results can be employed in physical settings beyond those confined to the most
common finite-dimensional setting of interest in quantum information theory.
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1. Introduction

The quantum relative entropy is a fundamental measure in quantum information theory. It was
first introduced by Umegaki [Ume62] as a noncommutative generalization of the classical rel-
ative entropy (the latter is also called Kullback—Leibler divergence [KL51]). For two quantum
states described by density operators p and o, the relative entropy of p with respect to o is
defined as

D(p||o):=tr(plog p—plog o),

where tr denotes the matrix trace. The relative entropy D(p||o) measures how well the quantum
state p can be distinguished from o in an asymptotic setting of quantum hypothesis testing
[HP91, ONOO]. One of its most important properties is the data-processing inequality [Lin75,
Uhl77]: for all quantum channels ¢ and states p and o, the following inequality holds

D(p[lo) = D(®(p)||®(0)). D

As the quantum relative entropy is a distinguishability measure, the data-processing inequality
asserts that two quantum states cannot become more distinguishable after applying the same
quantum channel to them. The data-processing inequality is a key principle underlying the
widespread applications of quantum relative entropy in quantum information [Ved02, Will7].

The wide interest in relative entropy has sparked researchers to study other entropy-type
measures that also satisfy the data-processing inequality. Important generalizations in classical
information theory are the Rényi relative entropy [Rén61] and the more general notion of f-
divergence [AS66, Csi67, Mor63]. For two probability distributions { p(x)}, and {g(x)}, and
a convex function f, the classical f-divergence [AS66, Csi67, Mor63] is defined as

q(x)
S = ,
=3 mor (55)

and it satisfies the data-processing inequality for classical channels. In [Pet85, Pet86a], Petz
introduced a quantum version of the f-divergence and proved that the quantum f-divergence
satisfies the data-processing inequality whenever the underlying function f is operator convex.
One notable example is the Petz—Rényi relative quasi-entropy [Pet85, Pet86a], which corre-
sponds to f(¢#) =1t for s € (—1,0)U (0, 1), i.e. the power function. From this quantity, the
Petz—Rényi relative entropy can be defined, and it has an operational interpretation in quantum
hypothesis testing [Hay07, Nag06].

In recent years, the sandwiched Rényi relative entropy [MLDS+13, WWY14] was intro-
duced as another quantum generalization of Rényi relative entropy and has found extensive
application in establishing strong converse results for communication tasks [CMW 16, DW18,
GWI15, TWW16, WWY14, WTB17]. It also has a direct operational meaning in quantum
hypothesis testing in terms of the strong converse exponent [MO15]. While Petz’s definition
of quantum f-divergence from [Pet85, Pet86a] is often called the standard f-divergence,
it was not clear how to express the sandwiched Rényi relative entropy in terms of a stan-
dard f-divergence. This problem was solved in [Will8a] with the introduction of a differ-
ent type of quantum f-divergence called the optimized f-divergence. It was also proved
in [Will8a] that the optimized f-divergence satisfies the data-processing inequality for an
operator anti-monotone function f.

Over decades, the data-processing inequality of the quantum relative entropy has been
refined in various ways. Petz proved that the data-processing inequality in (1) is saturated,
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i.e. D(p||o) = D(®(p)||®(0)), if and only if there exists a quantum recovery channel R satis-
fying (R o ®)(p) = p and (R o ®)(0) = o [Pet86b, Pet88]. The latter condition is also called
‘quantum sufficiency’ [Pet86b] because it indicates that the pair (®(p), (o)) is just as good as
the pair (p, o) in a distinguishability experiment. Moreover, there is a canonical choice of the
recovery channel R, now called the Petz recovery map, which is given by

Rs.,(x) = 2 01(®(0) ' 2x®(0) /P02, @)

where @ is the adjoint of ® with respect to the Hilbert—Schmidt inner product.

More recently, much progress has been made on the case of approximate recovery. The
idea is that when the data-processing inequality is nearly saturated, then the states (p, o) can
be approximately recovered from (®(p), (o)) by the action of some quantum channel R. The
first precise quantitative result of approximate recovery was obtained in [FR15] for the special
case of ® being a partial trace and o being a marginal of p (this specialized setting is relevant for
an information measure called conditional mutual information). The result of [FR15] has been
generalized in [JRS+18, SBT17, STH16, Will5]. In particular, it was proved in [JRS+ 18] that
the following inequality holds for a universal recovery map R:

D(p[lo) = D(®(p)||®(0)) — log F(p, (Ro ®)(p)), 3)

while the equality (R o ®)(0) = ¢ holds also. In (3) above, F' denotes the Uhlmann fidelity
[Uhl76] (defined later in (8)) and the recovery map R is explicitly given as follows:

&:/@ﬂw@, Ry, (x) =0 "R ,(®(0)"xP(0) "o , )
R

where Ry, is the original Petz map in (2), Riﬁﬂ(x) is called a rotated Petz map [Will5], and R
is the expectation of R, with respect to the following probability density function:

wm:%mmwmurw.

The recovery map R in (4) is said to be ‘universal’ because it does not depend on the p state;
this property is useful in a variety of physical applications such as quantum error correction
[JRS+18]. Note that a slightly stronger inequality than the one in (3) is available in [JRS+18].

Most recently, the main result of [JRS+18] has been extended to the von Neumann alge-
braic setting [FHSW20], and references [CV 18, Ver19] established an approximate recovery
estimate for the original Petz map. The method of [CV 18, Ver19] is based on the integral rep-
resentation of operator convex functions and further applies to the case of approximate recov-
erability for standard f-divergences, as well as to the case of Petz—Rényi relative entropies. A
similar method has been employed to understand refinements of the data-processing inequality
for the maximal f-divergences [BC20].

2. Summary of results

In this paper, we study approximate recoverability for optimized f-divergences and contribute
the following findings:

(a) We prove that the difference of optimized f-divergences before and after the action of a
quantum channel is an upper bound on the recoverability error for rotated Petz recovery
maps (see lemma 4.19). Since the sandwiched Rényi relative quasi-entropy is a special
kind of optimized f-divergence [Will8a], our result gives the first quantitative estimate for
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approximate recoverability with respect to the sandwiched Rényi relative (quasi-)entropies
(see theorem 4.20 and corollary 4.21). The method that we employ here is inspired by
[CV18, CV20a, Verl9].

(b) As a corollary, we find the following reversibility result: if the optimized f-divergence is
preserved under the action of a quantum channel, then every rotated Petz map is a perfect
recovery map (see corollary 4.23). This extends previous reversibility results found for the
sandwiched Rényi relative entropy [HM17, Jen17a] (see also [CV20b, LRD17, Zha20]
for related conditions regarding the saturation of the data-processing inequality for the
sandwiched Rényi relative entropy).

(c) We also improve the results of [CV18, CV20a] for the quantum and Petz—Rényi relative
entropies and further generalize these prior results to rotated Petz maps (see theorems
4.5 and 4.7, corollary 4.9, theorems 4.13 and 4.15, and corollary 4.16). One advantage of
these new bounds over the previous ones from [CV 18, CV20a] is that the remainder term
involves the Petz—Rényi relative entropy of order two, rather than the operator norm of
the relative modular operator. As such, these bounds are non-trivial for the important class
of bosonic Gaussian states [Ser17], whereas the previous bounds from [CV18, CV20a] do
not apply for this class of states.

(d) Motivated by the recent works on quantum f-divergences in general von Neumann
algebras [Hial8, Hial9], we extend the definition of optimized f-divergence, its data-
processing inequality, and our recoverability results to the general context of von Neumann
algebras (see definition 5.1, theorems 5.10 and 5.15, and corollary 5.16). Our results also
provide a new way for understanding the sandwiched Rényi relative entropy in the von
Neumann algebraic setting. Note that the sandwiched Rényi relative entropy was previ-
ously defined and analyzed in the von Neumann algebraic setting [BST18, Jen17b, Jen18].
Later on, it was analyzed under a different approach [GYZ19] and studied in the context
of conformal field theory [Las19].

The rest of our paper is organized as follows. Section 3 reviews the basic definitions of
operator monotone and operator convex functions, quantum (optimized) f-divergences, and
(rotated) Petz recovery maps. In section 4, we discuss our main recoverability results in the
finite-dimensional setting, while focusing on quantum channels that act as restrictions to a
subalgebra. This is the core case, and the argument here avoids technicalities that occur in
infinite dimensions. We prove that the recoverability error for a rotated Petz recovery map can
be bounded from above by a difference of (optimized) f-divergences. Section 5 is devoted to
the optimized f-divergence in general von Neumann algebras. We prove the data-processing
inequality and extend our recoverability results to a general quantum channel in this setting.

3. Preliminaries

3.1. Operator convex functions and operator monotone functions

We briefly review the integral representation of operator monotone and operator convex
functions. We refer to [Bhal3] for more information on this topic.

Let B(H) denote the set of bounded operators acting on a Hilbert space H. An operator
A € B(H) is positive if (v|A |v) > 0 for all |v) € H. Let B(H)" denote the set of positive
operators. A function f : (0, 00) — R is operator monotone if the following inequality holds
for all invertible positive operators A, B € B(H ) satisfying A < B:

fA) < f(B).
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We say that f is operator convex if the following inequality holds for all invertible positive
operators A, B and A € [0, 1]:

JOA+ (A =NB) < Af(A)+ - Nf(B).

We say that f is operator anti-monotone (resp. concave) if —f is operator monotone (resp.
convex). It is known that f : (0, 00) — R is operator concave if it is operator monotone. A
function f : (0, 00) — R is operator convex if and only if for all invertible positive operators
A € B(H)™ and Hilbert-space isometries V : K — H, the following inequality holds

VAV = f(VFAV) .

This inequality is known as the operator Jensen inequality and also extends to positive A (see
[Pet85, appendix], as well as [HPO3]).

By the Lowner theorem (cf [Bhal3, p 144]), an operator monotone function f : (0, c0) — R
admits the following integral representation:

o A 1
f)=a +bt+/0 <>\2—+1 — )\—M> dv(N), (5)

where a € R, b > 0, and v is a positive measure on [0, co) such that f(‘foﬁdv(k) < Q.

Example 3.1. Below we list several important examples of functions f : (0, c0) — R that
are either operator monotone or operator anti-monotone.

(@) f(£) = (\+1)~! is operator anti-monotone and operator convex for A > 0. This corre-
sponds to @ = b = 0 and 4 being the point measure at .

(b) Let 0 < r < 1. The power function ¢ — ¢" is operator monotone and operator concave by
the following integral representation:

sin(rm) [ /(1 1
= —— —— ) AdX,
T /0 ()\ )\—|—t>

where d\ is the Lebesgue measure on R. On the other hand, f — ¢~" is operator anti-
monotone because it is a composition of ¢ ++ t~! and ¢ — ¢", with the former being oper-
ator anti-monotone and the latter operator monotone. It is thus also operator convex. The
integral representation of " is

— sin(r7) /OO)\_,. 1 e
T 0 )\ + t

(c) The logarithm function f(f) = logt is operator monotone and operator concave. These
statements are a consequence of the following integral representation of log ¢:

x A
logr=—| [— 2 )ax.
o8 /0 <A+t )\2+1>

Following [Ver19], we say that an operator monotone or operator anti-monotone function
f is regular if the measure v()\) in its integral representation is absolutely continuous with
respect to the Lebesgue measure d and for all 0 < a < b < o0, there is a constant C,, such
that d\ < C,,dv(\) on (a, b). All examples (b), (c), and (d) given above are regular operator
monotone (or anti-monotone) functions.
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3.2. Standard and optimized f-divergences

Let M be a finite-dimensional von Neumann algebra equipped with a faithful trace 7. For
the standard quantum information setup, one can take M = B(H) for a finite-dimensional
Hilbert space H and tr the matrix trace. For p € [1, c0), the L,-norm for a € M is defined
as [al| = 7(|a|?)!/?. We use the same notation and definition for p € (0, 1), when all, is a
quasi-norm. We identify L; (M) = M., and L.,(M) = M. A state p is given by a density oper-
ator p € Lj(M) with p > 0 and 7(p) = 1. We denote the state space of M by D(M):={p €
Li(M)|p = 0,7(p) = 1} and the set of invertible density operators by D (M). The L,-space
L,(M) is a Hilbert space with the following trace inner product:

(x,y) =7(x"y) .

Let |x) denote the vector in the GNS space L,(M) corresponding to the element x. The vec-
tor |1) corresponding to the identity operator is an analog of the (unnormalized) maximally
entangled state. The GNS representation 7 : M — B(L,(M)) is given by

m(a) |x) = |ax) .

We often omit 7 and write a |x) :=7(a) |x). A state p admits a vector representation by |p'/?)
(also called a purification) that satisfies

p(x) = T(px) = <pl/2’ x ’p'/2> :

For simplicity of notation, we sometimes write |p) = |p'/?). Let p and o be two states. Let
s(p) and s(o) denote the support projections onto the supports of p and o, respectively, and let
p~! denote the inverse of p on its support. The relative modular operator is defined as

Ao, p) |x) = |oxp™")

which for faithful p and o is always a positive and invertible operator on L,(M).
Let f : (0, 00) — R be an operator anti-monotone function. Given two states p and o with
s(p) < s(o), the standard f-divergence is defined as [Pet85, Pet86a] (see also [HMPB11])

Qr(pllo) = (p| f(A(a,p)) |p) ,

where f(A(o, p)) makes use of the functional calculus, as applied to A(o, p). The optimized
f-divergence is defined as [Will8a]

Os(pllo):=sup (p| f(A(a,w))|p). (6)

weD (M)

We review some important examples of relative entropies defined through standard or
optimized f-divergences.

(a) Umegaki relative entropy [Ume62]:

D(p|lo):= — (p| log A(a,p)|p) = T(p log p— p log 0) = Q10 (p| ).
@)
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(b) Petz—Rényi relative entropy [Pet85, Pet86a]:

D, (pllo) =

1
log 7(p*c'™%)
a—1

1
= log (p| A(a,p)' " |p) = log Q,1-a(pllo) .

a—1 a—1
This quantity is defined for a € (0, 1) U (1, 00). A special case of interest for some of the
remainder terms in the entropy inequalities in section 4 occurs when o« =2 or a« = —1,
for which Q —1(p||o) = T(p*0 ") or Q 2(p||o) = T(p~'0?), respectively.
(¢) Sandwiched Rényi relative entropy [MLDS+13, WWY 14]: for o > 1,

(&% @

= 10gQ 14 (p||0),
«a a—1 X o

l—a l—a

D.(p|lo):= log Haﬁpaf

a—1
where the last equality was identified in [Will8a]. Also, for 0 < o < 1

«

Dalpllor = = 1og(=0 1.4 (pl0))

a—1

The sandwiched Rényi relative entropy is defined for « € (0, 1) U (1, 00).
(d) Holevo fidelity [Hol72]:

2
Fu(p,0)=1(p"*c'?)? == <p1/2‘ A(o,p)l/z‘p”2> = Q.x(pllo) .

Observe that D) ;»(p||0) = —log Fu(p, o).
(e) Uhlmann fidelity [Uhl76]:

F(p,0) = 1(| /o) = Hp1/20p1/2H

1/2

—  inf 26012071 = O, 2 8
well)r(lM+)T(p opFwh) = Ox(pllo) (®)

Observe that 51/2(p\|a) = —log F(p, o).

3.3. Petz map and rotated Petz map

One of the key properties of a quantum divergence is its monotonicity under quantum chan-
nels, which is also called the data-processing inequality. Recall that a quantum channel
O Li(M;)— Li(M,) is a completely positive, trace-preserving (CPTP) map. The data-
processing inequality is as follows [Pet85]:

Qs(pllo) = Q(P(p)[|®(0)) , €))

holding for all quantum channels ® and states p,o. It was proved (see [Pet86a, Pet88]
and [Hia2l, theorem 6.19] for the general case) that for a regular operator convex func-
tion f, the equality Q,(p||o) = Q(P(p)||®(0)) holds if and only if Re ,(P(0)) = o, where
Ro i Li(My) — Li(M,) is the Petz recovery map, defined as

R ,(x):=p'*®1(@(p) ' *x®(p) ' /?)p'/ .

7
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The data-processing inequality for the optimized f-divergence in the finite-dimensional
setting, i.e.

05(pllo) = Qp(D(p)]|P(0))

was proved in [Will8a].

Throughout this paper, we mostly discuss recoverability results for the special case when
® is the restriction to a subalgebra, as was done in [Pet86a]. For example, a partial-trace map
id® tr : B(Hy ® Hp) — B(H},) is a restriction from a tensor-product system AB to the subsys-
tem A. By the Stinespring dilation theorem [Sti55], this is the core step in the data-processing
inequality. Indeed, recoverability results for general quantum channels (CPTP maps) follow
from the subalgebra case.

Let ' C M be a subalgebra, and let E : M — A be the unital, trace-preserving conditional
expectation, defined through

T(xy) = T(xE(y)), V xeN,ye M.

For 1 < p < oo, the space Lp(J\f ) is a subspace of L,(M), and the conditional expectation
E: L,(M) — Ly(N)extends to a projection. The quantum channel corresponding to restriction
to a subalgebra is then given by E : L; (M) — L;(N\). For an invertible density operator p €
Li(M), we write py = E(p) for the reduced density operator of p on N. The p-preserving
conditional expectation E, : M — N is a unital, completely positive (UCP) map:

1

_1 1 1 _1
E,(x)=p\E (p2 xp2) PAF -
The Petz recovery map R, : Li(N) — Li(M) is the adjoint of E, and is a completely positive
trace-preserving (CPTP) map:

| B O |
R,(x) = p? (PNZXPM) pr. (10)

Let us also define the rotated Petz map R;, [Will5] and the universal Petz map Rjj [JRS+18] as
follows:

P U = N i
R,(x)=p PrS XPy p2? , VteR, (1D
RY(x) = / R2(x) dB(), (12)
R

where d3 (1) .= g(cosh(m) + 1)~ !dt is a probability measure on R. Both Rj} and RZ are CPTP
—it

maps satisfying R;)(pj\/) = R}(px’) = p because p" € M (resp. p v € N)is a unitary operator
and commutes with p (resp. px).

4. Recoverability for f-divergences via rotated Petz maps

4.1. Recoverability via a rotated Petz map R,

In this section, we discuss recoverability for the f-divergence in the finite-dimensional setting.
We start with an improvement of the argument in [CV20a].

8
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Let M be a finite-dimensional von Neumann algebra, and let N C M be a subalgebra.
Let p,o € D (M) be two faithful states for M, and let py, o be their restrictions on N,
respectively. We use the following shorthand notation for the relative modular operators:

Am = Ao, p) € BLo(M)) Ay = Alow, pn) € BLo(N)).

Let f:(0,00) = R be an operator anti-monotone function with the following integral

representation:
s =a+oxs [T (- ) o (13)
= e — v
SO Y A 5 NI | :

where dv()\) is the corresponding measure on R. For A > 0, let
O\(pllo) = ("X + Ao, p))[p'7?) (14)

denote the standard f-divergence for f(x) = (A + x)~'. It follows from the integral represen-
tation that

Qy(pllo) = Qlpxllon) =/o [0:(pllo) — Oa(pwllown)] dv(N) . 15)

By the data-processing inequality and inspection of (14), the following function

F) = 0x(pllo) — Qx(pxllon) . A €10,00)

is a continuous non-negative function of all faithful states p and o.
‘We now recall [CV20a, lemma 2.1]:

Lemma 4.1 (Lemma 2.1 of [CV20a]). Let U: K — H be a Hilbert-space isometry, and
let A be an invertible positive operator on H. Then for all h € K, the following identity holds

(AU AT U|h) — (h|(U*AU)""|h) = (v]A]v) >0,
where |v) :=A~'U|h) — U(U*AU)"|h).

Define the isometry V, : Ly(N) — Ly(M) as

V,lx) =

_1
xpsz%> , YxeN.

The adjoint is V}(x) = E(xp/ z)prl/ 2. Since VAV, = Ay (we require the assumption of
faithfulness of p here) and by lemma 4.1 above, we find that

FO) = 0x(p]|0) — Qx(oxflow) (16)
= (021w + D102 = (AN + N o) a7
= (PN IViBaM N V) = (Vi + V) ) (18)
= (wr|(Anp + M|wy) (19)
2
= [|Altwn) [ + At 13, (20)

9
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where

wy) == (Apg + A" ‘p1/2> —Vy(Ay + N

1
Pﬁf> (21)
is a vector in Lr(M).

Lemma4.2. Lerr € R and set

fwi) =A% |0/ ) - VAL ) = ‘U%+"’p”"> ozt pNé"p%>
(22)
Then the following equality holds
o) = _COS};T(M) (/OOO)\%M [ws) d)\> 23)
and the following inequality holds
|o = Ri()]], < 2[[[w)]l,- (24)

Proof. Recall the operator integral from [Kom66], which states that the following integral
formula holds for the imaginary power of a positive operator A:

A%-&-it _ sin (ﬂ— (% +it))/oo)\%+it (l 1 >d)\
0

T A A+A

_cosh(mt) [ 1, (1 1
oo /0 A A A+A A

o)
(e (12 e

_ V,]/OOCAI/”” (% - AN1+ )\) p/lv/2> d>\>
(el b))

_ _ cosh(mr) ( / A ) d/\> |

™ 0

Then

L L
) = A5 |o2) = v, A

This establishes (23).
We now prove (24). Note that (02 +)*¢ 2+ = ¢, and

Lo Lo 0 0N Y a1
(UK/+IIPN2 ltp7+,,> (UK[thtle/z ”p7+lt>

—Lir

R —d—it Ly o
=p2 o onpyt PPN =R,(0),

10
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where R;,(a) is defined in (11). Recall the following inequality from [CV20a, lemma 2.2]:
[["x = ¥yl < 2llx =y, (25)

which holds for x and y satisfying || x|, = ||y||, = 1. Then (24) follows because

i 1/2+it —1/2—it Ly
HU_R;(U)Hl < 2H01/2+:t_aj\; ztpN/ np2+zt

2

o 1/24it —i 1/2+4it —1/2—it L
_2H0/+ttp lt_o_N Jy: p?

=2l -
For a regular operator anti-monotone function f, we have the following estimate of |||w;)||,:

Lemmad.3. Letf :(0,00) = R bearegular operator anti-monotone function, and let dv be
the measure in its integral representation. Suppose Q »(p|lo) = <pl/2| Ai,l |p1/2> < o0. Sup-
pose for some S and T, satisfying 0 < § < T < o0, that there exists c(S,T) > 0 such that on
the interval (S, T),

dA < (S, T)dv ().

Then, for |w,) as defined in (22), the following inequality holds

48'2 4 [e(8, T)(T = )1'2 (Q(pllo)

gl < <22 (

= 01pwllow)) " + 47720000 ).

Proof. To estimate the norm of |w,), we break |w;,) into three separate terms after applying
(23):

~fw) = cosh(7r?) (/Oc)\l/2+it w)) d)\>

™ 0
cosh(rt) § . s . o0 .
_ USTRRY (/ )\1/2+lt|,w/\> d>\+/ )\1/2+lt|,w/\> d)\+/ )\1/2+lt|,w/\> d)\)
™ 0 T T

_cosh(rrr)

d+ 11+ 1),

where |w)) is defined in (21). For the first term /, we define the function

h’(x)-—/SA%+"’ RN PN
s o 0 )\ )\+x '

Thus

S
/ NS ) dh = VoA o)) — a0 [012)
0
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For x > 0,

Ihf()</5 b (L1 dA</SA% RN, Y
SIS ) X Atx S X Atx

= 2x!/? arctan<§> = hg(x).

VX

Note that hj is the function hf with # = 0. So we conclude that

(A ) ‘01/2>H§ = <p”2

S
< <p1/2‘4AM arctan’ <L> ‘pl/2>

WD) BB |1 )

VAu

> NG
_ 2
_/o 45 arctan <\/E> dp(s)
o0 S
< / 4s (—) du(s) < 48S.
0 N

Here dy(s) is the probability measure dyu(s) = d (p'/?| Eog(Am) [p'/?) from the spectral
decomposition, and the second inequality uses the fact that arctan(x) < x for x > 0. Similarly,

2 S
vahts(AN) ‘p}é2>H2 < <p}\42‘ 4A arctan’ (%) p1/2> <4S8.

Thus we have

I < [sann [ 2) |+ ||vonsan o7 )|, < 2812 + 2572 = 45t
(26)
For the second term, consider that
T N
|H||2=H / AVZFE ) dA 27)
S 2
T
< [ AP ) e 8)
S
T 1/2 T 1/2
< ( / m> ( / >\||wA>|§d>\> 29)
S S
T 1/2
<(T—S)1/2< / F()\)d>\> (30)
S
T 1/2
g(T—S)W(c(S, T) / F(\) dy(A)) (31)
S

< [e(S, TX(T = $)(Q,(pll0) — Os(pnllown)] 2. (32)

12
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The first inequality follows from the triangle inequality, the second from Cauchy—Schwarz,
the third from (20), the fourth from the assumption of a regular operator anti-monotone function
f, and the fifth from (15).

For the third term, consider that

IH:/ AV ) dA
T

o0 At 1 o0 (1 1
B BN V2 ‘ 12\ 4\ V/ A2 (2 V2N g
/T ()\ >\+AM> PR+, g XNt Ay o)

Let us consider the integral

* e (1 1 o [ 12 (] !
12+t [ = — 1/2+it 12+t [ =
/T A (A )\+x)d>\ * /1 A <>\ A+1)d)\'

Note that the function A —s A1/2+i (§ _ %H) is bounded and integrable on (0, 00). We define
the following continuous function:

X (11
Po)= [ AV - dA.
8rx) /T AT At

Then
/00)\1/24-1'; l_; d)\:gt(AM) .
r A A+ Ay T
For x > 0,
*© 1 1 ?
lgh(0)]? < x(/z A2 (X — A—+1> d)\> =dx arctan2<%> . (33)
Therefore

* e (1 1 :
P d)\‘ 1/2
/T ()\ )\-l-AM) P >

2

< o s (Y5 ) < 3 (7],

= <p1/2‘ g (A ‘p1/2>

p1/2>

4
- TQXZ(pHG)’

where we used (33) and the bound arctan(x) < x, holding for x > 0. Similarly,

> (1 1 S
% A2t (2 1/2 a| < _< 1/2‘A2 ‘ 1/2>
H ”/T A A+ Ay pN> A e

4 4
= TQXZ(pN”UN) g ?sz(p”U)

The final inequality follows from the data-processing inequality for the Petz—Rényi relative
quasi-entropy Q,2. So we conclude from the analysis above and the triangle inequality that

[TI1]], < 4T 1202 (pl|0) 2. (34)

13
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Putting the estimates from (26), (32) and (34) together, we find that

lewn) ]}, < <20

(Il + [l + oo )

X

< SO (45172 4 o5, )T~ 920, pll0) ~ Osprlown

+ 47120 a(pl)'?)

This completes the proof. U

A direct consequence of lemmas 4.2 and 4.3 is the following general bound on the
recoverability error in terms of a standard f-divergence:

Corollary 4.4. Considering the same hypotheses of lemma 4.3, the following inequality
holds

2 cosh(mxr)
7r

o = Ri(on)]], < (451/2 + [e(S, T)(T = $)1'* (Qs(pll0)

= 0pwllow) " + 4T 20,00

For a particular choice of f, the estimate from corollary 4.4 simplifies, depending on the
measure v. In the next section, we consider some important examples.

4.1.1. Recoverability for quantum relative entropy. We begin with the quantum relative entropy
D(pl|o), as defined in (7).

Theorem 4.5. Let M be a finite-dimensional von Neumann algebra, and let N' C M be a
subalgebra. Then for all faithful states p and o, the following inequalities hold

4
Dpllor) = Dipllon) > () Qalello 'l = Ro(onllf, (35)
4
m — t
D(pllo) — D(px|lon) = (8(:0sh(7rt)> 0.(pllo) 1HU - R/;(UN) T’ (36)
1
Dipllo) = Dlpwllow) = 5z¢ Qalpllo) ™ |lo - RYap)|}- 37)

Here Q.2 (pllo) = (p'/?| Ao, p)*[p'/?) = 7(p~ "' o).

Proof. Consider from (7) that f(x) = —logx, for which we have the following integral
representation:

/] A
—1 = — ——— | dX\,
o8 /0 (Hx 1+A2>

where d ) is the Lebesgue measure. Thus ¢(S,7) = 1 for0 < S < T < 00. Choose § = 0 and

T =4Q,(p]|0)"/2(D(p|0) — D(pnlloa) /.

14
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Applying corollary 4.4, we obtain the following:

lo =R (o], <

8 cosh(t)
N i

2 cosh(rt) _
—= 2 [12Dpllo) = Depacllon)!? + 4T Q2 (p]0)' 2

(D(pl|o) — D(pylloa D0, (pl|o) 4. (38)

Equation (36) follows from rewriting (38), and (37) follows from integrating (38) with
respect to the measure d3(r) = 5 (cosh(rr) + 1)~'ds, from convexity of the trace norm, the

fact that fR%dI = 1, and by the integral expression R = [, R; df(7). Equation (35) is

a special case of (36) atr = 0. O

Remark 4.6. As mentioned in section 2, an advantage of the bounds in theorem 4.5 over
previous bounds from [CV 18, CV20a] is that the remainder term features the quantity Q 2(p||o)
rather than the operator norm of the relative modular operator. As such, these bounds are non-
trivial for the important class of bosonic Gaussian states [Ser17], whereas the previous bounds
from [CV 18, CV20a] are trivial for this class of states. Moreover, explicit formulas are available
for evaluating the Petz— and sandwiched-Rényi relative entropies of bosonic Gaussian states
(see [SLW 18] and references therein). This remark applies not only to theorem 4.5, but also to
theorem 4.7, corollary 4.9, theorems 4.13 and 4.15, and corollary 4.16.

4.1.2. Recoverability for Petz—-Rényi relative (quasi-)entropy. For « € (0,1)U(1,2), the
Petz—Rényi relative entropy is given by

1
a—1

Da(pllo) = log (pa' ™) =

a—1 log Q,1-a(pllo) . (39)

In some of the statements that follow, we also adopt a different parameterization by setting
s=1—a€e(-1,00U(0,1), (40)
so that
1 l—s _s 1
Da(pllo) = Di-s(pllo) = == log 7(p*0") = —— log Qu(pllo) , 41

and we also adopt the abbreviation

Os(pllo) = Qus(pl|o) = 7(p' *c). (42)

We begin by focusing on the Petz—Rényi relative quasi-entropy in theorem 4.7, and then we
extend the result to the Petz—Rényi relative entropy in corollary 4.9.

Theorem 4.7. Let M be a finite-dimensional von Neumann algebra, and let N' C M be
a subalgebra. Then for all faithful states p and o, the following inequalities hold for the
Petz—Rényi relative quasi-entropy Q,(p||o) = T(p'~*0*) for s € (—1,0)U (0, 1):

442]s|
0.0ll) - Oulonllon)] > KGs, sz<p|a>>( o — R,,wmnl) L@

T
4+ 2|s|

15
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0s(pllo) = Qs(pxlloa)| = K(s, Q.2(pllo))

7T , 44-2]s]
- (m”a —Rp<UN>H1) , (44)

442]s|
Qs(PHU)—Qs(PN“UN)>K(S,Qx2(P|U))< RZ(UN)H1> . (45)

#H _
2+sp!?

where Q 2(p|lo) = 7(p~'0?) and

. 2 ‘SH’l
sm(“l)( (Is| + 1) ) for —1<s<0

K Qtplon=1 T 160.(s1

mQu(pllo) 167+

(46)

for0<s <1

Proof. For 0 < s < 1, the function f(x) = x* is operator monotone and operator concave.
An integral representation for it is

s sin(ms) [ /1 1
R /0>\<>\ >\+x>d)\

So for 0 < § < T <0, the constant ¢(S,T) < 7S - Then by applying corollary 4.4, we
find that

. 2 cosh(mt) 12 ™ 1z —s/2 1/2
lo = Rion)]|, <« =2 (48" 4 (—— ) 52T - Y 0,(pllo)
s sin(7rs)

— O(pxlloa)|* + 4T1/2Q_x2<p|o)1/2> .

Define the following constants:

1

T 2

a=4, b=~ 10s(pllo) — Os(pnllon)|' 2, ¢ =40,0(p]0)' /2.
sin(7s)

We then have

2 cosh(mr) (
7r

lo = Ri(ow)]), < aS'? + bS~/XT — §)* +cT—‘/2)

2 cosh
< 2 cosh(m) (asl/2 +bS AT — §)F + (T — S)—%) .

™

Minimizing the following function over 0 < § < T < oo:

F(S,T) = aS"/? + bS™/X(T — §) + (T — §)°2,

16
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2 s

we obtain the following inequality at the choices S = (CZ—;Z) T andT - S = (C:i) N (£):

2 cosh(mt)
Vs

o = Ri(ow)]|, < (s + 2)(@’s™* be)t?

2 cosh(rt)
= 10s(pl|o)

(s+2) (16‘+1s_2‘
sin(7s)

2s+4
- QS(PN||0N)|Q.X2(P||0)> : (47)

For —1 < s < 0, the function f(x) = x’ is operator anti-monotone and operator convex. An
integral representation of x* for s € (—1,0) is

N sm(7r\s|)/°° A
X =

)\+x

Then we can choose S = 0 and the constant ¢(0, T") < 7!, By corollary 4.4, we find that

sm(ﬂ'M)

; 2 cosh(rt) s 1/2
lo = Ri(on)], < m ((Sln(7T|S)T ) ' (Qu(pllo)

— Oupnlloa) ' + 4T1/2Qx2(P|U)1/2> :

Define the following constants:

b= (Q (pllo) = Oslpx o)), e =4Q.a(pll0)' /.
sm( |s])
We want to minimize the following function over 0 < 7' < o0:

G(T) = bT™5" + T2

2

Choosing T = (m) "2 e find that

NES
zcu 2bm+z

2 cosh(m)

|o = Ri(on)]], < (Is| +2)(|s] + 1) ¥

_ Mm F2(s 4+ 175

\H—

X ((m) Qs(pllo) — Qs(PNHUN))) ( 2(PH‘7) .
(48)

Putting together the conclusions in (47) and (48), we arrive at (44). Equation (43) is a special
case of (44). The proof of (45) is similar to the proof in theorem 4.5. U

17
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Note that the estimate above fails for s = —1 because the measure in the integral represen-
tation of x~! is a point mass at A = 0.

Example 4.8. For s = 1/2, we have the Holevo fidelity

Fu(p, o) = Qan(pllo)’ = 7(p'?a'/?)* .
Then
1 ™ 5
\/m_ \/E(p, O') > m(g”a _R/)(GN)||1) )

The inequality in (49) can be compared with the main result of [Will8b]. The prefactor
[Q.2(p||o)] ! is an improvement, but the fifth power on the trace distance is not.

(49)

The estimate in theorem 4.7 leads to a strengthened data-processing inequality for the
Petz—Rényi relative entropy, as defined in (39), by following the same argument used to arrive
at [CV18, theorem 6.1], along with an additional argument:

Corollary 4.9. Let M be a finite-dimensional von Neumann algebra, and let N' C M be a
subalgebra. Let p and o be two faithful states. For o € (0,1) and t € R,

Da(pllo) = Dalpyllon) = log(1 +K(1 = a,Q.2(p|0))

1 —«

™ 2(3—a)
L | DU >
) (2(3—a)cosh m”a Rr’(‘W)Hl) ) ,

and fora € (1,2)and t € R,

(1 | K0 —0,0:0]0)

1
Da( 0) - D(y( N GN) = — lo
ol ol o 0 (P!

1

s . 2(a+1)
- <z<a+1>coshm||°' —Rp<fw>||1> :

where Q 2(pl|lo) = 7(p~'0?), Q,-1(p||0)) = T(p*0 "), and the constant K(1 — a, Q.2(pl|o))
is given by (46).

Proof. For0 < o < 1, we find that

1 11—«
D(plle) = Dulpyllon) =+ tog & -1 f;”g’ :
Q- (pnllon) — Qxla(P|0)>
— g1
—a °g< + 0.1 (pllo)
1 K(l —Q, QXZ(pHO-))
z— log (1 + L)

18
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™ 2(3—)
1
5 (m“a —Rp<fw>|\1) ) ,

log (1 +K(1 = a,Q2(pl|0)

™ 2(3—a)
r
- (m—mm”” —Rp<w>||1) ) .

The first inequality follows from (44), and the second follows because Q1o (p||o) < 1 for
a € (0,1).
For a € (1,2), consider that

>
“1-a

Q_,lea(p”U)
Qxl’“ (pN”UN)
Q.-a(pllo) — Q.xla(p/vllfw)>
= log(1
a1 °g< " Qe (pxllon)

|4 KU =a.0a(p]))
Q.- (pxllon)

1
Da(pHo—) - Da(pNHO—N) - a—1 10g

WV

1
L
[t

™

2(a+1)
!
e e

K(1 — o, Q.(pl|0)
1 1
© ( Tl

WV

a—1

s . 2(a+1)
(sl Beol) )

The first inequality follows from (44), and the second follows because Q,i-«(py|lon) <
Q.1-a(pllo) < Q.-1(p|lo)*~", the latter following from data processing and the fact that the
Petz—Rényi relative entropies are monotone non-decreasing with respect to . |

4.2. Recoverability via another rotated Petz map R,

We now modify the argument from the previous section to obtain a recoverability statement
involving the other rotated Petz map R’ . This time we use the following integral representation,
holding forr € R:

. 1 . 00
b sin(r (=3 i) / AEO 4 0l (50)
™ 0
_ cosh(m)/ )\*%*”()\—kx)*ld)\ . (51)
T 0
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Lemma4.10. Lert € R and

it

1. I
lvg) = ‘pl/2> — A}V:HV,,ANZ

1/2
)=

i —*—ll tt+ —i
2+ ! N P 2 P t> .
Then the following equality holds

cosh(rt)

%—&-it o0 i
vy = - A% / A2 w,y) dA, (52)
0

where |w)) is defined in (21), and the following inequality holds

o =R (o], < 2ll[v)l,- (53)

Proof. Using the integral representation in (51) for A and Ay, we find that

1 1
AM lt"l)t> :AMZ it

p1/2> 1% ANf —it

o) (54)

cosh(7rt) (/ )\_"”(AM A ld/\’pl/2>

-, (/OOA%"’(AN +N7! d>\> ’pﬂ@) (55)
0

hero) (%1
_ cosh(r) / A2 ) dA, (56)
™ 0

where |w,) is defined in (21). Applying A}é”" leads to (52):

. _1;
Axlz-m (AM2 ' 1/2>>
1/2
PN >

1, —t 1oy .
i y—it it g

p1/2> A 2 —it

) - abivag

“b)-

The inequality in (53) follows from (25) and the following identity:

*
Lo —d—ir Ty Ly —S—i Yyir Lo —d—ir ~Air 1
o_2+tto_N2 pjz\/ ) it 02+110N2 p/%[ p it :UZJF”U/\[Z pNo_Nz o2 it

=R, "(pn),
where R_'(py) is defined through (11). O

We have the following estimate of |||v;)|],:

Lemma 4.11. Let f: (0, 00) — R be a regular operator anti-monotone function, and let dv
be the measure in its integral representation. Let Q-1 (p||o) = <p1/2| A/_\,{ |p1/2> = 7(p*c V).
Suppose for 0 < § < T < oo that there exists c¢(S, T) > 0 such that on the interval (S, T)

A < oS, T)dv().

20
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Then

lonl, < ST

(4(Qx,1 (o]l + [e(S, T) In(T/$)] />

X (Qf(pHU) - Qf(p/\fHO'/\/))l/2 + 4T71/2) .
Proof. By applying (52), consider that

cosh(rt)

A%f/ AT wy) dA
0

lfonll, =

h S .
< cosh(m) (HA;QZ/ AE ) d
a0 0

)
cosh(rtr)
=t ([l + (I}l + [|TIT]},).

2

T
+ HAl/f/ A2 wy) dA
N

2 2

+ HAl/f/ A2 ) dA
T

For the terms above, we show the following estimates:

1 S )
I, = ||al, ( / A ) dA)
0
1 T 1.
i, = Ak ([t 02)
S
1 0 .
), = |ad, ( [ty dA)
T

For the first term, we define the following function:

< A4S0, 1 (p]|lo)]'V2,
2

T 1/2
< (6‘(5, T)1n<S> Qy(pllo) — Qf(PN”UN))> ,

2

<4172,
2
ht( )._/SA—%—i[ 1 dA
S(x) = | T x .
Thus
S/\f%fit _ ot 1/2 t 1/2
[wn) A = Ky(Aa) |p2) = Vois(AN) [0}
0
leading to
3 Sl Y 12 T 12
N /o/\ ) ax) = abran o) - alvian[R).

Note that for x > 0,

s 1 S
|h(x)] < / A2 Nt d\ = 2x~ /% arctan g =: hg(x),
0

so that

|h5(x)[* < 4x~ ' arctan® ﬁ .
\/)_C

21
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Here hg is the function 7§ with ¢ = 0. Using the spectral theorem for the probability measure
du(s) = d{(p'?| Ej(An) [p'/?), we find that

HAM@(AW [02) E (02 A AL By A0 012

2

< (2| A ar B0 o) = [t duts)
0

> VS
_ 2
= /0 4 arctan ( \/§> dp(s)

|
<as [ aue =as (o7 Ak )
o ¢
— 450, 1(pllor,

where we use again the inequality arctan(x) < x, holding for x > 0. Similarly,

HAZ VoA | 1/2> [ONCRNNAAINCI L

Ry (AN) ANh(A ) ’p/v >
= (o’ ‘ANhS(AN)Z ‘pl/z>
<s{olaw i)

<45 (2] 854 [0'2) = 450,11 (oo,

= (o
< (o
(o

where we used V;A MV, = Ay and the fact that x — x~! is an operator anti-monotone and
operator convex function. Therefore

VoL e 1/2
I, < HAM [t n ) +HAﬁ4 [ e o)
0 0

2 2

< 282101 (pll o))"/ + 28210 1 (p]| )] < 4S' P01 (pl|o 2.

For the second term, consider that

T
I, = A% 2w ax
N

1/2 T
< (/ ldA) (/ HAI/ZwQsz)\) g(ln(T/S))1/2</ F(A)dx\)
N

T 1/2
< (In(T/$)"/? (c(S, n [ Foy du(A))
N

T
</ A’l/ZHA}\fﬂwA)sz)\
S

1/2

< (S, T) In(T/8)(Q(pl|o) — Qs (pnl|on))
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For the third term, consider that

A1/2/OO —1/2-it :A1/2/Oo —1/2—it ’ 1/2
W AT ) ax = AL [ AT AM dA ')
_A1/2 / N\l d)\‘ 1/2>.

Let us consider the integral

00 T _foo 1
—1/2—it — /2=t —1/2—it
/T A >\+xd/\ * /g)\ )\+1d/\'

Note that the function \ — A\~ /2~ Al is bounded and integrable on (0, c0). We define the
continuous function

gr(x) = /T OOA—I/Z—”ALH dA.
Then

/ [ LS — AN

T A+ Apm
Forx > 0,
2

lgr (0 < x7! </£ )\‘I/ZAi i d)\> = 4x! arctan2<%) .

Therefore

<p1/2 1/2>

1/2‘ 4 arctan (%) ‘pl/2>

<p1/2‘ Ny ‘p1/2>

00 ) 1 2
A1/2/ /\—1/2—n< )d/\ 1/2 _

VA
/\

N

4
T
4
T 9
where we used again the inequality arctan(x) < x, holding for x > 0. Similarly,

2
:1/2‘// A1/t d)\‘ 1/2> <_< 1/2‘ Ay ‘ 1/2> o
H M), /\+AN , T T

Putting the estimates together, we conclude the proof. (]
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A direct consequence of lemmas 4.10 and 4.11, as well as the symmetry of the function
cosh(7t) about t = 0, is the following general bound on the recoverability error in terms of a
standard f-divergence:

Corollary 4.12. Considering the same hypotheses of lemma 4.11, the following inequality
holds

2 cosh(mxr) (
7r

lp = R (o)l < 48'20 1 (pl|0)'* + [e(S, T) In(T /$)]'/?

X (Qs(pllo) = Qs(pxllon ) +4T7172).

4.2.1. Recoverability for quantum relative entropy. We have the following estimate for the
quantum relative entropy D(p||o), as defined in (7):

Theorem 4.13. Let M be a finite von Neumann algebra, and let N' C M be a subalgebra.
Let p and o be faithful density operators of M, and let ppr and o be the respective reduced
density operators on N. Denote Q —1(p||o) = T(p*c~"). Then forall e € (0,1/2) and t € R,

Dipllo) = Dipwllon) > (K@ pllor e Tllo = Rolom) ) 0 (57)

D(pllo) — Dipwllow) > (K<Qx1<p||a>,s> ||p—Rf,<pN>||1) ,

s
2 cosh(wt)

(58)
Dipllo) — Dipxlon) = (K@ (pllo), &)lp — Ripn)|l,) T, (59)
where the constant
—1
K(Q1(pllo).2) = (42 1(plo) + 4+ (o) 2) . (60)

Proof. Consider from (7) that f(x) = —logx, for which we have the following integral

representation:
o 1 A
-1 = — — ——— | dA,
o8t /0 ()\+x )\2+1>

where d\ is the Lebesgue measure. Thus ¢(S,7) =1 for all 0 < S < T < oo. Then, by
applying corollary 4.12, we find that

2 cosh(mxr)
lp = Rotpally < =525 (40,1 (ol 257

+ (INT/SXD(pllr) = Dipwllowen) > +47712) . (61)
Define the following constants:

a=40,1(p|0)'* ., b:=D(pllo) = Dpxllox)'?,  ci=4.
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We want to minimize the following function over 0 < § < T < o0,
F(S,T) = aS"? + b\/In(T/S) 4 ¢T~'/* .
Set § := min{D(p||c) — D(py/||ox), 1}. Then a rough choice is S = T~! = §, and we find that

2 cosh(rt
o= Ripll, < 222 (

40, 1(pl|o)'26"% + 28] In 8))\/% + 451/2)
= ZC%h(m) (4\/Qx71(p\|0) +4+ /2l 5|) 512

2 cosh )
< 20N (4 G + 4+ (o)) 67

In the case that ¢ = 1, the first inequality is trivial, following because ||p — R, (pn)||; < 2,
40, 1(p||o)" /2612 + (26| 1n 6)!/2 > 0, and 22T 451/2 > 2 for all + € R in this case. Oth-
erwise, the first inequality is a consequence of (61). The last inequality is a consequence of the
inequalities ° < 1 and §°+/2[In 6] < (ce)~'/2, holding for 0 < § < 1 and £ > 0.

The rest of the proof is similar to the proof of theorem 4.5. U

Remark 4.14. 1t is a consequence of the result in [JRS+18] that the following inequality
holds for the universal recovery map R%:

D(pllo) — D(pwllow) = 4llp — R:Cow)|? - (62)

For R%, the inequality in (62) is stronger than our estimate in (59). Nevertheless, theorem 4.13
above provides an error estimate with the rotated Petz map R, for each 7.

4.2.2. Recoverability for Petz—Rényi relative (quasi-)entropy. We now turn to the Petz—Rényi
relative quasi-entropy, as defined in (39)—(42).

Theorem 4.15. Lets € (—1,0)U (0, 1). Denote Q —1(p||o) = 7(p*c~"). Then the following
inequalities hold for allt € R and ¢ € (0,(1 — |s|)/2):

10.pll0) = Qoo = (K, Qxfl(PHU),E)gHP—RJ(PN)||1) Eat (©3)
104(pll) = ol > (K5 0, 1(pll0). 05— lo - R(pm\l) RN
10:pllo) = Qulpllon)] = (K5, 0,1 (pllo).o)llp = Repa)l) =, (65)

where the constant
- 1/2 -1
K(s. Q- 1(pllo).e):= {401 (p|0)* + ( ——— ) +4| .  (66)
ee sin(m|s|)

Proof. For 0 < s < 1, the function f(x) = x* is operator monotone and operator concave.
The integral representation of x* is

= sm(7rs) ( ) O
A+ x
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Corollary 4.12 holds for ¢(S, T) <

S7%, and we find that

§ll‘l(ﬂ'?)

2 cosh(mt) (
s

lp = RL(pA)|, < 45'20 1 (p|lo)/?

+ \/SS sin7(r7rs) In(T/$)|Qs(pllo) = Qslpnlon)] ' + 4T1/2> D

Define the following constants:

1/2
a0 (10 b= (1000 - Qunllowl) L e,

and the function

F(S,T) = aS"? + b\/S= In(T/S) + cT~"/* .

Setting § := min{|Q,(p||o) — Qs(par|loa)|, 1} and S = T~! = §, we find that

lp = R, (pr)lly

2
< 2 cosh(m)) (451/2Qx1(p||a)1/2 40092 [T 40 ) 451/2> (68)
T sin(7s)
2
_ 2 cosh(mt) (4Qx1(p||a)1/26“‘/2 - ol +45s/2> 5192 (69)
T sin(7rs)

1/2
< 2D (40 1(plo) 24 () 4] 500, (70)
T ec sin(7s)

In the case that § = 1, the first inequality is trivial, following from the facts that
lp = R (o)l < 2,

2

48120 _ 1/2 4 5(1-5)/2
Q.1 (pllo) '~ + e

|In é] > 0,

and %45 1/2 > 2 forallt € R in this case. Otherwise, the first inequality is a consequence
of (67). The last inequality is a consequence of the inequalities 6*/>* < 1 and 6°1/2[In 0] <
(ce)~'/2, holding for 0 < 6 < 1.

For —1 < s < 0, the function f(x) = x* is operator anti-monotone and operator convex.
The integral representation of x* in this case is

B sm(7r\s|)/°° A
X =
)\+x

Then the constant ¢(S, T) < Th!. The following inequality holds as a consequence of

corollary 4.12:

51n(7r\s\)

1/2

~1(pllo)

2 h(rmt
o — R (o), < 25 (451/2Qx
T
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+ \/ ZTH In(T/$) (0p]l0)) — Qulpwllon)) ' + 4T"/2) .

sin(7|s|)

The rest of the analysis is the same as that given for the case 0 < s < 1, by taking§ = T~! = 6.
O

Following the same method of proof given for corollary 4.9, we arrive at the following
corollary:

Corollary 4.16. Let M be a finite-dimensional von Neumann algebra, and let N' C M be
a subalgebra. Let p and o be two faithful states. For o« € (0,1),¢ € (0,/2), and t € R,

D, (pllo) — Dolpn|lon)

1
=
l—«

1
_ m _ pt )u/Z—e
g1+ (K01 = .00l ol = Rl ) 7).

and for o € (1,2),e € (0,2 — @)/2),and t € R,

—1

1
K(l — Q, Qxfl(p”U),&‘)ﬂ' . [Py
—R
) ( 2(ae + 1) cosh 7t o = RS (el ,

1 1
D.(p||o) — Do(pnllon) =2 ——1lo (14—7
oll enll - g 0 (o

where the constant K(1 — o, Q,-1(p||0), €) is given by (66).

4.3. Recoverability for optimized f-divergence

We now discuss recoverability for the optimized f-divergence. Let M be a finite-dimensional
von Neumann algebra with trace 7, and let N' C M be a subalgebra. Let p,o € M be two
faithful states, and let E(p) = py and E(o) = o be the respective reduced density opera-
tors on V. Let f be an operator anti-monotone function. Recall from (6) that the optimized
f-divergences are defined as follows:

Os(pllo) = sup <p‘/2‘ F(Ap(o,w)) ‘p1/2> ,

weD (M)

Or(pxllow) = sup <P%2‘f(AN(UN’wN))‘p%2>’
w/\fED+(.N’)

where the supremum is with respect to all invertible density operators w € D (M) (resp. wy €
Di(N)).Let V, : Ly(N) — Ly(M) denote the following isometry:

V,(a ’p}é2>) =a ’p1/2> , YaeN,

with a similar definition for V.

Lemma 4.17. Let p,0,w € D (M). The following equality holds

VoAM(a, Ry (W)Y, = An(on, wy),
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where R, is the Petz recovery map from (10). As a consequence, the following inequality holds
for all operator anti-monotone functions f : (0, 00) — R:

(o] F@xton w0 o) < (0] FAM@ R |2)

Proof. Recall the recovery map R,(wy) = p' pN/ WPy 12512 By definition of A and

V,, we have for any a € N,

ViAo, Ry (@)Y, ’apj\;2> = VIA(@, R (wp) ‘ap1/2>

cap'PRywn) )

= ‘E(aap}ézw/v' v 2>

1/2
= |onapy wy

=A(on,wy) ’ap%2> .

where in the second last equality we used the fact that pl/ W Nl p}v/z € N. This verifies the

claimed equality.
Now using operator convexity and operator anti-monotonicity of f, we find that

(o3| Feannawn o)) = (o3| SOV Ao RV, [0} )
< (2| Vi B RV, o))

= (02| Al Ry [p72) O
For all € > 0, we can choose wy € D (N) such that

(o] F@xton ) |01 ) > Ostonllon) — .
Note that by lemma 4.17,

(02| B (@ Ry |02 = (ol | Vs Asa(r, Rylon )V, [}

<p_:\/'2‘ An(on, w) ‘P}v2> :
Then

0s(pll) = Ospwclon) = sup (p'2| f(Ba( o)) |p'?)
weD (M)

- (o] favionn o)

> sup (02| fAmwn |p?)
w6D+(M)

- <P}v/2‘ f(Ax(on,wn)) ‘p}v/2> —€
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> (0] F(Au@ Ry |1
— (o] Fanon o o)) - ¢
= b {p"?| Ao, Ryt 012} = b ()| Aton o0 o))
+ /0 ) ({02 (Aui@.Rywnn + 27" [p'72)
~ (| Axoxw) + 07 o)) ) dvy — e .
= /0 : ({0"2| As@ Ry + 07 [0'72)
- <p}ﬂ (Ax(on,wn) + 2! ‘p}@) dv) — ¢,
where b is the parameter and dv is the measure in the integral representation (5) of f. Denote

FO)i= (o2 Auao.Rywa) + V7" [0!72) = (o3| Awtowwn) + 07 o))

= (D IV A (@ Ry(@r) + NV o)) = (00 (Vi (A (o, Ry + V) ™ o))
= (ur| Ap(o, Ry(wp)) + Auy) >0,

where

1) 1= (A (@, Rywn)) + N7 [p2) = V(Atonon) + N7 o))

and the last line follows from lemma 4.1. Thus, we find that

0,(pllo) — O(pwllow) = /o FOYdv\) — e, 1)

Lemma4.18. Lert € Rand

h L[ .
i) = TN R aope) P / A2 ) d
™ 0

Then the following inequality holds

HP - R;t(P)H1 < 2[[Jur) [l

Proof. Using the integral representation in (51), i.e.

o V/a-ir _ cosh(m) / Ooxl/%"’(/\ +x)71dA,
T 0
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we find, by a similar argument to that given for (54)—(56), that

Api(o, Ry(wp)) /21

Pl/2> — V,Ap(on,wy) 2

h o0 ,
o) [ vy
a0 0

Applying A (o, R,(wa))'/*+, we find that

1/2
o)

) = [012) = Ao Rywn )V, Ax o on)™ 27 o))

_ ‘p1/2> _ ‘01/2+,~;U/—v1/2—izp/1v/zw/1v/2+np 1/2p1/2R ()2 ,t>.
For the second term above, we have the following collapse:

1, 1 | 1 *
o A ok o AR (eon) ”(02“’ o oiwi " ot AR () ”)

1

_ U%Jritajzfé,'p/vwﬁﬁ tpN%p%Rp(WN)i%iitR (WN)—%Jritp%p;v%wN pNUX/ZthtUéfit
= bt T o 0 pER ) ot i pront o

= ‘7%+”‘7/v P w/7v+ lewN Pl /_VEJHU%_”

= U%+it0/:/%7itp/\/axf%+ 07_”

=R,"(p),
where R is defined through (11). For the third equality above, we used the following:

1/2

1/2

1/2 —1/2 —
! P2p'r2 PR P = wyr

Ry(wn) = p"?py Pwnpy

After applying (25), we find that

HP - R;t(p)H1 < 2H‘p1/2> _ AXIH”(J,Rp(WN))l/szAN(UN, wy) 2

2 cosh(rt)
o i

1/2
Zl

= 2[[fur)l,- O

A0, R (wn) / A )|

Lemma4.19. Let f:(0,00) — R be a regular operator anti-monotone function, and let dv
be the measure in its integral representation. Suppose for some S and T, satisfying 0 < S <
T < oo, that dX\ < ¢(S, T)dv(\) for ¢(S,T) > 0. Then

451/2 (pHo_)l/2

2 cosh(mt
o= Ronll, < 222

+ (e(8,TyIn(7/5)) (@ (pllo) — Os(poxllow'* + 4T’1/2) :

where Q-1 (p ||o) = Hpma’lpl/ZH =inf{A>0]|p< Ao}

30



J. Phys. A: Math. Theor. 54 (2021) 385302 L Gao and M M Wilde

Proof. The following argumentis similar to the case of the non-optimized Q, as presented in
the proof of lemma 4.11. We employ the shorthand A vy = A (0, R,(war)). Applying lemma
4.18 and the triangle inequality, we find that

2 cosh(mt a5 i
o= R, < % (HA}\QH[/ ATV ) dA
0

2

. T .
n HAXIHU/S A2 ) dA

n HA%(H”/ A2 () dA
T

)

T
+ HA;Q/ ATV27 ) dA
2 N

2

2 cosh 5 .
_ 2 cosh(rr) (HAMZ/ ATV )
™ 0

+ HA;QZ/ A2 ) dA )
T 2

2 cosh(mt
= 2SN (1 4 ) + o)

2

For each term, we argue similarly as in the proof of lemma 4.11, but implicitly using lemma
4.18 and (71):

S
I, = HA‘/f/ A2 0y dX
0 2

() ([ o)

<\, DINT/$) D pllo) — Or(powllow) +2).

1/2 ~
< 48172 <p1/2‘ Aﬁ‘pl/2> / < 4Sl/2Qx—1(pH0)l/2,

T
i, = | [ 3l )
S

<472,
2

= | [ ) o
T

Note that here

Q,1(pllo) = sup <p'/2‘ Ao, w)! ‘p'/2>
w6D+(M)

— sup T(pl/za—lpl/zw):le/z ~1 1/2H
UJED+(M)

is related to the max-relative entropy Do, (p| o) = loginf{\|p < Ao} [Dat09]. Since ¢ is
arbitrary and the upper bound is symmetric in ¢, we arrive at the statement of the lemma. [

4.3.1. Recoverability for sandwiched Rényi relative (quasi-)entropy. We now turn to the
sandwiched Rényi relative (quasi-)entropy and identify physically meaningful refinements
of its data-processing inequality. Let o € [1/2, 1)U (1, 00] and set o/ := «/(a — 1), so that
é + $ = 1. The sandwiched Rényi relative entropy is given by

1/2 1/2H

Du(pllo) = o long oV
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Theorem 4.20. Ler ac(1/2,)U(l,00), o =-%, and ee(O,%/W‘). Let

éa(pHa) :=Hp1/207$p1/2H denote the sandwiched «-Rényi relative quasi-entropy.
«
Let Qno(pllo) = ||p1/20’1p1/2||00. Then

10u(p ll9) = Qulpllon)] > (K@ Ox(pllo). &) 1o = Rotorl ) = )
10u(pllo) = Qulpnllon)] > (K@ Onclpllo). )5 llp = Ripa)l,) S )
~ ~ ~ 1 T

Qa(pllo) — Qulpnllow)| > (K(a, Qm(pIIU),e)EIp—Ri(pN)ll) el (74)

where the constant

B N 1/2 -1
K(Qxlp [l0) )= [ 40 o]0/ + <7T1> e
ee sin (7| 1))

1
-

Proof. For 1 < a,a/ < oo, the function x @ is operator convex and operator anti-
monotone. We have

1/2

p" >

Gl = sup (p2] Aoy
@ w6D+(M)
— sup 7(p%0" /pl/zwl/a)_le/ZO_ 7 pl/2
UJED+(M)

Thus, for 1 < o < o0,
Du(p l|o) = o' 10g O -1/ (pllo) -

Writing 0 < 8:=1/a’ < 1, the 1ntegra1 representation of x 7 is as follows:
B sm(ﬂ'ﬁ)

/\+x

The constant ¢(S, T) < T7. Then by lemma 4.19, we have

sm(ﬂ'B)

2 coshi
m—Rxmoh<Cff”)<sm

12 4 ™ 8
L(ollo) \/sin(wB)T In(T/S)

X (Qy-5(pl|o) — Or-s(pn]joaN? + 4T1/2> .

Choose S = T~! = ¢ and 6 := min{|Q,s(p||0) — O,-s(pxllon)], 1}. Thus

2 h
m—mmmhg‘m“m<mw Sl + M PILELE +MW>
T SlIl
< 29T (4 pllo) 2+ |y a) s
T ee sin(m3)
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The reasoning for these steps is similar to that given for (68)—(70).
1

For 1/2 < a < 1, which implies that o/ < —1, the function x~ <7 is operator monotone and
operator concave because — i € (0, 1). We have
1/2
p" >

— _ inf 1/2 _—1/a’ 172, 1/d/ :_H 1/2 _—1/a’ 1/2
wefﬂwf(p o Y ptwt) plto " p

0 1 Gloy= s —(p"|A@.w
—x o weD L (M)

«

Then for 1/2 < a < 1,
Da(p llo) = o 1og (<0, yuw(llo)) -
Lety:= — 1/c/. For 0 < v < 1, the integral representation is

,),:sin(7w)/°O (11
X - | A X T x dA

Then the constant ¢(S, T) < =——=S5". By lemma 4.19, we have

sin(7y)

ot 2COSh(7T[) 127 1/2 7T — N .
o~ Rio)ll < 2™ <4s 010+ [ o5 (/)0 0l

— 0w (pwllon)|'? +4T“/2> :

Set S =T~! = §and § == min{|Q_,+(p|lo) — O_(pxlloa), 1}. Then

o= Rl < 2D (45120, (oo 2 + (| 2T |1n 5l6'F + 4512
s sin(7y)
< 2 cosh(mt) 4@(1@”0)1/2 n .7r 44 51;7,5.
s ec sin(7y)

The reasoning for these steps is similar to that given for (68)—(70). U

We then find the following for the sandwiched Rényi relative entropy:

Corollary 4.21. Let M be a finite-dimensional von Neumann algebra, and let N' C M be
a subalgebra. Let p and o be two faithful states. Let o € (1/2,1)U (1,00) and o/ = /(v —

1), s that 1/a + 1/a’ = 1. Set 1 € R and ¢ € (0, =42, For a € (1/2,1), the following
inequality holds

Do(pll@) — Dulpllon)
2 cosh 7t

, ~ T : 1—1/\1(1/\7:
> o/ log 1+ (K02, 0nlplloN)5——Ilp = R(paoll,) =57+ |
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and for o > 1, the following inequality holds

Da(p llo) = Dalpxllon) > a log< (K&, 0ol

Onclpllo)

_ [ %M,E
72 “osh o — R, (o)l ) )

where the constant K (o, €, éoc(pHa)) is given in (75).

Proof. For1/2 < a < 1anda’ < —1, we find that
- _ (oxllo
B(oll9) ~ Dutpclon) = || og 2211220
Qa(pllo)
_ 1/]log [ 1+ atewllon) = Qalpllo)
Qa(pllo)

1 ~
2 |o/|log [ 14+ = (K(a, &, Q(p]|0))
|aog( Qa(p\|0)< a.2, Ox(plo

H ( )|| ) 1— 1/\(1 .
*2 cosh P PN ’

> |a/|log (1 + (K(a, €, éoo(pHa))

1

W\ _
T p—R ) = .
X e llo = R (o0l )

The first inequality follows from (73), and the second follows because éa(pHU) < lforae
(1/2,1).

For o > 1, consider that

" Qa(PHU)
Da( ) (v( ) - - . -
pllo pxllor) = o' log = Bl
— Oé/ log 1 + Q(y(p”g) - Qa(pNHUN)
Qa(pNHUN)

1 ~
>ad log| 1+~ (K(a, g, Ox(p|0)
: °g< Qawnfw)( o & ool

1
1-1/o|
lp = Ropll) )

2 cosh Tt

1
> o 10g<1 — (K(a £, 0x(p)|0))
Qoo(pHo—)“
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>< —_—
2 cosh 7t

1
™ 171/\0/\76
lp— R0l ) ) .

The first inequality follows from (73). The second inequality follows from the inequali-
~ ~ ~ 1

ties Qu(prllon) < Qul(pllo) < Ox(p||o)« . The first is a consequence of the data-processing

inequality and the second a consequence of the monotonicity of the sandwiched Rényi relative

entropies with respect to « (for the latter, see [MLDS+13, theorem 7] and [BST18, lemma 8]).

O

Remark 4.22. For o =1, l~)a coincides with the standard relative entropy D, for which
results are given in theorem 4.13. For the two boundary cases & = 1/2 and o = o0, the recover-
ability result in corollary 4.21 does not hold. The o = 1/2 case corresponds to the root fidelity

VF(p.0) = |20 ,=—0-0lo,
and o = oo to

Oxc(p 0) = O, 1(pllo) = inf{\ | p < Ao} .

Our method fails for these two cases because both operator anti-monotone functions
f(x) = —x and g(x) = x~' have trivial measure dv in their integral representations. Indeed,
for both cases, it was already observed in [HM17, remarks 5.15 and 5.16] that there are exam-
ples for which the data-processing inequality for fidelity is saturated, i.e. F(p, o) = F(pxr, on)
(resp. Ouo(pl|o) = O(par]|on)), but it is not for the relative entropy D(p||o) > D(par||on),
which implies that the existence of any exact recovery map is impossible. This extends the
results in [Jenl7a].

The following are reversibility results that are consequences of recoverability estimates.
Note that the faithfulness assumption can be weakened to s(p) < s(o), as in corollary 5.16 for
the von Neumann algebra case.

Corollary 4.23. Let p and o be faithful quantum states. The following are equivalent:

(@) D(pllo) = D(pxllon). N

(b) Du(pllo) = Du(pxllon) for some o € (1/2,1)U (1, 00) where D,, is the a-sandwiched
Reényi relative entropy.

() Q (pllo) = Qf(p/\[HO'/\[) for some regular operator anti-monotone function f.

(d) Qr(pllo) = Qs(pn|lon) for all operator anti-monotone functions f.

(e) Ri(on) = o forallt € R.

(f) RL(pn) = pforallt € R.

(g) There exists some CPTP map ® : Li(N) — L1(M) such that ®(py) = p and ®(ox) = o.

Proof. The implications (e) = (g) and () = (g) are trivial. (g) = (a)—(d) follows from the
data-processing inequality. Note that for faithful p and o, Q 2(p||0), Q-1 (p||), O (pllo) < 00
are finite.

(a) = (e) follows from theorem 4.5. (a) = (f) uses theorem 4.13. (b) = (f) uses corollary
4.21. (c) = (f) follows from theorem 4.20. (d) = (c) is trivial. (Il
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Remark 4.24. 1t follows from [Pet86a] and [JRS+ 18] that the same equivalences hold for
the standard f-divergence O, and the Petz—Rényi relative entropy D, . Corollary 4.23 above
shows that the preservation of a ‘regular’ optimized f-divergence is also equivalent to the
existence of a recovery map.

5. Optimized f-divergence in von Neumann algebras

5.1. Definition of optimized f-divergence

In this section, we define the optimized f-divergence for states of a general von Neumann
algebra. We also prove the data-processing inequality for the optimized f-divergence. We refer
to appendix A for a review of the basics of von Neumann algebras and the notations used in
this section. We first define the optimized f-divergence for two states p and o satisfying the
support assumption s(p) < s(o).

Definition 5.1. Let M C B(H) be a von Neumann algebra. Let p, o be two normal states
such that s(p) < s(0), and let p,o € H be their corresponding vector representations. For
an operator anti-monotone function f : (0,00) — R, we define the optimized f-divergence
Q/(pllo) as follows:

05(pllo) = sup (p| f(A(e,w)) |p), (76)

w: |lwl,=1, pe[Mw]

where the supremum runs over all unit vectors w € H such that p € [Mw] and A(o, w) is the
relative modular operator. This definition of O only depends on the states p and o, and is inde-
pendent of the choice of the algebra representation M C B(H) and the vector representations
|p) and |o) for p and o respectively.

If f is a continuous function on [0, c0), we do not need the restriction p € [Mw] and can
take the supremum over all w satisfying ||w||, = 1. Otherwise, we have to require p € [M'c]
and p € [Mw], since A(o, w) is supported on s((0)s (W), where o' is the state of the com-
mutant M’ implemented by the vector w and s (o) (resp. s (w”)) is the support projection of
o (resp. w') on M (resp. M’). The relative modular operator connects to the spatial derivative
as follows:

Ao, w) = A(o/w) = Ao /),

where ' € M, is the state on M’ implemented by the vector w € H. Note that A(c/w') and
A(w' /o) have the same support and

A(o/w') = AW Jo)™!

on their support. Then we have the following equivalent definition for the optimized f-
divergence:

0s(pllo) = sup (p| F(AW /o)) |p) (77)

w: ||lwlr=1,pe[Muw]

where f(x) = f(x~!) is operator monotone. This latter definition via the spatial derivative is
closer to the definition of the sandwiched Rényi relative entropy from [BST18], which used
Araki—Masuda L, spaces [AMS2].
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We now verify that the definition of éf in (76) is independent of vector representations.
Note that the representation 7 in the following need not be faithful.

Proposition 5.2. Ler 7 : M — B(H,) be a x-representation, and let p, oy € H, be the unit
vectors implementing p and o, respectively, via 7. Then

0s(pllo) = sup (o] F(A(T1,w) |py) -

wy @ [lwi[[,=Lp1 ElT(M)wi]

Proof. We follow the idea of [BST18, lemma 3] and use the equivalent definition from (77)
with the spatial derivative. Consider that

05(pllo) = sup (p| F(Aw/o)) |p) -

w: |lwl=1,pe[Mw]
Define V, : H — H, as the partial isometry such that, for n € [Mp]*,
Viap+n) =m(@p,, acM.

Since m(a)V, = V,a, we have R,(V,p) =V ,R,(p) (see (91) for the definition of operator
R,(p)). Let V = V,. Then for all §{ € [Mw]s(c)H and w; € H,, we find that

&IV AW /o)V [€) = (wi| R,(VER(VE)" |wi)

= (w1 VR, (R (&)"V" |wi)

= (V'wi| R,(R,(E)" [V wr)

= (| A(V'wi/0)§) .

Moreover s'(V*w)) = [MV*w] = [V*m(M)w;] = V*s'(w;)V and hence
V' A(w,/o)V = A(V'w, /o),

with the same support for all wy € H; with p € [r(M)w;]. Since ]7 is operator concave and
operator monotone

(o] F(AW1 /o)) |py) = (p| V' F(A(wi /o)V |p)
< A{p| F(AWV w1 /o) |p) < (p| FIAVF@, /o)) |p)

where V*w is the normalization of V*w;. Here we view V as an isometry by restricting on the
support V*V = [m;(M)p,]. Therefore

sup (p)| F(Awi /o) |py) < sup (p| F(Aw/o) |p) -

wi flwilla=1p1Elr(M)wi] w i wlla=1.pelMw]

The converse direction follows by the symmetric role of the representations 7 (M) C B(H))
and M C B(H). |

By the independence above, we can then carry the definition to the standard form
(M, Ly(M), J, Ly(M)™) using Haagerup L,-spaces. Let h, € Li(M) be the density operator
corresponding to p. Then

Os(pllor = sup (})*| £ Ao 1))
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where the supremum runs over all states w such that s(w) > s(p). The next proposition shows
that the definition above coincides with the finite-dimensional definition in [Will8a], and one
can further restrict to w > p; i.e. there exists A > 0 such that p < \w.

Proposition 5.3. Ler f : (0,00) — R be an operator anti-monotone and v be the measure
in the integral representation of f as in (5). Suppose v does not contain a point mass at A = 0.
Then

Os(plloy = sup lim <h,1/2‘ F(A(o,w +e0)) ‘h},/2> (78)
weD(M) =0t
= su hl/Z (A(O’,(JJ)) hl/2 , (79)
wED(M5w>>p< g ‘f ‘ ° >

where in (78), ¢ can be any normal state with s(p) < s(¢).

Proof. For the first expression, we note that A(o,w + £¢)'/> — A(o,w)'/? strongly in the
resolvent sense by [OP04, proposition 4.9]. This implies (by the integral representation of f)
that

Tim (%[ f (Ao, w + oDl = (7A@ w)ly)

For the second expression, we can choose w. = €p + (1 — €)w. By the same reasoning,

lim (h)/?|f (Ao, w)|h)/%) = (hY?|f (Ao, w))|hL?) .
e—0T

Note that p < £ 'w.. Then we have

sip (L% £ w) |2 > Ostpllo)

weDM)w>p
The inverse inequality is obvious. (]

Following the same idea above, the optimized divergence for general two states p and o can
be defined as follows

0s(pllo) == lim Q(pllo + ep) = sup Qs (pllo +p) - (80)
e—0t >0

The above limit is increasing as € — 07 for all w because A(c + ep,w) = A(o,w) + eA(p, w)
and f is operator anti-monotone. For p and o with s(p) < s(o), this recovers the definition 5.1

lim éf(pHa +ep)=sup  sup <h}/2‘ S(A(o +ep,w)) ’h},/2>
e—0T

e>0 weD(M), w>p

= s swp (W] A +epn |nl?)
wED(M), w>p £>0
= 0s(p|0). (81)

For the last step above, by [OP04, proposition 4.9] we have that for each w > pandt > 0,

<hé/2‘ (A +epw)+07! ‘hé/2> - <hé/2‘ (A@w +07" ‘hé/2> '
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Using integral representation (5) of f and monotone convergence theorem over € — 0, we
have

<hé/2‘ (Ao +ep,w)) ’hé/2> - <hé/2‘ f(Ao,w)) ’hfl’/2> :

which verifies (81).
As the optimized f-divergence for general p and o is defined through approximation, for
most of the following discussion it suffices to consider Q (p||o’) with support assumption.

5.2. Comparison to standard f-divergence

In this section, we first review the definition of f-divergence introduced by Petz in [Pet85,
Pet86a], which we call the standard f-divergence. Let M C B(H) be a von Neumann alge-
bra, and let p, o be two normal states implemented by p, o € H, respectively. For an operator
convex function f : (0, 0c0) — R, the standard f-divergence is defined as follows:

Qs(pllo) = (p| f(A(a.p) |p) . if s(p) < s(o)

which is also independent of the particular vector representation, as in proposition 5.2. Because
the standard f-divergence O, for general p and o also admits approximation as in (30) (see
[Hial8]), it is clear from definitions that

05(pllo) = Qy(pllo) -

Example 5.4. The sandwiched Rényi relative entropy was defined in [BSTI8] as
D, (p ||lo):=a' log Qu(p|o), where o/ := a/(cv — 1) and

2
sup HA(w/U)ﬁ \p>H ifl<a<o
N ) wiwl=1 H
Ou(pllo) = L
inf HAwaﬁ H if - <a<l.
w: lwl=1 .pe[Mp] (w/o)x" |p) H 2

Note that

|aw/am 1), = telaw /o710 = (pla@.w) 7o)

H pr—
Thus we have

0 1 (pllo) if1<a<oo

éa(pHO') - - 1 .
—Q 1oy ifs<a<l

Example 5.5. For f(x) = —logx, it was shown in [Wil18a], by invoking the Klein inequal-
ity, that for M = B(H), the following equality holds

Q- 1og x(pllo) = D(p||0) .
For the general case, we immediately have that

é—log <(p ”U) 2 0 log x(p”U) = D(pHU).
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On the other hand, since 7 — o’ log ¢ is concave for o > 1 (and hence o > 1), we find that
- 1
O-10g x(pl|0) = sup (p| —log A(o,w) |p) = sup (p| ' log A(o,w) " |p)
1 ~
< o logsup (p| A(o,w)” " |p) < Dulpllo) .

Moreover, it was proved in [BST18, theorem 13] that if p < co for some ¢ > 0, then
lim D, (p||o) = D(p||o) .
a—l1t
For general case, we have
O 1oz <(p [|0) = m Q. 1og «(pllo + €p) = lim D(p|lo + p) = D(p||0) .
=0t =0t
Here the second limit follows from the fact that D(p||o + £p) is monotone non-decreasing and

lower semi-continuity of D.

_ Recall that we denote by D, the Petz—Rényi relative entropy. For o =1, we write
Di(p|lo) = Di(p||o) := D(p||0) as the standard relative entropy. The following lemma enables
us to approximate relative entropy D, (p||o) and D,(p||o) by p, o with s(p) = s(o).

Lemmab.6. Letp,0 € D(M)be two normal states with s(p) < s(o). For0 < € < 1,denote
p. =1 —¢€)p+eco. Then

(a) Forall 0 < a < 2, lime0D,(p.||c) = Du(p||o);

(b) Forall1/2 < a < 00, lim._oDo(p:||o) = Da(pl|o).

Proof. Write id”, , : M — M as the identity map and define the normal UCP map
U, . M—->M,V,(x)=0c(x)1.
It is clear that the adjoint \Ilj,(p) = o for any state p € D(M). Take the normal UCP map ¥, =
(1 —¢e)id + €V. Then \I/l(p) =poV¥,.=p. and \I/l(a) = 0. For (a), using data processing
inequality of D,
lim sup D, (p:||o) =lim sup Da(\Ili(p)H\Ili(U)) < limsup D, (p:||o)
e—0 e—0 e—0

<Dalpllo) < liminf Dy(pello) ,

where the last inequality uses the lower semi-continuity [Hial8, theorem 4.1]. The argument for
(b) and v > 1 is similar by using the data processing inequality and the lower semi-continuity
of D,, [Jen18, proposition 3.7 and theorem 3.11]. For 1/2 < « < 1, the lower semi-continuity
can be replaced by
liminf D, (p.||o) > liminf D,((1 — &)p||o)
£—00 E—00

= liminf D, (p||o) + o/ log(1 — &) = Do (p||0) . 0
E—00
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5.3. Data-processing inequality for optimized f-divergence

We now establish the data-processing inequality for the optimized f-divergence 0 r. We start
with the key case of restricting to a subalgebra.

Lemma5.7. Let M C B(H) be a von Neumann algebra, and let N' C M be a subalgebra.
Let p, o € H be two unit vectors, and let py, o (resp. pyr, ox) be the corresponding nor-
mal states on M (resp. N). Then for an operator anti-monotone function f : (0, 00) — R, the
following inequality holds

O(pmllow) = Os(on]lon). (82)

Proof. For two vectors o, w € H, we write AM (o, w) (resp. AN (o, w)) as the relative mod-
ular operator with respect to M (resp. N). Let S{;f‘w and S{,\{ ., be the corresponding anti-linear
operators such that

SMYSN, = AMo,w),  (S)SY, = AN, w) .
Recall the support projections are given by

smw) = (Mw], syr(w) = [Nw] .
By the definition of the S operators, we find that

SM s (W) = sa(w)SY, AV (e, w) = sy(w)AM(e, w)syr(w).

Then for all w such that ||w|, = 1 and p € [Nw] = s)(w), we find that
(p| F(AN (0, ) |p) < (p| f(sxr(@)AM (0, w)syr (w)) |p)
< (plspr(@) f(AM (o, w)sy(w) [p)

= (pl f(AM (o, w)) |p) -

Here we view the projection sy (w) as an isometry on its support. Noting that p € [Nw] C
[Mw], then

Of(pllon) = sup (plf (AN (o, w))|p)

w||w|,=1,pE[Nw]

< sup (plf (AM(o,w))|p)

w||w|,=1peNw]

< sup {plf(AM (@, w))]p) = Or(pullow).
w: ||lwly=1,pe[Mw]

This concludes the proof. (]

Lemma 5.8. Let M be a von Neumann algebra, and let e € M be a projection. Let p,o €
D(M) be two normal states with support s(p) < s(o) < e. Let 0., p, denote the corresponding
normal states on eMe. Then for all operator anti-monotone functions f :(0,00) — R, the
following equality holds

05(pllo) = Of(peloe)- (83)
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Proof. We use the standard form (M, L,(M), J, L,(M) ) from appendix A.3. The standard
form of eMe is (e Me, eLy(M)e, J, eLr(M)e). Let V : eLy(M)e — L,(M) be the isometry
that is the adjoint of the projection P : Ly(M) — eLy(M)e with P(x) = exe. Let h,l/ * and h}/ :
be the vectors in L,(M) corresponding to p and o, respectively. Since s(p) < s(o) < e, we

have that 1> = eh)/> = eh)/*e and similarly for h%/>. Let w € D(M) be a normal state, and

let hi,/ = Ly(M) 4 be the corresponding unit vector. Let w, € (eMe) be the restriction of
w on eMe. Note that w, is a sub-state corresponding to eh e € eL;(M)e = Li(eMe). By
proposition 5.3, it suffices to consider w such that w, # 0. Otherwise we can always replace w
byw. =1 —g)w + ¢p.

Recall that A (o,w) ! = JAy(w,0)] and for x € M, A(w,a)l/zJP‘h}/zx>:

hi,/ 2exe>. Then we find that

<h(1,/2x’ PA(o,w)'P ’h;/2x>
= <hi,/26xe ‘h}/zexe>
= tr(ex*eh exe) = <h(1,/2exe‘ Aopte(o,we) ™! ’h}/zexe> .
This implies that
PAM(o,w) 'P = Apie(o,we)

For f : (0, 0c0) — R operator anti-monotone, f(x) = f(x~")is operator monotone and operator
concave. Since h,l,/2 € ely(M)e = PLy(M),

(1] rsuatoen ) = (1 P70 P |1f)

< (W2 FPau@.w'P) ‘h}/2>

= (W2 F Ao ™ 1)
)

< (2| F Aot @ ™ |l

< Qf(pelloe), (84)

where W, = % is the normalized state of w,. By taking all w > p,

01(pllo) < Or(pelloe) -

The reverse inequality follows from lemma 5.7 because e Me C M as a (non-unital) subalge-
bra. |

Remark 5.9. The lemma above is an extension of isometric invariance [Will8a,
proposition 4] in the finite-dimensional case. It implies that it suffices to consider the opti-
mized f-divergence on o-finite von Neumann algebras. Indeed, we can always restrict to e Me
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for e = s(p + o) because éf(p”U) = éf(peﬂae). Based on that, one can further deduce the
following variant of proposition 5.3:

Orpllo = sup () fa@n [1)).

w€D+(M

where D (M) is the set of all faithful normal states.

Theorem 5.10 (Data-processing inequality). Let ® : N' — M be a normal completely
positive unital map, and let p,o € D(M) be two normal states. For f : (0,00) — R operator
anti-monotone, the following data-processing inequality holds

0s(pllo) = Qp(po ®|lo o ).

Proof. Let M C B(H), and let p,o € H be the vectors implementing p, o, respectively.
Let ®(-) = V*m(-)V be the Stinespring dilation of ®, where 7 : " — B(K) is a normal -
homomorphism and V : H — K is an isometry [Sti55]. Let p; = po ® and 0; = o o ® denote
states on V. Then p; = Vpand o = Vo are vector representations of p, and o, respectively,
via 7 because

pod(x) = p(V'r(0)V) = (p| V'm(x)V|p)

co®(x)=oc(V'r(x)V) = (a| V'r(x)V|o) .
Take the projection e = VV* € B(H). Let L C B(K) denote the von Neumann subalgebra in

B(K) generated by VMV* and w(N). Note that V : H — eK is a surjective isometry and define
the map T : B(eK) — B(H) as

x—= VxV.

The map T is a x-isomorphism that sends eLe to M. Thus we have the following factorization
of &:

N I m(N) = L — efe 25 M. (85)

Let us introduce the shorthand é;"l (pllo) = éf(pM lloat), where pag, o are the states on M
implemented by the vectors p, o. Using this notation, we have

Qs(po @lloo®) = 01 (p,l|lor) < Q%(pyllor) = OF“(pyllon)

= 0 (pllo) = Os(pllo).

Here the first equality follows from the independence in lemma 5.2. The inequality follows
from the inclusion m(N) C £ and lemma 5.7. The second equality follows because p, 0| €
eK and by applying lemma 5.8. The last step is a x-isomorphism. (]

It is clear from the argument above that the actual inequality in data processing is the
inclusion T(N) C L.
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5.4. Recoverability results

In this section, we discuss recoverability results in the setting of general von Neumann algebras.
We first review the generalized conditional expectation introduced in [AC82], which is the
(dual of) Petz map of the inclusion N' C M in the Heisenberg picture.

Let M be a von Neumann algebra, and let A/ C M be a subalgebra. We denote by
(M, Ly(M), J, Ly(M)T) (resp. (N, Lo(N), Jo, Ly(N)T)) the standard form of M (resp. N)
using Haagerup L,-spaces. Given a normal state p € D(M) and its restriction py in D(N),
we denote by h, (resp. h,,,) the density operator of p (resp. py-) in L;(M) (resp. L, (N)). Thus

h/l)/ Z¢ Ly(M) (resp. h,l,//\2 € Ly(N))is a vector representation of p (resp. par). Define the partial
isometry V, : Ly(N) — Ly(M) as

Vo(ah)? + &) =ah})*, VaecN.{e[NhT" .

Indeed,

2 2

Hvﬂ(ahl/2

2
e = Hah}/ZHZ =tr(a*ah,) = p(a*a) = Hah1/2

PN

Ly(M) LMy

The p-preserving generalized conditional expectation E,, : M — N is defined as follows:
E (x) =JoV,JxJV,Jy .

Observe that E,: M — N is a normal completely positive sub-unital map. Moreover

E,(s(p)) = sn(p) and E,(1 — s(p)) = 0 where s(p) (resp. sp/(p)) is the support of p (resp. py).
It was proved by Petz [Pet88] that if D(p||o) < oo, then the equality D(p||o) = D(py||on) is
equivalent to the following conditions:

(a) E, = E5;

(b) pnoEs = p;
(¢c) oNoE,=o0.

In this sense E, (or equivalently E,) is a recovery for the inclusion A" C M.

In general, consider a normal completely positive unital map ® : N" — M. Let p € D(M)
be a state, and set pg = p o ® € D(N). The Petz map R :=Rg , : M — N is the unique normal
completely positive sub-unital map such that

R(s(p)) = s(po) , ~ R(1 —s(p) =0,
andV xeN, ye M,
(v, @)%Y = (IR, Joxh))?) . (86)

In particular, if py = p o ® is faithful, then R is unital.
Recall that the modular automorphism group o} : M — M for a state p is given by

af(x) = Alp, p) "xA(p, p)" .
The rotated Petz map is defined as follows:
E(x)=o" 0E,0a’,, Ry ,(x) =/’ oRg, 00", . (87)

Recall that in the Stinespring dilation ®(-) = V*n(-)V, 7 can be faithful (cf [Pis20,
theorem 1.41]). By the same argument in the proof of theorem 5.10, it suffices to consider
two cases:
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(a) For an inclusion ¢ : N'— M, R, , = E,, is the generalized conditional expectation.
(b) Consider the projection map

P: M —eMe, P(x)=exe

for a projection ¢ € M and let p be a state with s(p) < e. The recovery map
Rp, =1, :5(p)Ms(p) — M is the embedding and so is the rotated Petz map R}, =
af o0, =1,

Let  : A/ — M be a general normal UCP map given by the composition & = P o ¢. Note
that by the symmetric role of ® and R , in (86), the Petz map Ry , = R, , 0 Rp, = E, 01, is
a composition of the Petz map of the above two cases. Similarly for a rotated Petz map,

L Po P (PO p p Py _ gt
Ry, =0a;"oRp,00 ;= (0" oE,0al)o(ago,0oal)=E 0.

Since the embedding ¢, : s(p)Ms(p) — M always preserves the L;-norm and (optimized) f-
divergence on its support (lemma 5.8), it suffices to consider the recovery result for £J,.

We now extend the recovery results in section 4 to the general setting. For simplicity, we
will mainly focus on faithful cases. The main steps that need adaptation are lemmas 4.2, 4.10,
and 4.18, which we reproduce here using standard form on Haagerup L,-spaces.

Lemma 5.11. Ler p, 0, and w be normal states, and let |p) = h,l,/2 € Ly(M) be the vector
representation of p. Suppose |p) € supp(A(o,w)) = s(o)s(W'). Then for all t € R,
(p| A(o,w) "xA(o,w)"|p) = poal(x).

Thus A(o,w) "xA(o, w)" = a7 (x).

Proof. Let h,, he, and h,, be the density operators of p, o, and w, respectively. We have
_p1/2 it (p1/2\ _
|p> - ‘h/) > ’ A(U,W)t hp > -

Then for x € M,

ity 1/27 —i
hnY hw’> .

(p| Alo,w) "xA(o,w)" |p) = tr (hihY*h, ") xhhY/>h,)")
= tr (hh)*h; "X k)R ")
= tr(h,h, "xh")
= tr(h,al(x))
=poal(x). 0

Lemma 5.12. Letp € D (M) and wy € D1 (N) be faithful. Then
Vi Am(o, E ()Y, = Ax(on,wy) -

As a consequence, for all operator anti-monotone functions f : (0,00) — R,

(i

F@xon o [12) < (2] FAu, Ry [12).
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Proof. Let Roprs B> oy and hy, b, hy be the corresponding density operators. Let Sg,- -
Ly(N) = Ly(N) (resp. S,.) be the anti-linear operator for the standard form of N (resp. M).
We have fora € N,

VoSoyaon(@hli?) = Vo(a'hl2) = a*hl/* .
On the other hand, for any a,b € N,

V,(abh}/?) = abh)/* = aV,(bh)/?) .

By the density of \V. h,ljf\/z in Ly(N), this implies aV, = V,a. Then if we choose the L, vector

1/2
w = V/,th,

SewV(@hl?) = S, .u(aw) = a*hl/* .
Note that A 4(o, w) only depends on w’ € M’ induced by w. Indeed, for x € M,
1/2
w2

1/2
th>

(w|JIxJ |w) = <hi/3

_ /p1)2
- <hw,v

= WN © E,,(X)

ViJxJV,

JoViJxJV,Jo

= tr (xhyoE,)-
Thus 87 ,S,w = Ap(o,w) for w = wyr o E,. Thus for this choice w = V, AL,
Sa,va - VUS(T’/V,UJAI ’ V;AM(O-5 w)V/) = AN(UN’ (JJN) N

The other assertion follows from operator convexity and operator monotonicity of f. (]

Lemma 5.13. Let p,0 € D (M) and wy € D (N) be faithful. Define the vectors
1/2

).
1/2

h/),/v> ’

ler) = A(U’Eﬂ(WN))I/”"’VpA(aN,w/\/)’l/z”"

la;) :=JA(o, p)*i’VpA(gN, on) it

b)) = Ao, p)2 1V, Ao, prr) 2

1/2
h/? > .
The following equalities hold for x € M:

(a|x|a;) = on 0 EL(x), (bi]x|b) = pnoES'(x), (e x|er) = py o E (%)

Proof. For the first one,

la)) = JA(0, p) "V, Alon, pr)

1/2
. 1,
= JA(@, p) IV Iodo Ao par) i ‘h},@
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= Ap, 0) IV, JoAlpar, aw)!

h},/;> .

Then

hY2 Ao on) TV Alp, 0)'xA(p, o) "IV, JoAlpr, o)

1/2
)

h1/2>

ON

Y2 Apar, on) " ToVid ol () Vdo Alpr, o )"

1/2
ne)

2| Ao, oa) "E, 0 o () Ao, on)"
hi/? (of oE,o0 o/j’y)(x) h(lf/\%>

h}/j>

- <h‘/2 E'\(x)

= on 0 Ej(x).
For the second one, we first show that
A(o, p)% V,A(op, pN)_% = JV,Jp.

Indeed, fora € M

IV, Jo h},/vza> =JV, a*hfl,/\f> =J a*hfl,/2> = ‘h;/2a>
Ao )V, Ao o) [Bifla) = Mo VoI Mpi.ox)H |1 la)
= A0, )2 VI Alpy, o0)? a*hfyﬁ>

= A(o, p)% V,J ‘hl/za*>

PN

= Ao, p)}V, ’ah1/2>

2%
= A(o, p)% ah/l,/2>

= ‘h;/2a>.

Then for x € M,

Ao, p/v)‘%“’V;A(a, p)2 Ao, p)2 Tt
1/2

me)

Aon, pr)' o VI Ao, p) "xA(o, p)'
1/2

BL)

a o E, 0 af(x) ‘h:,j/wz>

(bl x o) = (}2

X V,A(op pa) 2"

_ <h1/2

PN

X IV JoA(onr, pa) ™"

_ 1/2
- <hp//v
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_ /12
- <hp//v

= py o E'(x).

— 1/2
E-'(x) ‘hp/v>

For the third assertion, note that we have shown in lemma 5.12 that

pl/2

wWnoEp > :

1/2 *
(nl2| vaxav,

1/2
hi}/ﬁ> = tr (XhyyoE,) = <hwivOE/) ‘ Ix]

Then we have

1/2 _ 1/2
Wy T uhw/\/oE,J .

V,h

for some unitary u in M. For ease of notation, we write Ay = A(on,wy) and Ay =
A(o,wy 0 E,). Then fora € M

ANV [Hf2a) = ALV IAL [anl) = ALY, [anlf2)
= Ay av, 1)
— Al auhl)? ) = [nfau) = Jur Vo [nh2a)
Thus we have shown that
Ju'V,Jy = AA%A V,,A;f%,
where u is the unitary from the polar decomposition of V/,hi,f, . Then
(e x|er) = <h/1]-/\[2 A/fvl/zﬂzvzAx{zfnxA%tzﬂzvaxfl/zfn h/;/\fg>
= (Wif2| Ao Viamd AL x AT I 11V Jo AR (2
- <h})//\f ATV of () Ju TV, Jo AL h}/j>
- <h;_/v2 AL JVAIQT ()IVado AR h,‘,@
= (W2 ALE, 0 a7 A |l2)
= (W2 % o B, 0 a7 i)
= (] B 12
= pn o E;'(x). O

Now we can recover the estimate in lemmas 4.2, 4.10, and 4.18.

Lemma 5.14. Define

[n) =A@ )+ N [B2) = V(Ao pa) + 0!
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1) = (a0, Ry ) + N 1) = Vo Bartowson) + 07 |2

and

w,) = — cosh(rf) (/ AV/ZH |0 dA) ,

™ 0
h(rt) | Lqie [ -
lv) == cosh(r) )Aﬁj I/ /\’%’”\wQ d\,
a0 0

h [0 )
)= D Ao Ry 24 AT )
P
™ 0

Then the following inequalities hold
||O- —ON © E;’Hl g 2|||U)[>H2,
o= oo ES1|, < 2[l[on)l,

o~ ow o £, <2l

Proof. For ease of notation, we write A := A(p, o) and Ay := A(par, o). As in the finite-
dimensional case,

lw,) = AXIZ—HI

1/2 1/2+it
n) = v,Al

1/2
hi2)
i 1/2 —i 1/24i
= Aly (Aﬁft ‘h2/2> — AV, AT
= &l ([#2) = T1a)).

Ly, _ _i
o) = [m?) = ALV A

o)

h/l)//w2> = ‘hflﬂ/2> —|bs),

1. —1_
) = [B2) = Ao, 0 ENFV, A wn) 0 R2) = [Bl/2) — e

For the first one, by J ‘h(l,/ 2> =

h}/z> and lemma 5.13

2w, = 2|

%) =1, =2]

R ] R LA

where we have used the inequality in (25). This inequality remains valid in Haagerup L,-spaces
since its proof in [CV20a, lemma 2.2] only uses Holder’s inequality. The other two assertions
follow similarly. U

Based on the lemma above, the rest of the argument is identical to that given for lemmas
4.3,4.11, and 4.19, which estimate the Hilbert-space norm of |v,) , |w;), and |u,), respectively.
In particular, the argument of lemmas 4.3, 4.11, and 4.19 implies the integral expression of
|vr) » [wy), and |u;) converges absolutely if Q (p||o) and Qf(p| o) are finite for some regular f.

‘We now state our recovery results for quantum channels on general von Neumann algebras.
Recall that we denote D as the standard relative entropy and D, as the a-sandwiched Rényi
relative entropy. The maps Ry, , and Ry, , are the rotated Petz maps defined in (87).
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Theorem 5.15. Let ® : N — M be a normal unital completely positive map. Let p, o €
D(M) be two states and denote p, = p o ®,0¢ = o o O. Suppose s(p) < s(o). Fort € R,

(@) If s(p) = s(0) and Q2 (p||o) < o0,

4
™ _ 4
D0 o) = DUl > (i ) @210 o =0

(b) If Q,-1(pllo) < oo, then for all € € (0, 1/2),

1
1/2—¢

D(p [|o) — D(po|oe) = (K(Qx (pllo), e)mllp ~ o OR%,UHI)

() Iféoo(p lo) = inf{\|p < Ao} < o0, then forall a € (1/2,1),0/ = a/(a—1),and € €
0,(1 = 1/]a’D/2),

Du(p ||o) = Da(pollon) > || log (1 + (K&, 0x(pllor)

W*E
2cosh 7rt||p pOORq>‘7|| ) )

Foralla > 1, = a/(a—1),and £ € (0,(1 — 1/]|d/])/2),

Du(p |o) = Dalpollow) > o log (1 += (K(@.e.0x(pllo)

0w (pll0)

= l/m -
2cosh me poo Ry H ) )

In the inequalities above, K(Q -1(p||0), €) and K(a, €, éoc(pHO'))) are constants defined as
in (60) and (75), respectively.

Proof. Note that the assumption s(p) = s(o) is equivalent to p and o being faithful because
we can always restrict our considerations to s(o) Ms(c), as mentioned in remark 5.9. The faith-
fulness is needed for lemma 5.12 where we used the identity V; A(a, p)V, = A(oy, py) for
the estimates in (a). For (b) and (c), we first obtain the faithful cases by the lemma 5.12 and
5.13. For the general case of s(p) < s(o), we use the approximation in lemma 5.6. Indeed,
take p. = (1 —¢e)p+eo and py. = (1 — €)py + €09. Then s(p.) = s(o), py. = p. o P and
moreover

lim D(p||0) = D(p||o) , lim D(po..||o) = D(pol|oo) -
e—0 e—0
Then the estimate follows the faithful cases and ||p—pooRY, ||1 = lim._
| p= = po.- o REP,O'Hl' The argument for (c) is similar. O
We have the following corollary regarding reversibility:
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Corollary 5.16. Let  : N'— M be a normal unital completely positive map. Let p,o €
D(M) be two states, and let py:= p o ® and oo := o o ®. Suppose s(p) < s(c) and D(pl|o) <
oo. The following are equivalent:

(@) D(pllo) = D(pyl|o0) < oc.

(b) E”(pHU) = Ba(poHoo) < oo for some o € (1/2,1)U (1, 00).

() éf(pHo) = éf(poHUO)for some regular operator anti-monotone function f.

(d) éf(pHU) = éf(poHao)for all operator anti-monotone functions f.

(e) There exists a normal UCP map ® : M — N such that pyo ® = p and o9 o ® = o.

(f) poo R, = pforallt.
(8) 090 Ry, = o forallt.

Proof. We argue for the subalgebra case ® = ¢ : N' — M. (f), (g) = (e) is trivial. Note that
by the monotonicity o — D,, D(p||o) < oo implies l~)a(p||a) < 00. Then (e) = (a)-(d) by
data processing inequality. Also (d) = (c) is trivial and (c) = (a) by example 5.5. (a) implies
|wy) = 0 for A > 0, which by lemma 5.14 further implies (f) and (g). (b) = (e) is proved in
[Jen17b, theorem 5.1]. O

6. Conclusion

In summary, we have established physically meaningful remainder terms for the data-
processing inequality for the optimized f-divergence, and we have improved upon prior results
like this for the standard f-divergence. As a consequence, we have established the first physi-
cally meaningful remainder terms for the data-processing inequality for the sandwiched Rényi
relative entropy. Finally, we generalized all of our results to the von Neumann algebraic set-
ting of the optimized f-divergence, by suitably generalizing its definition, its data-processing
inequality, and refinements to this setting.

Going foward from here, we consider it to be a great challenge to establish universal remain-
der terms for the data-processing inequalities of the standard and optimized f-divergences, in
the sense of [JRS+18]. Such results would significantly extend the domain of applicability of
these refined data-processing inequalities.
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Appendix A. Preliminaries on von Neumann algebras

In this appendix, we briefly review some of the von Neumann algebra theory used in section 5.
We refer to the classic texts [Tak79, Tak03] for more information on von Neumann algebras
and to [OP04] for a similar introduction related to quantum divergences.

A.1. Spatial derivative and relative modular operator
Let M C B(H) be a von Neumann algebra. A linear functional ¢ : M — C is

(a) Normal if it is weak*-continuous;
(b) Positive if p(x*x) >0, V x € M,
(c) Unital if ¢(1) = 1;

(d) A state if ¢ is positive and unital.

The predual M, of M is the space of all normal linear functionals. We denote by M the
set of all normal positive linear functionals and by D(M) the set of all normal states. A positive
normal linear functional ¢ is faithful if ¢(x*x) = 0 implies x = 0. A von Neumann algebra
is o-finite if it admits a normal faithful state. For ¢ € M, its support s(¢) is the smallest
projectione € M such that ¢(e) = ¢(1). We say that 7 : M — B(H)is a x-representationif 7 is

a normal x-homomorphism (not necessarily unital). We say that the vector ¢ € H implements
¢ € M viarifforall x € M,

P(x) = (P m(x) [@) .

We typically use Greek letters p, o, @, 1 to denote states and linear functionals, and boldface let-
ters p, o, ¢, 1 to denote vectors implementing the corresponding states. Let G, be the Hilbert
space completion of M with respect to the ¢-inner product:

(x.9)6 = o(x"y) .

Let ny(x) (resp. m,) be the vector corresponding to x € M (resp. identity 1). The GNS
representation 7, : M — B(G,) is the normal s-homomorphism given by

T (@), (x) = nylax) .

In particular, i, implements ¢ via 7. Letting ¢ € H be a vector implementing ¢ viaw : M —
B(H), we can define the isometry V : G, — H as follows:

V(ms(x)ny) = ()¢ .

We denote [7(M)g] as the closure of m(M)¢ C H as a subspace, and with slight abuse
of notation, also identify it as the projection onto [7(M)¢]. Thus G4 = [7(M)¢] for all ¢
implementing ¢.

Let M C B(H) be a von Neumann algebra acting on H, and let

M ={x€BH)|xa=ax Vaec M}
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be its commutant. For a vector ¢ € H, we denote by ¢ € M, and ¢/ € (M), the correspond-
ing states implemented on M and M. The support projections are given by

sm(@)=s(¢) = M'Ple M, sp(¢)=5(¢)) = [Mg] € M.
Given two vectors ¢, 1) € H, we define the anti-linear operator Sy, 4 as follows:
Speladp+mn) =s(p)a™yp . ae M, (88)

where ag € [M@],n € [M@]*. Then S, 4 is a closable operator, and the relative modular
operator is the positive self-adjoint operator defined as

AW, )= (Sp.0)Sp.o » (89)
where Sy, 4 is the closure of Sy, . For agp € M,
(ag| A, @) lag) = (P|as(Pp)a” [¢) . (90)

and the support supp(A(1), @) = s(p)s(¢").
We also recall the spatial derivative. Given ¢ € M, define the lineal of ¢ as the subspace

Hy={¢cH||at|}, < Coaa)¥ ae M, forsome C >0} .

The closure H; = s(¢)H. For &€ € Hy, we define the bounded operator Ry(€): G, — H as
follows:

Ry(E)ny(x) = x€ . oD

Then R4(&)my(a) = aRy(€), which implies Rs(§)R4(§)* € M'. Fora vector1) € H, the spatial
derivative A(1p/¢) is the positive self-adjoint operator on H, defined by

(€[ A@p/9)[€) = (| Ry(EIR(E)" [1h) .

We can write A(/¢) = A(¥)'/$) because it only depends on ¢’ € (M) implemented by
1. The connection to the relative modular operator is given by

A(p, @) = AW/ ¢,

where ¢ € (M,)T is implemented by v and ¢' € (M')" implemented by ¢. Indeed,
Ry(ag) = aRy(¢) for a € M and Ry(d)Ry(¢)" = [M'@] = s(¢p) € M. Then for a¢p €
Mo,

(ap| AW /¢) lap) = Y(Ry(ap)Ry(ag)*) = P(as(p)a’) ,

which coincides with (90). Thus we verify that A1), ¢) = A(xp/¢") for all 1, ¢p € H.

The relative modular operator A(2), ¢) is independent of vector representations up to isom-
etry. Let ¢ and 1) be two normal states of M. Let m; : M — B(H,) (resp. m : M — B(H,)) be
a representation, and suppose that ¢, ¢, € H; (resp. ¢,, 1, € H») implement ¢ and 1) via
(resp. 7). Define the partial isometries V, : Hy — H» and V;, : H; — H, as follows:

Vo(mi(a)p, +n) = m(a)d, ,
Vy(mi(a)yp, + ¢) = m(a)p, , V a € M, 92)
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where ) € [1(M),]*+ and ¢ € [ (M), ]+, Let Sy,.¢, and A1y, @) (resp. Sy, 4, and
A(2),, ¢,)) be the operators defined in (88) and (89) for 7;(M) (resp. m(M)). Note that

m1(s(9)) = 5(¢y), ma(s(9)) = s(¢p,) and Vi, Vi, = s(2h;) O Ran(Sy, 4,). We have

Sd)z,%Vd) = Vwal,m’ A("ﬂp NS V:EA("%’ P)Vs-

A.2. Standard form of von Neumann algebras

The theory of the standard form of von Neumann algebras was developed by Araki [Ara74],
Connes [Con76], and Haagerup [Haa76]. Recall that the standard form (M, H, J, P) of a von
Neumann algebra M is given by an injective *-homomorphism 7 : M — B(H), an anti-linear
isometry J on H, and a self-dual cone P such that

@ J2=1,JMJ = M,

(b) JaJ = a* fora e M N M,
(c) JE=Efor& € P,

(d) aJaJP = P fora € M.

The standard form is unique up to unitary equivalence. For each normal state ¢ € M,
there exists a unique unit vector £, € P implementing ¢. We write the standard form of the
relative modular operator as

A(¢a /(/)) = A(Eg"n E@‘)) .

By the symmetric role of M and M’, we have

A(p, ) = TA@W, ¢) ). (93)

In particular, the modular operator of ¢ is A(¢, ¢) and the modular automorphism group a? :
M — M is as follows:

ol (x) = A(g, §) "xA(¢, ).

When M is semifinite equipped with a normal faithful semi-finite trace 7, the standard
form is basically given by the GNS construction. Define the 7-inner product and L,-norm
respectively as

(ab) =7@b), |al;=(a.a).

The L,-space Lr(M) is a Hilbert space as the norm completion of {a € M | 7(s(|a])) < oo},
where s(|al) is the support of |a|. The GNS representation 7 : M — L,(M) has the following
action for all x € M:

m(x)a = xa.

This gives a standard form (M, Ly(M), J, L,(M)T), where the anti-linear isometry is Ja = a*
and Ly(M)™ is the positive cone in L.

A.3. Haagerup L,-spaces

In this part, we briefly review Haagerup’s L,-space [Haa79] as our tool to section 5.4. We refer
to [Ter82] and [Jen18, appendix] for more details on this topic.
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Let M C B(H) be a von Neumann algebra acting on a Hilbert space H. Given a distin-
guished normal faithful state w € D(M), we denote by o, =% : M — M,t € R the one
parameter modular automorphism group. The crossed product

R = Mx,R

is the von Neumann algebra acting on L(R, H), generated by the operator 7(x), x € M, and
the operator \(s), s € R, defined as follows: for all ¢ € L,(R,H) and r € R

(X)) = a_ () AS(E(@) = &1 —s) .

Note that 7 is a normal faithful representation of M on H ®;, L,(R) =2 L,(R, H) and (7, A(s))
gives a covariant representation such that a,(x) = M®)xA(1)*,x € M, t € R. The dual action
&, of R on R is a one-parameter automorpshim group of R on R, implemented by the unitary
representation {W(?) },cg on Ly(R, H),

Qu(x) = WOxW(@)",
where
WN(E)(s) = e ™), € €LRH), t,sER.
The dual action & satisfies (and is uniquely determined by)
G =x, &) =e"Ns), xeM, s,t€R,

and M = {x € R | &(x) = x,Vt € R}. This cross product algebra R admits a normal
faithful semi-finite trace 7 satisfying

Tod,=e¢ 1, VteR.
For 0 < p < oo, the Haagerup noncommutative L,-space is then defined as
L(M,w)={x € L(R,7) :&,=e¢ "/Px, VrecR}.

We will suppress ‘w’ in the notation L,(M) since the L,-spaces constructed for different states
are isomorphic. The positive part is L,(M); = L,(M) N Ly(R)4. For all ¢ € M, there
exists a Radon—Nikodym derivative h, € Li(R, T) with respect to 7 such that

G(x) = T(hsx), xE€Ry,  duylhy) = e "hy,
where % is the dual weight of ¢ on R. This gives a linear bijection
¢ € M} <= hy € LiM)T.

This bijection further extends an identification ¢ € M, < hy € L;(M) with the property
hygy = xhyy, x,y € M. Moreover, if ¢ = u|¢| is the polar decomposition, &g = uhy4. Using
this linear bijection, the trace and L;-norm on L;(M) is defined as

tr(hg) =), [lho[l, =tr ([hy]) = tr(hg) = |DI(1) = [[¢]] rs. -
For a € R, we have the polar decomposition a = u|a| and for p € [1, 00)

a € Ly(M) <= la| € Ly(M) <= l|a|’ € Li(M) .
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which leads to the L,-norm, defined as
lall o = (a7, lal, = llally.

For a € L,(M),b € L,(M) with 1/p+1/q =1, ab,ba € L;(M) and the trace ‘tr’ has the
following tracial property:

tr (ab) = tr (ba) .

In particular, the L,-space L,(M) is a Hilbert space with inner product {a, b) = tr(a*b). Define
the left regular representation

7 M = B(Ly(M)), m(x)a = xa
and the anti-linear isometry
J:Ly(M)—= L(M), Ja=a".

Identifying m(M) =2 M, the quadruple (M, Ly(M), J, Ly(M) ™) is a standard form of M. In
particular, JMJ acts on L,(M) as the right multiplication JxJa = ax™.
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